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#### Abstract

The stability problem of switched systems plays an essential role in the study of long-term behavior. In fact, systems containing both time delay and uncertainty terms may lead to performance degradation of those systems. Therefore, we are interested in the robust stability for discrete-time switched positive time-varying delay systems with interval uncertainties in the case of all modes being unstable. Based on the proposed time-scheduled multiple co-positive Lyapunov-Krasovskii functional of each mode, new sufficient conditions for the global uniform asymptotic stability of the systems are derived. An effective time-dependent switching law utilized in this work is modedependent dwell time. In addition, the robust stability criteria in an asymptotic sense are formulated for the systems without time-varying delay. Compared with the existing related works, our results are less conservative and more general than some previous research. Finally, two numerical examples are provided to illustrate the effectiveness and correctness of the developed theoretical results.
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## 1. Introduction

A crucial class of hybrid systems is switched systems which comprise a family of continuous-time modes and a specific rule that controls the switching among them [1]. The applications of switched systems generally occur in many areas, such as robot control systems, electronic circuits and networked control systems. Remarkably, the networked switched systems, which are a combination of the network and switched systems, are becoming popular in the control community. Recently, prominent results can be found in $[2,3]$. Moreover, switched systems are applied in the development of a switching Kalman Filter structure for sensorless control in a camless engine motor application [4]. However, one of the important topics for discussing switched systems is concerned with their stability. The Lyapunov theory is a vital tool for stability analysis in switched systems. For instance, in [5], the stability problem for the linear switched impulsive systems in Hilbert space has been analyzed via the direct Lyapunov and comparison methods. Slynko et al. [6] proposed an approach to constructing a Lyapunov function (LF) for the stability investigation of a linear large-scale periodic system with possibly unstable subsystems. Chen et al. [7] studied the derivation and improvement of control-oriented compartmental models of the COVID-19 pandemic and design methods from the field of Lyapunov theory guaranteeing the stability of the controlled system. There are two main issues concerning studying the
stability of switched systems. One is the characteristic of each mode. Namely, the switched systems may consist of all unstable modes or contain both stable and unstable modes. For the case when partial modes are stable, the stable modes were activated as long as possible to remunerate for the state divergence made by unstable modes. On the other hand, when all modes are unstable, the above idea might be impracticable because of the absence of a stable factor to offset the divergent behavior. Secondly, a switching law plays an essential role in system behavior. It has been mentioned in [8] that a switched system can achieve robust stability (RS) by utilizing suitable switching laws though all modes are unstable. The powerful methodologies for stabilizing switched systems are time-dependent and state-dependent switchings. Nevertheless, in order to stabilize the switched systems with all unstable modes (AUMs), the problem of designing proper switching law, especially the time-dependent switching law, is very interesting and challenging for us in this article.

Several physical engineering and practical systems often contain the term time delay either in system states or control inputs [9]. However, the existence of the time delay could significantly impact system performance degradation [10,11]. Thus, stability analysis of switched systems with time delay has attracted the interest of various scholars. Another factor that may destroy the stability of system dynamics is the presence of the term uncertainty, which refers to the errors between actual and estimated data in the measurement processes and system simulation. There are numerous results on the RS of switched systems, including uncertainties; for example, discrete-time switched systems [12], discrete-time switched positive systems (SPSs) [13], continuous-time SPSs [14,15], switched positive T-S fuzzy systems [16] and stochastic discrete-time switched systems [17,18]. Hence, in this paper, we investigate the robust asymptotic stability (RAS) of a discrete-time switched linear system with time-varying delay (TVD) and uncertainty terms in the form of

$$
\left\{\begin{array}{l}
x(k+1)=A_{\sigma(k)} x(k)+D_{\sigma(k)} x(k-d(k)),  \tag{1}\\
x\left(k_{0}+\zeta\right)=\varphi(\zeta), \quad \zeta=-\widehat{d},-\widehat{d}+1, \ldots,-1,0
\end{array}\right.
$$

where $x(k) \in \mathbb{R}^{n}$. A switching signal $\sigma(k)$ is a piecewise constant function specifying at each time instant $k$. Namely, $\sigma(k)=i \in \underline{N}=\{1,2, \ldots, N\}$ for $k \in\left[k_{m}, k_{m+1}\right)$, where $N$ is the number of modes or subsystems of system (1) and the switching moments are presented by the sequence $k_{0}<k_{1}<k_{2}<\cdots<k_{m}<k_{m+1}<\cdots<+\infty$. As mentioned in [19,20], the constant system matrices $A_{i}$ and $D_{i}$ are supposed to be interval uncertainties (IUs) which can be stated as $A_{i} \in\left[\underline{A}_{i}, \bar{A}_{i}\right]$ and $D_{i} \in\left[\underline{D}_{i}, \bar{D}_{i}\right]$, where $\underline{A}_{i}, \underline{D}_{i}, \bar{A}_{i}, \bar{D}_{i}$ are the given constant system matrices for all $i \in \underline{N} . d(k)$ is the TVD satisfying $d_{1} \leq d(k) \leq d_{2}$, where $d_{1}, d_{2}$ are known positive integers and $\widehat{d}=\max \left\{d_{1}, d_{2}\right\}$. In addition, $\varphi(\cdot):\{-\widehat{d},-\widehat{d}+$ $1, \ldots,-1,0\} \rightarrow \mathbb{R}^{n}$ is a given initial state with $\|\varphi\|_{\widehat{d}}=\max _{\zeta \in\{-\widehat{d},-\widehat{d}+1, \ldots,-1,0\}}\|\varphi(\zeta)\|_{2}$.

On the other hand, SPSs, which concentrate only on the trajectories generated under positivity constraints, can be discovered in various applications such as positive circuit model [21,22], compartmental model [23], water-quality model [24], congestion control [25], network communication [20], formation flying [26], viral mutation [27] and so on. Therefore, SPSs have attracted considerable attention in the past decade. In [20], Feng et al. manipulated the stability and RS problems for linear SPSs with AUMs and IUs. Next, Zhang and Sun [26] examined the practical exponential stability (ES) of discrete-time linear SPSs with impulse and AUMs. Moreover, An et al. [28] investigated the robust exponential stabilization of SPSs with uncertainties based on the assumption that none of the individual modes is stabilizable. From the results in [20,26,28], it should be observed that the existence of the TVD was not taken into account in the systems. Furthermore, there are beneficial results about switched positive time-varying delay systems (SPTVDSs) in cases in which all modes are unstable, reported briefly in the following. In [29], Liu et al. employed the multiple discretized co-positive Lyapunov-Krasovskii functional (MDCPLKF) and dwell time (DT) switching to derive the delay-dependent sufficient criteria (DDSC) of the continuous-time and discrete-time SPTVDSs with AUMs. Later, a sufficient criterion ensuring the global uniform ES of the continuous-time SPTVDSs with AUMs by using
the time-scheduled multiple co-positive Lyapunov-Krasovskii functional (TSMCPLKF) method and fast average dwell time (FADT) switching was obtained in [30]. However, among these studies, the IUs have been ignored. Meanwhile, Rojsiraphisal et al. [31] dealt with the RS problem by means of the TSMCPLKF tactic and mode-dependent dwell time (MDDT) switching strategy to guarantee the global uniform asymptotic stability of the continuous-time SPTVDSs including both IUs and AUMs. More recently, Mouktonglang and Yimnet [32] analyzed the global stability problem of SPTVDSs with IUs and AUMs by utilizing FADT switching.

Motivated by the considerations mentioned above, we aim to study the RAS of system (1) with AUMs by applying an appropriate time-dependent switching mechanism. The main contributions of this article are summarized in the following.
(1) The studied system is more general than numerous existing results since most researchers disregarded the existence and effects of TVD and IUs. In addition, all modes of the studied system are unstable. These factors influence the system's dynamic behavior and stability.
(2) Different from the discretized co-positive Lyapunov function (DCPLF) utilized in [20] and the MDCPLKF used in [29], our TSMCPLKF is constructed to analyze the global uniform asymptotic stability of system (1) with AUMs.
(3) Our work concentrates on designing a suitable switching signal to guarantee the system's stability, whose modes are all unstable. The applied switching strategy is MDDT which can compensate for the growth of the Lyapunov functional corresponding to each unstable mode. MDDT is different from DT in [29,33] since every mode of the system has its own DT. Namely, MDDT is not the DT of the entire switched system, but it is the DT of the activated $i$ th mode. Therefore, it is worth noting that the MDDT switching rule is less conservative and more applicable in practice than the DT switching rule.
(4) Under the constraint of a pair of lower and upper bounds for the MDDT switching rule and the TSMCPLKF method, novel DDSC for the RAS of system (1) with AUMs are derived.

## 2. System Descriptions and Preliminaries

First, we introduce several notations defined throughout this article. $\mathbb{N}_{0}$ and $\mathbb{N}$ are the sets of non-negative integers and positive integers, respectively. Matrix $A$ is called nonnegative if all entries are non-negative and denoted by $A \succeq 0$. The notation $v \succeq 0(v \succ 0)$ represents a non-negative (positive) vector; namely, all components of $v$ are non-negative (positive) for vector $v \in \mathbb{R}^{n} . \underline{\omega}(v)$ symbolizes the minimal elements of $v \in \mathbb{R}^{n}$. Furthermore, the floor function $\lfloor x\rfloor=\max \{n \in \mathbb{Z} \mid n \leq x, x \in \mathbb{R}\}$.

Next, we propose the following definitions and lemma that will be used in this paper.
Definition 1 ([29]). System (1) is said to be positive if its states satisfy $x(k) \succeq 0, k \in \mathbb{N}_{0}$ for any initial condition $\varphi(\zeta) \succeq 0, \zeta=-\widehat{d},-\widehat{d}+1, \ldots,-1,0$ and switching signal $\sigma(k)$.

Lemma 1 ([29]). System (1) is positive if and only if $\forall i \in \underline{N}, A_{i} \succeq 0$ and $D_{i} \succeq 0$.
Definition 2 ([29,33]). System (1) with switching signal $\sigma(k)$ is said to be:
(1) Uniformly stable (US) with respect to $\sigma(k)$ if $\forall \epsilon>0, \exists \delta(\epsilon)>0$ such that $\|x(k)\|_{2}<\epsilon, \forall k \in$ $\left[k_{0},+\infty\right)$ whenever $\|\varphi\|_{\hat{d}}<\delta$;
(2) Globally uniformly stable (GUS) with respect to $\sigma(k)$ if $\forall \delta>0$, we have $\|x(k)\|_{2}<\epsilon, \forall k \in$ $\left[k_{0},+\infty\right)$;
(3) Globally uniformly asymptotically stable (GUAS) with respect to $\sigma(k)$ if it is GUS and satisfies $\lim _{k \rightarrow+\infty} x(k)=0$.

Definition 3 ([16,20]). For the length between successive switching moments during which the $i$ th mode of system (1) is activated, if there exists a constant $\tau_{i, m}>0$ such that $\tau_{i, m}=k_{m+1}-k_{m}$ holds for any $i \in \underline{N}, m \in \mathbb{N}_{0}$, then the constant $\tau_{i, m}$ is called the MDDT of system (1).

Remark 1. The MDDT introduced in Definition 3 is different from DT in [29,33] since every mode of system (1) has its own DT. Namely, $\tau_{i, m}$ is not the DT of the entire system (1), but it is the DT of the ith mode.

As mentioned in [20], too small or too large DT switching would make system (1) unstable with respect to $\sigma(k)$. Therefore, the definition of a pair of lower and upper bounds for the MDDT switching law is given as follows:

Definition 4 ([20]). The MDDT switching rule is confined by a pair of lower and upper bounds to guarantee the robust asymptotic stability; namely, $\tau_{i, m} \in\left[\tau_{i, \min }, \tau_{i, \max }\right]$, where $\tau_{i, \min }=$ $\inf _{m \in \mathbb{N}_{0}} \tau_{i, m}, \tau_{i, \max }=\sup _{m \in \mathbb{N}_{0}} \tau_{i, m}, 0<\tau_{i, \min } \leq \tau_{i, \max }, i \in \underline{N}, m \in \mathbb{N}_{0}$. Furthermore, the set of all switching strategies with MDDT $\tau_{i, m} \in\left[\tau_{i, \min }, \tau_{i, \max }\right], i \in \underline{N}, m \in \mathbb{N}_{0}$ is denoted by the symbol $\Omega_{\left[\tau_{i, m i n}, \tau_{i, \text { max }}\right]}$.

The central concept of the RAS for system (1) with IUs and AUMs developed from the results in [29,33]. However, we generalize the concept utilized in both references by using the discretized Lyapunov function (DLF) method to establish the suitable TSMCPLKF for our system (1) and applying the MDDT strategy to stabilize our system (1) with AUMs. The detail of the construction of our TSMCPLKF is described in the main theorem and remark. The basic idea of stability analysis for our system (1) is given briefly in the following. When the TSMCPLKF $V_{i}(k)$ for each mode of system (1) is constructed, we consider $V_{i}(k+1)$ along the trajectories of system (1), $k \in\left[k_{m}, k_{m+1}\right), m \in \mathbb{N}_{0}$. Then, we can derive $V_{i}(k)<\gamma_{i}^{k-k_{m}} V_{i}\left(k_{m}\right), k \in\left[k_{m}, k_{m+1}\right), m \in \mathbb{N}_{0}$ under given scalars $\gamma_{i}>1$ and some sufficient conditions defined specially in the main theorem. We impose that system (1) switches from the $j$ th subsystem to the $i$ th subsystem at the switching instant $k_{m}$, where $\sigma\left(k_{m}-1\right)=j$ and $\sigma\left(k_{m}\right)=i, \quad i, j \in \underline{N}$. Next, we can derive $V_{i}\left(k_{m}\right) \leq \mu_{i} V_{j}\left(k_{m}-1\right)$ under given scalars $0<\mu_{i}<1$, the definition of the discretized vector function and a condition defined specifically in the main theorem. For given values $\tau_{j, \min }>0, j \in \underline{N}$, if there exist constants $\tau_{j, \max } \geq \tau_{j, \min }, j \in \underline{N}$ satisfying the MDDT switching rule; that is, $\ln \mu_{i}+\tau_{j, \max } \ln \gamma_{j}<0$, for any $i, j \in \underline{N}, i \neq j$; this implies $\mu_{i} \gamma_{j}^{\tau_{j, \text { max }}}<1$, which leads to $V_{i}\left(k_{m}\right)<\rho V_{j}\left(k_{m-1}\right)$ by letting $\rho=\max _{i, j \in \underline{N}, i \neq j}\left\{\mu_{i} \gamma_{j}^{\tau_{j, \max }}\right\}$. Obviously, this satisfies $0<$ $\rho<1$ and $V_{\sigma\left(k_{m}\right)}\left(k_{m}\right)<\ldots<\rho^{m} V_{\sigma(0)}(0)$. Thus, we can obtain $\lim _{m \rightarrow+\infty} V_{\sigma\left(k_{m}\right)}\left(k_{m}\right)=0$, which implies $\lim _{m \rightarrow+\infty} x\left(k_{m}\right)=0$. By the fact that the sequence $V_{\sigma\left(k_{m}\right)}\left(k_{m}\right), m=0,1,2, \ldots$ is strictly decreasing, we obtain $\lim _{k \rightarrow+\infty} x(k)=0$. Therefore, system (1) can be proved briefly to be GUAS with respect to switching signal $\sigma(k)$.

## 3. Main Results

In this section, we will establish novel DDSC on the positivity and the RAS for system (1) with IUs and AUMs. Because every mode considered in this article is only unstable, we apply the TSMCPLKF method constructed for each mode to solve the stabilization problem by designing the MDDT switching law.

Now, we state the DDSC of system (1) as follows.
Theorem 1. Assume that the constant system matrices $\underline{A}_{i} \succeq 0$ and $\underline{D}_{i} \succeq 0$ for all $i \in \underline{N}$. For given values $0<\mu_{i}<1, \gamma_{i}>1, \tau_{i, \min }>0, i \in \underline{N}$ and $L \in \mathbb{N}$, system (1) is positive and GUAS with respect to $\sigma(k) \in \Omega_{\left[\tau_{i, \text { min }}, \tau_{i, m a x}\right]}$ if there exist positive vectors $v_{i, q}, i \in \underline{N}, q \in \underline{L}_{0}$ and constants $\tau_{i, \max } \geq \tau_{i, \min }, i \in \underline{N}$ satisfying the following conditions:

$$
\begin{equation*}
\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}\right) \Phi_{i, q}+\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}-\gamma_{i} I_{n}\right) v_{i, q} \prec 0, \tag{2}
\end{equation*}
$$

$$
\begin{gather*}
\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}\right) \Phi_{i, q}+\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}-\gamma_{i} I_{n}\right) v_{i, q+1} \prec 0,  \tag{3}\\
\widetilde{D}^{T}\left(\Phi_{i, q}+\left(1-\gamma_{i}\right) v_{i, q}\right) \prec 0,  \tag{4}\\
\widetilde{D}^{T}\left(\Phi_{i, q}+\left(1-\gamma_{i}\right) v_{i, q+1}\right) \prec 0,  \tag{5}\\
\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}-\gamma_{i} I_{n}\right) v_{i, L} \prec 0,  \tag{6}\\
v_{i, 0}-\mu_{i} v_{j, L} \preceq 0,  \tag{7}\\
\ln \mu_{i}+\tau_{j, \max } \ln \gamma_{j}<0, \tag{8}
\end{gather*}
$$

for any $q=0,1, \ldots, L-1$ and for any $i, j \in \underline{N}, i \neq j$, where

$$
\begin{gather*}
\Phi_{i, q}=\frac{v_{i, q+1}-v_{i, q}}{\hbar_{i}},  \tag{9}\\
\hbar_{i}=\left\lfloor\frac{\tau_{i, \text { min }}}{L}\right\rfloor, \widetilde{D}=\left(\bar{d}_{k l}\right) \in \mathbb{R}^{n \times n}, \bar{d}_{k l}=\max _{i \in \underline{N}}\left\{\bar{D}_{i}^{(k l)}\right\},
\end{gather*}
$$

and $\bar{D}_{i}^{(k l)}$ is the $k$ th row and lth column element of system matrices $\bar{D}_{i}, i \in \underline{N}$.
Proof. The proof is divided into two parts. In part 1, we will prove that system (1) is positive. In part 2, we will show that system (1) is GUAS with respect to $\sigma(k) \in \Omega_{\left[\tau_{i}\right.}$ $\qquad$
Part 1: The positivity of system (1) is proved as follows.
Obviously, this implies that $A_{i} \succeq 0$ and $D_{i} \succeq 0$ for all $i \in \underline{N}$ by using assumption. According to Lemma 1, system (1) is positive.
Part 2: The global uniform asymptotic stability of system (1) is shown as follows.
For given $k \in \mathbb{N}$, we suppose that $k \in\left[k_{m}, k_{m+1}\right)=\left[k_{m}, k_{m}+\tau_{i, m i n}\right) \cup\left[k_{m}+\tau_{i, \text { min }}, k_{m+1}\right)$, $m \in \mathbb{N}_{0}$, and $\tau_{i, m i n}, i \in \underline{N}$ defined as in Definition 4. The interval $\left[k_{m}, k_{m}+\tau_{i, m i n}\right)$ is split into $L$ segments with equal length $\hbar_{i}=\left\lfloor\frac{\tau_{i, \text { min }}}{L}\right\rfloor$. We define $\mathbb{N}_{m, q}^{i}=\left[k_{m}+q \hbar_{i}, k_{m}+(q+1) \hbar_{i}\right), q=$ $0,1, \ldots, L-1$ and stipulate that $\left[k_{m}, k_{m}+\tau_{i, \min }\right)=\bigcup_{q=0}^{L-1} \mathbb{N}_{m, q}^{i}$.

To prove the RAS of system (1), we define the following TSMCPLKF based on the concept of MDCPLKF used in [29]. For any $i \in \underline{N}$,

$$
\begin{equation*}
V_{i}(k, x(k))=x^{T}(k) v_{i}(k)+\sum_{h=k-d(k)}^{k-1} x^{T}(h) \widetilde{D}^{T} v_{i}(k)+\sum_{l=-d_{2}+1}^{-d_{1}} \sum_{h=k+l}^{k-1} x^{T}(h) \widetilde{D}^{T} v_{i}(k), \tag{10}
\end{equation*}
$$

where the vector function:

$$
\begin{align*}
v_{i}(k) & =v_{i}\left(k_{m}+q \hbar_{i}+r_{i}\right) \\
& =\left\{\begin{array}{l}
\left(1-\frac{r_{i}}{\hbar_{i}}\right) v_{i, q}+\frac{r_{i}}{\hbar_{i}} v_{i, q+1}, \quad k \in \mathbb{N}_{m, q}^{i}, \quad r_{i}=0,1, \ldots, \hbar_{i}, \quad q=0,1, \ldots, L-1, \\
v_{i, L}, \\
k \in\left[k_{m}+\tau_{i, m i n}, k_{m+1}\right),
\end{array}\right. \tag{11}
\end{align*}
$$

and $v_{i, q}$ are positive vectors for $i \in \underline{N}, q \in \underline{L}_{0}=\{0,1,2, \ldots, L\}$.
When $k \in \mathbb{N}_{m, q}^{i}$, it can be seen that

$$
\begin{aligned}
v_{i}(k+1)-v_{i}(k) & =v_{i}\left(k_{m}+q \hbar_{i}+r_{i}+1\right)-v_{i}\left(k_{m}+q \hbar_{i}+r_{i}\right) \\
& =\left[\left(1-\frac{\left(r_{i}+1\right)}{\hbar_{i}}\right) v_{i, q}+\frac{\left(r_{i}+1\right)}{\hbar_{i}} v_{i, q+1}\right]-\left[\left(1-\frac{r_{i}}{\hbar_{i}}\right) v_{i, q}+\frac{r_{i}}{\hbar_{i}} v_{i, q+1}\right] .
\end{aligned}
$$

That is,

$$
v_{i}(k+1)-v_{i}(k)=\Phi_{i, q}
$$

where $\Phi_{i, q}$ is defined as in Equation (9).
Considering $V_{i}(k+1, x(k+1))$ in Equation (10) along the trajectories of system (1), we obtain

$$
\begin{aligned}
V_{i}(k+1, x(k+1))= & x^{T}(k) A_{i}^{T} v_{i}(k+1)+x^{T}(k-d(k)) D_{i}^{T} v_{i}(k+1) \\
& +\sum_{h=k+1-d(k+1)}^{k} x^{T}(h) \widetilde{D}^{T} v_{i}(k+1)+\sum_{l=-d_{2}+1}^{-d_{1}} \sum_{h=k+1+l}^{k} x^{T}(h) \widetilde{D}^{T} v_{i}(k+1),
\end{aligned}
$$

then

$$
\begin{aligned}
V_{i}(k+1, x(k+1)) \leq & x^{T}(k) \bar{A}_{i}^{T} v_{i}(k+1)+x^{T}(k-d(k)) \bar{D}_{i}^{T} v_{i}(k+1) \\
& +\sum_{h=k+1-d(k+1)}^{k} x^{T}(h) \widetilde{D}^{T} v_{i}(k+1)+\sum_{l=-d_{2}+1}^{-d_{1}} \sum_{h=k+1+l}^{k} x^{T}(h) \widetilde{D}^{T} v_{i}(k+1) .
\end{aligned}
$$

It immediately follows that

$$
\begin{aligned}
V_{i}(k+1, x(k+1))- & \gamma_{i} V_{i}(k, x(k)) \\
\leq & x^{T}(k) \bar{A}_{i}^{T} v_{i}(k+1)+x^{T}(k-d(k)) \bar{D}_{i}^{T} v_{i}(k+1) \\
& +\sum_{h=k+1-d(k+1)}^{k} x^{T}(h) \widetilde{D}^{T} v_{i}(k+1)+\sum_{l=-d_{2}+1}^{-d_{1}} \sum_{h=k+1+l}^{k} x^{T}(h) \widetilde{D}^{T} v_{i}(k+1) \\
& -\gamma_{i} x^{T}(k) v_{i}(k)-\gamma_{i} \sum_{h=k-d(k)}^{k-1} x^{T}(h) \widetilde{D}^{T} v_{i}(k)-\gamma_{i} \sum_{l=-d_{2}+1}^{-d_{1}} \sum_{h=k+l}^{k-1} x^{T}(h) \widetilde{D}^{T} v_{i}(k) .
\end{aligned}
$$

By the fact that $\bar{D}_{i} \preceq \widetilde{D}$ for all $i \in \underline{N}$, it can be obtained that

$$
\begin{align*}
V_{i}(k+1, x(k+1))- & \gamma_{i} V_{i}(k, x(k)) \\
\leq & x^{T}(k) \bar{A}_{i}^{T} v_{i}(k+1)+x^{T}(k-d(k)) \widetilde{D}^{T} v_{i}(k+1) \\
& +\sum_{h=k-d_{2}+1}^{k-1} x^{T}(h) \widetilde{D}^{T} v_{i}(k+1)+x^{T}(k) \widetilde{D}^{T} v_{i}(k+1)-\gamma_{i} x^{T}(k) v_{i}(k) \\
& -\gamma_{i} \sum_{h=k-d_{1}+1}^{k-1} x^{T}(h) \widetilde{D}^{T} v_{i}(k)-\gamma_{i} x^{T}(k-d(k)) \widetilde{D}^{T} v_{i}(k) \\
& +\sum_{l=-d_{2}+1}^{-d_{1}} \sum_{h=k+1+l}^{k-1} x^{T}(h) \widetilde{D}^{T} v_{i}(k+1)+\sum_{l=-d_{2}+1}^{-d_{1}} x^{T}(k) \widetilde{D}^{T} v_{i}(k+1) \\
& -\gamma_{i} \sum_{l=-d_{2}+1}^{-d_{1}} \sum_{h=k+1+l}^{k-1} x^{T}(h) \widetilde{D}^{T} v_{i}(k)-\gamma_{i} \sum_{l=-d_{2}+1}^{-d_{1}} x^{T}(k+l) \widetilde{D}^{T} v_{i}(k) . \tag{12}
\end{align*}
$$

Then, we have noticed that

$$
\sum_{l=-d_{2}+1}^{-d_{1}} x^{T}(k) \widetilde{D}^{T} v_{i}(k+1)=\left(d_{2}-d_{1}\right) x^{T}(k) \widetilde{D}^{T} v_{i}(k+1),
$$

and

$$
\gamma_{i} \sum_{l=-d_{2}+1}^{-d_{1}} x^{T}(k+l) \widetilde{D}^{T} v_{i}(k)=\gamma_{i} \sum_{h=k-d_{2}+1}^{k-d_{1}} x^{T}(h) \widetilde{D}^{T} v_{i}(k),
$$

for all $i \in \underline{N}$. Combining these with Equation (12), we have

$$
\begin{aligned}
V_{i}(k+1, x(k+1))- & \gamma_{i} V_{i}(k, x(k)) \\
\leq & x^{T}(k)\left[\bar{A}_{i}^{T} v_{i}(k+1)+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T} v_{i}(k+1)-\gamma_{i} v_{i}(k)\right] \\
& +x^{T}(k-d(k)) \widetilde{D}^{T}\left[v_{i}(k+1)-\gamma_{i} v_{i}(k)\right] \\
& +\sum_{h=k-d_{2}+1}^{k-1} x^{T}(h) \widetilde{D}^{T}\left[v_{i}(k+1)-\gamma_{i} v_{i}(k)\right] \\
& +\sum_{l=-d_{2}+1}^{-d_{1}} \sum_{h=k+1+l}^{k-1} x^{T}(h) \widetilde{D}^{T}\left[v_{i}(k+1)-\gamma_{i} v_{i}(k)\right],
\end{aligned}
$$

for any $k \in \mathbb{N}_{m, q}^{i}$ and $i \in \underline{N}$. When $k \in \mathbb{N}_{m, q}^{i} \subset\left[k_{m}, k_{m}+\tau_{i, m i n}\right)$, it can be seen that

$$
\begin{aligned}
& \bar{A}_{i}^{T} v_{i}(k+1)+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T} v_{i}(k+1)-\gamma_{i} v_{i}(k) \\
&=\left(1-\frac{r_{i}}{\hbar_{i}}\right)\left[\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}\right) \Phi_{i, q}+\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}-\gamma_{i} I_{n}\right) v_{i, q}\right] \\
&+\frac{r_{i}}{\hbar_{i}}\left[\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}\right) \Phi_{i, q}+\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}-\gamma_{i} I_{n}\right) v_{i, q+1}\right] \\
& \quad \text { and } \\
& \widetilde{D}^{T}\left[v_{i}(k+1)-\gamma_{i} v_{i}(k)\right]=\left(1-\frac{r_{i}}{\hbar_{i}}\right)\left[\widetilde{D}^{T}\left(\Phi_{i, q}+\left(1-\gamma_{i}\right) v_{i, q}\right)\right]+\frac{r_{i}}{\hbar_{i}}\left[\widetilde{D}^{T}\left(\Phi_{i, q}+\left(1-\gamma_{i}\right) v_{i, q+1}\right)\right] .
\end{aligned}
$$

According to conditions (2)-(5),

$$
V_{i}(k+1, x(k+1))-\gamma_{i} V_{i}(k, x(k))<0, k \in \mathbb{N}_{m, q}^{i}
$$

which implies

$$
\begin{equation*}
V_{i}(k+1, x(k+1))<\gamma_{i} V_{i}(k, x(k)), k \in \bigcup_{q=0}^{L-1} \mathbb{N}_{m, q}^{i}=\left[k_{m}, k_{m}+\tau_{i, m i n}\right) \tag{13}
\end{equation*}
$$

For $k \in\left[k_{m}+\tau_{i, m i n}, k_{m+1}\right)$, $\bar{A}_{i}^{T} v_{i}(k+1)+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T} v_{i}(k+1)-\gamma_{i} v_{i}(k)=\left(\bar{A}_{i}^{T}+\left(d_{2}-d_{1}+1\right) \widetilde{D}^{T}-\gamma_{i} I_{n}\right) v_{i, L}$, and

$$
\widetilde{D}^{T}\left[v_{i}(k+1)-\gamma_{i} v_{i}(k)\right]=\widetilde{D}^{T}\left(1-\gamma_{i}\right) v_{i, L} \prec 0 .
$$

Using condition (6), we obtain

$$
\begin{equation*}
V_{i}(k+1, x(k+1))<\gamma_{i} V_{i}(k, x(k)), \quad k \in\left[k_{m}+\tau_{i, \min }, k_{m+1}\right) . \tag{14}
\end{equation*}
$$

Applying Equations (13) and (14), we obtain

$$
V_{i}(k+1, x(k+1))<\gamma_{i} V_{i}(k, x(k)), \quad k \in\left[k_{m}, k_{m+1}\right), \quad m \in \mathbb{N}_{0} .
$$

This implies

$$
\begin{equation*}
V_{i}(k, x(k))<\gamma_{i}^{k-k_{m}} V_{i}\left(k_{m}, x\left(k_{m}\right)\right), \quad k \in\left[k_{m}, k_{m+1}\right), m \in \mathbb{N}_{0} \tag{15}
\end{equation*}
$$

Utilizing Equations (10), (11) and condition (7), we have

$$
\begin{equation*}
V_{i}\left(k_{m}, x\left(k_{m}\right)\right) \leq \mu_{i} V_{j}\left(k_{m}-1, x\left(k_{m}-1\right)\right), \quad k_{m}-1 \in\left[k_{m-1}+\tau_{j, m i n}, k_{m}\right), \quad m \in \mathbb{N}_{0} . \tag{16}
\end{equation*}
$$

Since $\left[k_{m-1}+\tau_{j, \text { min }}, k_{m}\right) \subset\left[k_{m-1}, k_{m}\right)$, one can claim from Equation (15) that

$$
V_{j}\left(k_{m}-1, x\left(k_{m}-1\right)\right)<\gamma_{j}^{\left(k_{m}-1\right)-k_{m-1}} V_{j}\left(k_{m-1}, x\left(k_{m-1}\right)\right), \quad k_{m}-1 \in\left[k_{m-1}, k_{m}\right),
$$

which implies

$$
\begin{equation*}
V_{j}\left(k_{m}-1, x\left(k_{m}-1\right)\right)<\gamma_{j}^{k_{m}-k_{m-1}} V_{j}\left(k_{m-1}, x\left(k_{m-1}\right)\right), k_{m}-1 \in\left[k_{m-1}, k_{m}\right), m \in \mathbb{N}_{0} \tag{17}
\end{equation*}
$$

From Equations (15)-(17), it follows that

$$
\begin{aligned}
V_{\sigma\left(k_{m}\right)}(k, x(k)) & <\gamma_{\sigma\left(k_{m}\right)}^{k-k_{m}} V_{\sigma\left(k_{m}\right)}\left(k_{m}, x\left(k_{m}\right)\right) \\
& \leq \gamma_{\sigma\left(k_{m}\right)}^{k-k_{m}} \mu_{\sigma\left(k_{m}\right)} V_{\sigma\left(k_{m-1}\right)}\left(k_{m}-1, x\left(k_{m}-1\right)\right) \\
& <\mu_{\sigma\left(k_{m}\right)} \gamma_{\sigma\left(k_{m}\right)}^{k-k_{m}} \gamma_{\sigma\left(k_{m-1}\right)}^{k_{m}-k_{m-1}} V_{\sigma\left(k_{m-1}\right)}\left(k_{m-1}, x\left(k_{m-1}\right)\right)
\end{aligned}
$$

$$
\vdots
$$

$$
<\mu_{\sigma\left(k_{m}\right)} \mu_{\sigma\left(k_{m-1}\right)} \cdots \mu_{\sigma\left(k_{1}\right)} \gamma_{\sigma\left(k_{m}\right)}^{k-k_{m}} \gamma_{\sigma\left(k_{m-1}\right)}^{k_{m}-k_{m-1}} \cdots \gamma_{\sigma\left(k_{0}\right)}^{k_{1}-k_{0}} V_{\sigma\left(k_{0}\right)}\left(k_{0}, x\left(k_{0}\right)\right)
$$

$$
=\gamma_{\sigma\left(k_{m}\right)}^{k-k_{m}}\left(\mu_{\sigma\left(k_{m}\right)} \gamma_{\sigma\left(k_{m-1}\right)}^{k_{m}-k_{m-1}}\right) \cdots\left(\mu_{\sigma\left(k_{1}\right)} \gamma_{\sigma\left(k_{0}\right)}^{k_{1}-k_{0}}\right) V_{\sigma\left(k_{0}\right)}\left(k_{0}, x\left(k_{0}\right)\right)
$$

$$
=\gamma_{\sigma\left(k_{m}\right)}^{k-k_{m}}\left(\prod_{l=0}^{m-1} \mu_{\sigma\left(k_{l+1}\right)} \gamma_{\sigma\left(k_{l}\right)}^{k_{l+1}-k_{l}}\right) V_{\sigma\left(k_{0}\right)}\left(k_{0}, x\left(k_{0}\right)\right)
$$

$$
\leq \gamma_{\sigma\left(k_{m}\right)}^{\tau_{\sigma\left(k_{m}\right), \max }}\left(\prod_{l=0}^{m-1} \mu_{\sigma\left(k_{l+1}\right)} \gamma_{\sigma\left(k_{l}\right)}^{\tau_{\sigma\left(k_{l}\right), \max }}\right) V_{\sigma\left(k_{0}\right)}\left(k_{0}, x\left(k_{0}\right)\right)
$$

According to condition (8),

$$
\begin{equation*}
\mu_{i} \gamma_{j}^{\tau_{j, \text { max }}}<1, \tag{18}
\end{equation*}
$$

for all $i, j \in \underline{N}, i \neq j$. Without loss of generality, we impose that $V_{\sigma\left(k_{0}\right)}\left(k_{0}, x\left(k_{0}\right)\right)=$ $V_{\sigma(0)}(0, x(0))$. Hence, we obtain

$$
V_{\sigma\left(k_{m}\right)}(k, x(k))<\gamma_{\sigma\left(k_{m}\right)}^{\tau_{\sigma\left(k_{m}\right), \max }} V_{\sigma(0)}(0, x(0)) .
$$

Moreover, let $v=\max _{i \in \underline{N}}\left\{\tau_{i, \max }\right\}$ and $\Gamma=\max _{i \in \underline{N}}\left\{\gamma_{i}\right\}$, then

$$
\begin{equation*}
V_{\sigma\left(k_{m}\right)}(k, x(k))<\Gamma^{v} V_{\sigma(0)}(0, x(0)) . \tag{19}
\end{equation*}
$$

From Equations (10) and (11), we can derive

$$
\begin{align*}
& V_{\sigma(0)}(0, x(0)) \leq\left\|x^{T}(0)\right\|_{2}\left\|v_{\sigma(0)}(0)\right\|_{2}+\sum_{h=-\widehat{d} h \in\{-\widehat{d},-\widehat{d}+1, \ldots,-1,0\}}^{-1}\left\|x^{T}(h)\right\|_{2}\left\|\widetilde{D}^{T}\right\|_{2}\left\|v_{\sigma(0)}(0)\right\|_{2} \\
&+\sum_{l=-d_{2}+1} \sum_{h=l}^{-d_{1}} \max _{h \in\{-\widehat{d},-\widehat{d}+1, \ldots,-1,0\}}\left\|x^{T}(h)\right\|_{2}\left\|\widetilde{D}^{T}\right\|_{2}\left\|v_{\sigma(0)}(0)\right\|_{2} \\
& \leq\left\|x^{T}(0)\right\|_{2} \sum_{b \in \underline{L}_{0}}\left\|v_{\sigma(0), b}\right\|_{2}+\widehat{d} \max _{h \in\{-\widehat{d},-\widehat{d}+1, \ldots,-1,0\}}\left\|x^{T}(h)\right\|_{2}\left\|\widetilde{D}^{T}\right\|_{2} \sum_{b \in \underline{L}_{0}}\left\|v_{\sigma(0), b}\right\|_{2} \\
&+\left(\frac{d_{2}-d_{1}}{2}\right)\left(d_{2}+d_{1}-1\right) \\
& \max _{h \in\{-\widehat{d},-\widehat{d}+1, \ldots,-1,0\}}\left\|x^{T}(h)\right\|_{2}\left\|\widetilde{D}^{T}\right\|_{2} \sum_{b \in \underline{L}_{0}}\left\|v_{\sigma(0), b}\right\|_{2}  \tag{20}\\
& \leq {\left[1+\left(\widehat{d}+\left(\frac{d_{2}-d_{1}}{2}\right)\left(d_{2}+d_{1}-1\right)\right)\left\|\widetilde{D}^{T}\right\|_{2}\right] \sqrt{n} \sum_{b \in \underline{L}_{0}}\left\|v_{\sigma(0), b}\right\|_{2}\|\varphi\|_{\widehat{d}} . }
\end{align*}
$$

Furthermore, we have

$$
\begin{equation*}
\varsigma\|x(k)\|_{2} \leq V_{\sigma\left(k_{m}\right)}(k, x(k)) \tag{21}
\end{equation*}
$$

where $\varsigma=\min _{(a, b) \in \underline{N} \times \underline{L_{0}}}\left\{\underline{\omega}\left(v_{a, b}\right)\right\}$. Substituting Equations (20) and (21) into Equation (19), it can be obtained that

$$
\begin{equation*}
\|x(k)\|_{2} \leq \Theta \Gamma^{v}\|\varphi\|_{\widehat{d}^{\prime}} \tag{22}
\end{equation*}
$$

for all $k \geq 0$, where $\Theta=\frac{1}{\varsigma}\left[1+\left(\widehat{d}+\left(\frac{d_{2}-d_{1}}{2}\right)\left(d_{2}+d_{1}-1\right)\right)\left\|\widetilde{D}^{T}\right\|_{2}\right] \sqrt{n} \sum_{b \in \underline{L}_{0}}\left\|v_{\sigma(0), b}\right\|_{2}$. Then, for any $\epsilon>0$, we can choose

$$
\|\varphi\|_{\widehat{d}}<\delta(\epsilon)=\frac{\epsilon}{\Theta \Gamma^{v}}
$$

Therefore,

$$
\|x(k)\|_{2}<\epsilon
$$

for all $k \geq 0$. This implies that system (1) is US. Obviously, for any $\delta>0$, we have $\|x(k)\|_{2}<\epsilon$ for all $k \geq 0$. Hence, system (1) is GUS with respect to $\sigma(k) \in \Omega_{\left[\tau_{i, m i n}, \tau_{i, m a x}\right]}$.

Next, we will show that $\lim _{k \rightarrow+\infty} x(k)=0$. We consider the sequence $V_{\sigma\left(k_{m}\right)}\left(k_{m}, x\left(k_{m}\right)\right)$, $m \in \mathbb{N}_{0}$. From Equations (16) and (17), we can derive

$$
\begin{aligned}
V_{i}\left(k_{m}, x\left(k_{m}\right)\right) & <\mu_{i} \gamma_{j}^{k_{m}-k_{m-1}} V_{j}\left(k_{m-1}, x\left(k_{m-1}\right)\right) \\
& <\mu_{i} \gamma_{j}^{\tau_{j, m a x}} V_{j}\left(k_{m-1}, x\left(k_{m-1}\right)\right)
\end{aligned}
$$

for all $i, j \in \underline{N}, i \neq j$. Let $\rho=\max _{i, j \in \underline{N}, i \neq j}\left\{\mu_{i} \gamma_{j}^{\tau_{j, \text { max }}}\right\}$ and from Equation (18), we obtain

$$
V_{i}\left(k_{m}, x\left(k_{m}\right)\right)<\rho V_{j}\left(k_{m-1}, x\left(k_{m-1}\right)\right),
$$

when $0<\rho<1, m \in \mathbb{N}_{0}$. This implies that the sequence $V_{\sigma\left(k_{m}\right)}\left(k_{m}, x\left(k_{m}\right)\right), m \in \mathbb{N}_{0}$ is strictly decreasing and satisfies

$$
\begin{gathered}
V_{\sigma\left(k_{m}\right)}\left(k_{m}, x\left(k_{m}\right)\right)<\rho V_{\sigma\left(k_{m-1}\right)}\left(k_{m-1}, x\left(k_{m-1}\right)\right) \\
\vdots \\
<\rho^{m} V_{\sigma(0)}(0, x(0))
\end{gathered}
$$

Thus, $\lim _{m \rightarrow+\infty} V_{\sigma\left(k_{m}\right)}\left(k_{m}, x\left(k_{m}\right)\right)=0$. Since $v_{\sigma\left(k_{m}\right)}\left(k_{m}\right)=v_{\sigma\left(k_{m}\right), 0}$ and by assumption that there exist positive vectors $v_{i, q}, i \in \underline{N}, q \in \underline{L}_{0}$, it can be seen that

$$
v_{\sigma\left(k_{m}\right)}\left(k_{m}\right) \succ 0 .
$$

In addition, from the positivity of system (1), we arrive at

$$
\lim _{m \rightarrow+\infty} x\left(k_{m}\right)=0
$$

The proof in the final part that $\lim _{k \rightarrow+\infty} x(k)=0$ is similar to that of Theorems 1 and 3 in [20]. Therefore, it is omitted here. By Definition 2, we can conclude that system (1) is GUAS with respect to $\sigma(k) \in \Omega_{\left[\tau_{i, \text { min }}, \tau_{i, \text { max }}\right]}$.

Remark 2. To stabilize system (1) including both IUs and AUMs, the basic idea of a construction of the TSMCPLKF proposed in Equation (10) has been inspired by the results in [29,33]. In [33], the authors employed the DLF method to divide the domain of definition of vector function $v_{i}(k), i \in \underline{N}$ defined in Equation (11) into finite smaller regions; the vector function varies linearly in each small region. The detail of the division of the interval domain is described at the beginning of Part 2 of the proof in Theorem 1. Moreover, by Equation (11), the number of discretized positive
vectors $v_{i, q}, i \in \underline{N}, q \in \underline{L}_{0}=\{0,1,2, \ldots, L\}$ is $L+1$ for given $L \in \mathbb{N}$. Nevertheless, if $L=0$, the DLF is reduced to the multiple LF. Because each mode studied in this work is only unstable, the value of the LFs $V_{i}(k), i \in \underline{N}$ may increase. However, the increment of $V_{i}(k)$ is recompensed and the stabilization of system (1) can be accomplished via the MDDT switching rule, which is designed to reduce the value of $V_{i}(k)$ at the switching instants. Namely, for given values $0<\mu_{i}<1, \gamma_{i}>1, \tau_{i, \min }>0, i \in \underline{N}$, there exist a set of non-negative functions $V_{i}(k)$ and constants $\tau_{i, \max } \geq \tau_{i, \min }, i \in \underline{N}$ such that $V_{i}(k+1)<\gamma_{i} V_{i}(k), V_{i}\left(k_{m}\right) \leq \mu_{i} V_{j}\left(k_{m}-1\right)$, $\ln \mu_{i}+\tau_{j, \max } \ln \gamma_{j}<0$, for any $i, j \in \underline{N}, i \neq j$. The TSMCPLKF in Equation (10) is logically established for all the reasons mentioned above.

Remark 3. Different from the DCPLF utilized in [20] and the MDCPLKF used in [29], our TSMCPLKF defined in Equation (10) is constructed specifically for system (1) including both IUs and AUMs. Moreover, the MDDT switching technique is also applied to ensure the global uniform asymptotic stability of the system. Therefore, our theoretical results are less conservative than those of Theorem 3.4 and Theorem 3.6 in [29].

Remark 4. Since the considered system (1) is extremely complex, it is interesting to investigate the RAS of the system. From Theorem 1, new sufficient conditions (2)-(8) are derived to guarantee the positivity and global uniform asymptotic stability of system (1). Although these conditions of the main theorem seem to be strong, they were essentially created to deal with the instability problems of this system caused by all modes being unstable and uncertain terms. As can be seen from the proof of the main theorem, the upper bounds of the system matrices $\bar{A}_{i} i \in \underline{N}$ and $\widetilde{D}$ in conditions (2)-(6) are given to ensure the RAS of the system including the IUs. Novel DDSC (2)-(6) and condition (7) are acquired by using the DLF and vector function methods. Condition (8), which is the MDDT switching rule, is designed to stabilize the overall switched system (1) where every unstable subsystem is triggered. Thus, the sufficient conditions (2)-(8) in the main theorem are necessary. However, this raises the following question: Is it possible to weaken the conditions of the theorem? This interesting question is challenged in the RAS analysis for system (1). This is still an open problem for research in the future.

Remark 5. When the discrete-time switched positive linear system did not involve the TVD, sufficient conditions guaranteeing the asymptotic stability of the system were presented in [20]. Thus, our theoretical results given in this article generalize the corresponding results in [20].

When $D_{\sigma(k)} \equiv 0, \sigma(k) \in \underline{N}$, system (1) can be reduced into the discrete-time switched linear system without TVD of the form:

$$
\left\{\begin{array}{l}
x(k+1)=A_{\sigma(k)} x(k),  \tag{23}\\
x\left(k_{0}\right)=x_{0} .
\end{array}\right.
$$

The constant matrices $A_{i}, i \in \underline{N}$ and the assumptions of system (23) are similar to system (1). Namely, $\underline{A}_{i} \succeq 0$, all modes of system (23) are unstable and MDDT $\tau_{i, m} \in$ $\left[\tau_{i, \text { min }}, \tau_{i, \max }\right]$, where $\tau_{i, \text { min }}=\inf _{m \in \mathbb{N}_{0}} \tau_{i, m}, \tau_{i, \max }=\sup _{m \in \mathbb{N}_{0}} \tau_{i, m}, 0<\tau_{i, \min } \leq \tau_{i, \text { max }}, i \in$ $\underline{N}, m \in \mathbb{N}_{0}$.

Remark 6. The discrete-time switched linear system without TVD (23) and its system descriptions were studied in [20].

The last result guaranteeing the positivity and the RAS of system (23) is shown in the following:

Corollary 1. For given values $0<\mu_{i}<1, \gamma_{i}>1, \tau_{i, \min }>0, i \in \underline{N}$ and $L \in \mathbb{N}$, system (23) is positive and GUAS with respect to $\sigma(k) \in \Omega_{\left[\tau_{i, \text { min }}, \tau_{i, \text { max }}\right]}$ if there exist positive vectors $v_{i, q}, i \in$ $\underline{N}, q \in \underline{L}_{0}$ and constants $\tau_{i, \max } \geq \tau_{i, \min }, i \in \underline{N}$ satisfying the following conditions:

$$
\begin{gathered}
\bar{A}_{i}^{T} \Phi_{i, q}+\left(\bar{A}_{i}^{T}-\gamma_{i} I_{n}\right) v_{i, q} \prec 0, \\
\bar{A}_{i}^{T} \Phi_{i, q}+\left(\bar{A}_{i}^{T}-\gamma_{i} I_{n}\right) v_{i, q+1} \prec 0, \\
\left(\bar{A}_{i}^{T}-\gamma_{i} I_{n}\right) v_{i, L} \prec 0, \\
v_{i, 0}-\mu_{i} v_{j, L} \preceq 0, \\
\ln \mu_{i}+\tau_{j, \max } \ln \gamma_{j}<0,
\end{gathered}
$$

for any $q=0,1, \ldots, L-1$ and for any $i, j \in \underline{N}, i \neq j$, where $\Phi_{i, q}$ is defined as in (9).
Proof. Under the same vector function (11) in Theorem 1, this corollary can be proved by using the DCPLF in the form of

$$
V_{i}(k, x(k))=x^{T}(k) v_{i}(k)
$$

for any $i \in \underline{N}$. The proof is very similar to that of Theorem 1 . Thus, the rest of the details will be omitted.

## 4. Numerical Simulations

In this section, two numerical examples are presented to illustrate the effectiveness of the theoretical analysis proposed in the previous section.

Example 1. In this example, the RAS problem for system (1) consisting of two modes is analyzed. The system matrices are provided as follows:

$$
\begin{gathered}
\underline{A}_{1}=\left[\begin{array}{ll}
0.0049 & 0.4470 \\
0.3480 & 0.8850
\end{array}\right], \bar{A}_{1}=\left[\begin{array}{ll}
0.0051 & 0.4530 \\
0.3520 & 0.8850
\end{array}\right], \underline{D}_{1}=\left[\begin{array}{cc}
0 & 0 \\
0 & 0.00002
\end{array}\right], \bar{D}_{1}=\left[\begin{array}{cc}
0 & 0 \\
0 & 0.00002
\end{array}\right], \\
\underline{A}_{2}=\left[\begin{array}{ll}
1.035 & 0.137 \\
0.018 & 0.585
\end{array}\right], \bar{A}_{2}=\left[\begin{array}{ll}
1.045 & 0.143 \\
0.022 & 0.585
\end{array}\right], \underline{D}_{2}=\left[\begin{array}{cc}
0.00001 & 0 \\
0 & 0.00002
\end{array}\right], \bar{D}_{2}=\left[\begin{array}{cc}
0.00001 & 0 \\
0 & 0.00002
\end{array}\right], \\
\text { and } \\
d(k)=1+\sin ^{2}\left(\frac{k \pi}{2}\right) .
\end{gathered}
$$

From the given TVD above, we can select $d_{1}=1, d_{2}=2$ and $\widehat{d}=2$. It can be obtained that $\underline{A}_{1} \succeq 0, \underline{A}_{2} \succeq 0, \underline{D}_{1} \succeq 0$ and $\underline{D}_{2} \succeq 0$. Thus, this system is positive by using the assumption and Lemma 1. Then, we carry out the simulation with the initial state generating $\varphi(\zeta)=\left[\begin{array}{cc}5 & 10\end{array}\right]^{T}, \zeta=-\widehat{d},-\widehat{d}+1, \ldots,-1,0$ and stipulating that the system matrices be

$$
A_{1}=\frac{\underline{A}_{1}+\bar{A}_{1}}{2}=\left[\begin{array}{ll}
0.005 & 0.450 \\
0.350 & 0.885
\end{array}\right], \quad D_{1}=\frac{\underline{D}_{1}+\bar{D}_{1}}{2}=\left[\begin{array}{cc}
0 & 0 \\
0 & 0.00002
\end{array}\right]
$$

and

$$
A_{2}=\frac{\underline{A}_{2}+\bar{A}_{2}}{2}=\left[\begin{array}{ll}
1.040 & 0.140 \\
0.020 & 0.585
\end{array}\right], \quad D_{2}=\frac{\underline{D}_{2}+\bar{D}_{2}}{2}=\left[\begin{array}{cc}
0.00001 & 0 \\
0 & 0.00002
\end{array}\right]
$$

The corresponding state responses of two modes are shown in Figures 1 and 2. Obviously, it can be seen from Figures 1 and 2 that two modes are both positive and unstable.

Next, it is obvious that

$$
\widetilde{D}=\left[\begin{array}{cc}
0.00001 & 0 \\
0 & 0.00002
\end{array}\right]
$$

Based on conditions (2)-(8) in Theorem 1 and given $L=1, \mu_{1}=0.58, \gamma_{1}=1.34$, $\mu_{2}=0.55, \gamma_{2}=1.62, \tau_{1, \text { min }}=2, \tau_{2, \min }=1$, we obtain the feasible solution:

$$
v_{1,0}=\left[\begin{array}{l}
28.4261 \\
84.8639
\end{array}\right], \quad v_{1,1}=\left[\begin{array}{c}
66.5702 \\
117.8516
\end{array}\right], \quad v_{2,0}=\left[\begin{array}{l}
35.8341 \\
64.7436
\end{array}\right], \quad v_{2,1}=\left[\begin{array}{c}
49.9281 \\
146.6385
\end{array}\right],
$$

$\tau_{1, \max }=2.001$ and $\tau_{2, \max }=1.1$. Hence, this system is GUAS under the switching signal $\sigma(k) \in \Omega_{[2,2.001][1,1.1]}$ by Theorem 1. The corresponding switching signal $\sigma(k)$ and the state responses of the system are presented in Figures 3 and 4, respectively. Therefore, it can be seen that our designed switching signal can ensure the RAS of the system effectively. However, owing to the existence of TVD, the corresponding results in [20,26] cannot be applied to this example. In addition, it should be pointed out that our results are relatively less conservative and more general than [29] because of the existence of the IUs and the MDDT switching approach.


Figure 1. The state trajectories of the first mode in Example 1.


Figure 2. The state trajectories of the second mode in Example 1.


Figure 3. The given switching signal in Example 1.


Figure 4. The system state response in Example 1.
Example 2. We consider the two modes of system (23) with the IUs. The bounds of the subsystem matrices are given as

$$
\underline{A}_{1}=\left[\begin{array}{ll}
1.040 & 0.018 \\
0.028 & 0.645
\end{array}\right], \quad \bar{A}_{1}=\left[\begin{array}{ll}
1.060 & 0.022 \\
0.032 & 0.655
\end{array}\right],
$$

and

$$
\underline{A}_{2}=\left[\begin{array}{ll}
0.356 & 0.040 \\
0.518 & 1.008
\end{array}\right], \quad \bar{A}_{2}=\left[\begin{array}{ll}
0.364 & 0.060 \\
0.522 & 1.012
\end{array}\right] .
$$

It is easy to see that $\underline{A}_{1} \succeq 0$ and $\underline{A}_{2} \succeq 0$. Hence, this system is positive by using the assumption and Lemma 1. We assign the initial state $x(0)=\left[\begin{array}{ll}10 & 5\end{array}\right]^{T}$ and the matrices

$$
A_{1}=\frac{\underline{A}_{1}+\bar{A}_{1}}{2}=\left[\begin{array}{ll}
1.05 & 0.02 \\
0.03 & 0.65
\end{array}\right], \quad A_{2}=\frac{A_{2}+\bar{A}_{2}}{2}=\left[\begin{array}{ll}
0.36 & 0.05 \\
0.52 & 1.01
\end{array}\right] .
$$

We observe that the eigenvalues of $A_{1}$ are $\lambda_{1}=1.0515$ and $\lambda_{2}=0.6485$ and the eigenvalues of $A_{2}$ are $\lambda_{1}=0.3222$ and $\lambda_{2}=1.0478$. Thus, two modes are positive and unstable which can be seen from Figures 5 and 6.

Choose $L=1, \mu_{1}=0.55, \gamma_{1}=1.65, \mu_{2}=0.56, \gamma_{2}=1.32, \tau_{1, \min }=1, \tau_{2, \min }=2$, then all conditions of Corollary 1 are satisfied for the following positive vectors

$$
v_{1,0}=\left[\begin{array}{l}
98.8669 \\
68.5693
\end{array}\right], \quad v_{1,1}=\left[\begin{array}{l}
144.1831 \\
160.3028
\end{array}\right], \quad v_{2,0}=\left[\begin{array}{l}
80.6618 \\
89.5543
\end{array}\right], \quad v_{2,1}=\left[\begin{array}{l}
186.3108 \\
127.9683
\end{array}\right],
$$

and the time constants $\tau_{1, \max }=1.1$ and $\tau_{2, \max }=2.1$. Consequently, the considered system is GUAS under the switching signal $\sigma(k) \in \Omega_{[1,1.1][2,2.1]}$. Finally, the state responses of the system with respect to $\sigma(k) \in \Omega_{[1,1.1][2,2.1]}$ (in Figure 7) are shown in Figure 8.


Figure 5. The state trajectories of the first subsystem in Example 2.


Figure 6. The state trajectories of the second subsystem in Example 2.


Figure 7. The given switching signal in Example 2.


Figure 8. The system state response in Example 2.

## 5. Conclusions

The RAS problem for the discrete-time linear switched positive TVD system with IUs in the case of all subsystems being unstable has been intensively studied. By applying the TSMCPLKF method and the MDDT switching rule, new DDSC under the reasonable assumptions to guarantee the global uniform asymptotic stability of the system have been derived in the main theorem. In addition, novel DDSC of the discrete-time linear switched positive system without TVD have also been acquired in the corollary. Finally, two numerical examples have been displayed to validate the effectiveness along with some advantages of obtained theoretical results.
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## Abbreviations

The following abbreviations are used in this manuscript:

| RS | Robust stability |
| :--- | :--- |
| RA | SRobust asymptotic stability |
| US | Uniformly stable |
| ES | Exponential stable |
| GUS | Globally uniformly stable |
| GUAS | Globally uniformly asymptotically stable |
| TVD | Time-varying delay |
| AUMs | All unstable modes |
| IUs | Interval uncertainties |
| SPSs | Switched positive systems |
| SPTVDSs | Switched positive time-varying delay systems |


| DT | Dwell time |
| :--- | :--- |
| FADT | Fast average dwell time |
| MDDT | Mode-dependent dwell time |
| DDSC | Delay-dependent sufficient criteria |
| LF | Lyapunov function |
| DLF | Discretized Lyapunov function |
| DCPLF | Discretized co-positive Lyapunov function |
| MDCPLKF | Multiple discretized co-positive Lyapunov-Krasovskii functional |
| TSMCPLKF | Time-scheduled multiple co-positive Lyapunov-Krasovskii functional |
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