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1. Introduction

The Lyapunov inequality provides a necessary condition for the existence of a non-
trivial positive solution to the certain ordinary second-order differential equation. Since
it was proved in 1907 by A. M. Lyapunov, it has been generalized in many ways and
found to play a remarkable role in the analysis of differential equations- available results
concern, e.g., bounds for eigenvalues [1], estimates for intervals of disconjugacy [2], or
criteria for stability of periodic differential equations [3]. Most results, however, refer to
the single time case. Results for multitime are scarce and are considered, e.g., in [4], where
the partial differential equation involving Grushin operator was investigated, or in [5,6],
where problems with Laplace and p-Laplace operators were studied, respectively. For more
details of Lyapunov and other type inequalities, we refer to the papers [7–11].

In the references cited above, the authors consider integer order derivatives. Neverthe-
less, in recent years, a lot of papers studied Lyapunov inequalities for the boundary-value
problems involving fractional differential operators [12]. In contrary to the classical ap-
proach, fractional derivatives are operators with memory, i.e., they are defined non-locally
and because of that they model time-dependent processes more accurately [13–18]. The
first work on Lyapunov inequality for fractional boundary-value problems has been written
by R. Ferreira and concerns a problem with a derivative of order in the interval (1, 2] [19].
In this paper, however, we find a class of fractional differential equations with mixed right
and left fractional derivatives to be more interesting [15,20]. Mixed fractional differential
operators have a significant property, specifically, they are symmetric in agreement with
the fractional integration by parts formulas and because of that they naturally arise in the
theory of fractional calculus of variations [13,15,16,21]. The following theorems, concerning
Lyapunov inequality for boundary-value problems with mixed fractional derivatives, can
be found in the literature and will be used further in the work.

Theorem 1 (Theorem 4 in [22]). If the following boundary-value problem:

cDα
b−

(
Dβ

a+v(t)
)
+ f (t)v(t) = 0, t ∈ (a, b), α, β ∈ (0, 1], α + β ∈ (1, 2],

v(a) = Dβ
a+v(b) = 0,
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where f : [a, b]→ R+, f ∈ C[a, b] has a continuous solution, which is nontrivial, then

b∫
a

| f (s)|ds ≥ (α + β− 1)Γ(α)Γ(β)

(b− a)α+β−1 . (1)

Theorem 2 ([23]). Suppose that α ∈
(

1
2 , 1
)

and v ∈ C1[0, 1] is such that I1−α
0+

cDα
1−v ∈ AC[0, 1].

If v is a nonzero solution to the following boundary-value problem:

Dα
0+
(cDα

1−v(t)
)
− f (t)v(t) = 0, t ∈ (0, 1),

v(0) = v(1) = 0,

where f : [0, 1]→ R is continuous. Then,

1∫
0

| f (s)|ds >
(2α− 1)Γ2(α)

h
, (2)

where
h = sup

0<x<1

[
(1− x)2α−1 − (1− x2α−1)2

]
.

The interest of this article lies in the derivation of the Lyapunov-type inequalities for
two different types of fractional partial differential equations involving mixed fractional
derivatives. Like in [4,24], our method is based first on reducing the analysis of considered
fractional partial differential equations to the study of fractional ordinary differential equa-
tions and next to applying above theorems in the proofs of the Lyapunov–type inequalities.
Summing up, the contributions of this paper are as follows:

• We obtain the Lyapunov-type inequalities, which provide the necessary conditions for
the existence of nonzero positive solutions. Thanks to this, we can indicate when the
nontrivial positive solution to the problem does not exist.

• Mixed fractional derivatives are considered, and because of that we can establish a
connection to the fractional calculus of variations.

The rest of the paper is organized as follows. In Section 2, we present preliminary
definitions and properties of fractional calculus. Then, in Sections 3 and 4, we analyze two
different types of problems involving mixed fractional derivatives—we prove Lyapunov-
type inequalities in two dimensions and illustrate our results through some examples.

2. Preliminaries

In this section, we recall definitions and some elementary properties of the Riemann–
Liouville and the Caputo fractional oprators. Throughout the work, we suppose that
a, b ∈ R, a < b and by Γ we understand the Euler’s gamma function.

Definition 1. Let α ∈ R (α > 0) and f ∈ L1[a, b]. The left Riemann–Liouville fractional integral
Iα
a+ of order α of function f is defined by

Iα
a+ f (x) :=

1
Γ(α)

∫ x

a

f (t)dt
(x− t)1−α

, x ∈ (a, b],

while the right Riemann–Liouville fractional integral Iα
b− of order α (α > 0) of function f is given by

Iα
b− f (x) :=

1
Γ(α)

∫ b

x

f (x)dt
(t− x)1−α

, x ∈ [a, b).

With definitions of fractional integrals in hand, we are able to formulate the notions of
the Riemann–Liouville and the Caputo fractional differential operators.
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Definition 2. Let α ∈ R+ (n − 1 < α ≤ n, n ∈ N) and function f ∈ L1[a, b] be such that
functions In−α

a+ f and In−α
b− f are in ACn[a, b]. The left Riemann–Liouville fractional derivative of

order α of function f is given by

∀x ∈ (a, b], Dα
a+ f (x) :=

(
d

dx

)n
In−α
a+ f (x),

while the right Riemann–Liouville fractional derivative of order α of function f is defined by

∀x ∈ [a, b), Dα
b− f (x) :=

(
− d

dx

)n
In−α
b− f (x).

Definition 3. Suppose that α ∈ R+ (n− 1 < α ≤ n, n ∈ N) and f ∈ Cn[a, b]. The left Caputo
fractional derivative of order α of function f is given by

∀x ∈ (a, b], cDα
a+ f (x) := Dα

a+

[
f (x)−

n−1

∑
k=0

f (k)(a)
k!

(x− a)k

]
,

while the right Caputo fractional derivative of order α of function f is defined by

∀x ∈ [a, b), cDα
b− f (x) := Dα

b−

[
f (x)−

n−1

∑
k=0

f (k)(b)
k!

(b− x)k

]
.

The next theorem presents a fractional counterpart of the integration by parts formula
for the Riemann–Liouville-type and the Caputo-type differential operators.

Theorem 3 (cf. Lemma 2.19 [15]). Let α ∈ (0, 1), f ∈ AC[a, b] and g ∈ Lp[a, b], (1 ≤ p ≤ ∞).
Then, the following integration by parts formulas are satisfied

∫ b

a
f (x)Dα

a+g(x) dx =
∫ b

a
g(x)cDα

b− f (x) dx + f (x)I1−α
a+ g(x)

∣∣∣x=b

x=a
, (3)

∫ b

a
f (x)Dα

b−g(x) dx =
∫ b

a
g(x)cDα

a+ f (x) dx− f (x)I1−α
b− g(x)

∣∣∣x=b

x=a
. (4)

Remark 1. In the Formula (3), through integration by parts, left-sided Riemann–Liouville frac-
tional derivative is changed to the right-sided Caputo fractional derivative, while in the Formula (4)
we do the opposite. Observe that, in both Formulas (3) and (4), we apply Riemmann–Liouville-type
differentiation to the function g and the Caputo-type differentation to the function f . Assumptions
on functions f and g correspond to the type of differentiation (not the side of the derivative) and
because of that they can be the same for (3) and (4). In the book [15], only Formula (3) is given;
however, the derivation of (4) is analogous.

Note that definitions of the partial fractional integrals and derivatives, for functions
of many variables, can be formulated in the similar manner when the order is integer.
Precisely, we bring derivation of the partial fractional derivatives and integrals to the
computation of a single-variable fractional operators (for more details see e.g., Section 24 of
the book [17]).

3. Partial Differential Equation of the First Type

In this section, our goal is to prove the Lyapunov-type inequality for problems involving
partial fractional derivatives. In contrast to the work [24], the derivative with respect to time
is a composition of the right Caputo and the left Riemann–Liouville differential operators.
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Suppose that α, β ∈ (0, 1], α + β ∈ (1, 2], γ = δ/2 ∈ (0, 1], δ ∈ (0, 2], K ∈ R+ and
w ∈ C[a, b]. We are concerned with the following equation:

cDα
b−,t

(
Dβ

a+,tu(t, x)
)
− (1− x)γ(1 + x)γDγ

1−,x(K
cDγ
−1+,xu(t, x))

= w(t)u(t, x) for (t, x) ∈ (a, b)× (−1, 1), (5)

under the boundary conditions

u(t,−1) = 0, I1−γ
1−,x(K

cDγ
−1+,xu(t, x))

∣∣∣
x=1

= 0, t ∈ (a, b), (6)

u(a, x) = Dβ
a+,tu(b, x) = 0, x ∈ (−1, 1). (7)

By solution to the problem (5)–(7), we understand function u ∈ C([a, b] × [−1, 1])
satisfying conditions (5)–(7) such that the derivative Dβ

a+,t of u exists and is continuously
differentiable for any x ∈ [−1, 1].

Lemma 1. Let us consider the following boundary-value problem with mixed fractional derivatives:

cDα
b−

(
Dβ

a+v(t)
)
+ f (t)v(t) = 0 f or t ∈ (a, b), α, β ∈ (0, 1), α + β ∈ (1, 2], (8)

v(a) = Dβ
a+v(b) = 0, (9)

where

f (t) = −
(

w(t) +
KΓ(1 + γ)

Γ(1− γ)

)
, t ∈ [a, b]. (10)

If u is a positive solution to (5)–(7), which is not identically equal to zero, then function

v(t) =
1∫
−1

(1− x)−γu(t, x) dx, t ∈ [a, b] (11)

is a nonzero solution to the problem (8) and (9).

Proof. Let u be a positive solution to (5)–(7) such that u 6≡ 0. If we multiply (5) by

y(x) =
1

(1− x)γ
and integrate over (−1,1), then

1∫
−1

(1− x)−γcDα
b−,t

(
Dβ

a+,tu(t, x)
)

dx−
1∫
−1

(1 + x)γDγ
1−,x(K

cDγ
−1+,xu(t, x)) dx

=

1∫
−1

(1− x)−γw(t)u(t, x) dx, t ∈ (a, b).

Since we integrate over x, we can exclude partial fractional derivatives with respect to
t and obtain

cDα
b−,t

Dβ
a+,t

1∫
−1

(1− x)−γu(t, x) dx

− 1∫
−1

(1 + x)γDγ
1−,x(K

cDγ
−1+,xu(t, x)) dx

= w(t)
1∫
−1

(1− x)−γu(t, x) dx, t ∈ (a, b).
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Now, by applying (3) and (4) as well as the boundary conditions (6), we obtain

1∫
−1

(1 + x)γDγ
1−,x(K

cDγ
−1+,xu(t, x)) dx =

1∫
−1

Dγ
1−,x(K

cDγ
−1+,x(1 + x)γ)u(t, x) dx

Moreover, applying Theorem 3.4 from [20], because y(x) = (1 + x)γ is an eigenfunc-
tion that corresponds to the eigenvalue λ = KΓ(1+γ)

Γ(1−γ)
, we obtain

1∫
−1

Dγ
1−,x(K

cDγ
−1+,x(1 + x)γ)u(t, x) dx =

KΓ(1 + γ)

Γ(1− γ)

1∫
−1

(1− x)−γu(t, x) dx.

Therefore, for v being given by (11) and f being defined by (10), we have

cDα
b−

(
Dβ

a+v(t)
)
+ f (t)v(t) = 0 for t ∈ (a, b), α, β ∈ (0, 1], α + β ∈ (1, 2].

Note that, because of the boundary conditions (7), we have v(a) = v(b) = 0. Conse-
quently, v is a solution to (8). Finally, since u(t, x) > 0 for all (t, x) ∈ (a, b)× (−1, 1) is a
solution to (5)–(7) and because (1− x)−γ is positive for all x ∈ (−1, 1), we conclude that v
is nonzero.

Theorem 4. If u is a positive solution to (5)–(7), which is not identically equal to zero, then the
following Lyapunov-type inequality is satisfied

b∫
a

∣∣∣∣w(s) +
KΓ(1 + γ)

Γ(1− γ)

∣∣∣∣ ds ≥ (α + β− 1)Γ(α)Γ(β)

(b− a)α+β−1 . (12)

Proof. If u is positive solution to (5)–(7), which is not identically equal to zero, then
by Lemma 1, the function v given by (11) is a nontrivial solution to (8). Consequently,
Theorem 1 implies (12).

Example 1. Now, let us analyze problem (5)–(7) with a = 0, b = 1, K ∈ R+, and w(t) ≡ 0.
Precisely, we consider the following homogeneous partial differential equation:

cDα
1−,t

(
Dβ

0+,tu(t, x)
)
− (1− x)γ(1 + x)γDγ

1−,x(K
cDγ
−1+,xu(t, x)) = 0, (t, x) ∈ (0, 1)× (−1, 1), (13)

with given boundary conditions

u(t,−1) = 0, I1−γ
1−,x(K

cDγ
−1+,xu(t, x))

∣∣∣
x=1

= 0 for t ∈ (0, 1), (14)

u(0, x) = Dβ
0+,tu(1, x) = 0 for x ∈ (−1, 1). (15)

Observe that, in this case, we deal with the finite-time fractional superdiffusion equation, where
both the derivative with respect to time and the derivative with respect to space are compositions of
the left-sided and the right-sided fractional derivatives.

The Lyapunov–type inequality for problem (13)–(15) is given by

KΓ(1 + γ)

Γ(1− γ)
≥ (α + β− 1)Γ(α)Γ(β). (16)

Moreover, if we take α = 1
2 , β = 3

4 and γ = 1
2 , then (16) is satisfied if and only if

K > 1
2
√

πΓ
( 3

4
)
, which means that for K ≤ 1

2
√

πΓ
( 3

4
)

nonzero positive solution to (5)–(7) does
not exist.
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4. Partial Differential Equation of the Second Type

This section is dedicated to the following partial differential equation with mixed
partial fractional derivatives defined on the set (0, 1)× (−1, 1)

Dα
0+,t
(cDα

1−,tu(t, x)
)
− (1− x)β(1 + x)βDβ

1−,x(K
cDβ
−1+,xu(t, x)) = w(t)u(t, x), (17)

with boundary conditions

u(t,−1) = 0, I1−β
1−,x(K

cDβ
−1+,xu(t, x))

∣∣∣
x=1

= 0, t ∈ (0, 1), (18)

u(0, x) = u(1, x) = 0, x ∈ (−1, 1), (19)

where α ∈ ( 1
2 , 1), β = δ/2 ∈ (0, 1], δ ∈ (0, 2], K ∈ R+, and w ∈ C[0, 1].

By solution to the problem (17)–(19) we mean function u ∈ C1([0, 1]× [−1, 1]) such
that I1−α

0+
cDα

1−u(·, x) ∈ AC[0, 1] for any x ∈ [−1, 1].
Note that, using a similar method as in Theorem 4 proved in the work [25], we can

deduce that Equation (17) is an Euler–Lagrange equation associated with some fractional
variational problem. Precisely, let us note that Euler–Lagrange equation for the problem of
minimizing the functional

J(u) =
∫∫

(a,b)×(c,d)

F(t, x, u(t, x), cDα
b−,tu(t, x), cDβ

c+,xu(t, x)) dt dx,

where F ∈ C1([a, b]× [c, d]× R3), (t, x, u, v, z) 7→ F(t, x, u, v, z), subject to the boundary
conditions

u(t, c) = 0, I1−β
d−,x

(
∂F
∂z

)∣∣∣∣
x=d

= 0, t ∈ (a, b),

u(a, x) = u(b, x) = 0, x ∈ (c, d),

is given by
∂F
∂u

+ Dα
a+,t

(
∂F
∂v

)
− Dβ

d−,x

(
∂F
∂z

)
= 0. (20)

In particular, for problem of minimizing the functional

J(u) =
∫∫

(0,1)×(−1,1)

((cDα
1−,tu(t, x)

)2
+ K

(
cDβ
−1+,xu(t, x)

)2
− (1− x)−β(1 + x)−βw(t)(u(t, x))2

)
dt dx

subject to

u(t,−1) = 0, I1−β
d−,x(K

cDβ
c+,xu(t, x))

∣∣∣
x=1

= 0, t ∈ (0, 1),

u(1, x) = u(1, x) = 0, x ∈ (−1, 1),

We have F(t, x, u, v, z) = v2 +Kz2− (1− x)−β(1+ x)−βw(t)u2, and from Equation (20)
we deduce (17).

Lemma 2. Let us consider the following boundary-value problem with mixed fractional derivatives:

Dα
0+
(cDα

1−v(t)
)
− f (t)v(t) = 0, t ∈ (0, 1), (21)

v(0) = v(1) = 0, (22)

where

f (t) = −
(

w(t) +
KΓ(1 + β)

Γ(1− β)

)
, t ∈ [0, 1]. (23)
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If u is a positive solution to (17)–(19), such that u 6= 0, then function

v(t) =
1∫
−1

(1− x)−βu(t, x) dx, t ∈ [0, 1] (24)

is a nontrivial solution to (21)–(22).

Proof. Let u be a positive solution to (17)–(19) such that u 6= 0. If we multiply (17) by
y(x) = (1− x)−β and integrate with respect to x over (−1,1), then we obtain

Dα
0+,t

cDα
1−,t

1∫
−1

(1− x)−βu(t, x) dx

− 1∫
−1

(1 + x)βDβ
1−,x(K

cDβ
−1+,xu(t, x)) dx

= w(t)
1∫
−1

(1− x)−βu(t, x) dx,

for all t ∈ (0, 1). Following arguments analogous to the ones used in the proof of Lemma 1,
for v being given by (24) and f being given by (23), applying integration by parts formula
stated in Theorem 3, and boundary conditions (18) and Theorem 3.4 from [20], we have

Dα
0+
(cDα

1−v(t)
)
− f (t)v(t) = 0, t ∈ (0, 1).

In addition, bearing in mind boundary conditions (19), we have v(a) = v(b) = 0.
Therefore, we deduce that v is a solution to (21)–(22). Finally, because u is a positive solution
to (17)–(19) such that u 6= 0 and

(1− x)−β > 0, x ∈ (−1, 1),

We see that v is nontrivial.

The following theorem provides the Lyapunov–type inequality to problem (17)–(19).

Theorem 5. Let α ∈ ( 1
2 , 1), β = δ/2 ∈ (0, 1], δ ∈ (0, 2] and w be continuous on [0, 1]. If u is a

positive solution to (17)–(19) such that u 6= 0, then

1∫
0

|w(s) +
KΓ(1 + β)

Γ(1− β)
|ds >

(2α− 1)Γ2(α)

h
, (25)

where
h = sup

0<x<1

[
(1− x)2α−1 − (1− x2α−1)2

]
.

Proof. Inequality (25) can be easily proved using Lemma 2 and Theorem 2.

Example 2. In this example, we analyze (17)–(19) with w(t) = µ, µ ∈ R, K = 1. Precisely, we
study the following eigenvalue problem:

Dα
0+,t
(cDα

1−,tu(t, x)
)
− (1− x)β(1 + x)βDβ

1−,x(
cDβ
−1+,xu(t, x)) = µu(t, x), (t, x) ∈ (0, 1)× (−1, 1), (26)

u(t,−1) = 0, I1−β
1−,x(

cDβ
−1+,xu(t, x))

∣∣∣
x=1

= 0, t ∈ (0, 1), (27)

u(0, x) = u(1, x) = 0, x ∈ (−1, 1). (28)
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Theorem 5 implies that, if µ ∈ R is an eigenvalue of problem (26)–(28), then∣∣∣∣µ +
Γ(1 + β)

Γ(1− β)

∣∣∣∣ > (2α− 1)Γ2(α)

h
,

where
h = sup

0<x<1

[
(1− x)2α−1 − (1− x2α−1)2

]
.

Note that, using similar method as in the proof of Theorem 3.4 from [26], one can deduce that
Equation (26) is an Euler–Lagrange equation for the following fractional isoperimetric problem:

J(u) =
∫∫

(0,1)×(−1,1)

((cDα
1−,tu(t, x)

)2
+
(

cDβ
−1+,xu(t, x)

)2
)

dt dx

subject to the boundary conditions

u(t,−1) = 0, I1−β
1−,x(

cDβ
−1+,xu(t, x))

∣∣∣
x=1

= 0, t ∈ (0, 1),

u(0, x) = u(1, x) = 0, x ∈ (−1, 1),

and an isoperimetric constraint

I(u) =
∫∫

(0,1)×(−1,1)

(u(t, x))2(1− x)−β(1 + x)−β dt dx = 1.

5. Conclusions

In this work, two types of partial differential equations involving mixed fractional
derivatives are studied. We provide simple conditions (Lyapunov-type inequlities) to
allow one to check whether these highly complicated nonlocal problems possess positive
nontrivial solutions. Furthermore, contrary to the previous works, we link our boundary-
value problems with the fractional calculus of variations theory. Our results are illustrated
through two examples: in Example 1, we study the equation that could be interpreted as
the fractional counterpart of the finite-time superdiffusion equation, while in Example 2,
our results allow us to give bounds on eigenvalues for some eigenvalue problems. Note
that, unfortunately, the Lyapunov-type inequalities are necessary conditions, which means
that if they fail we can say that the solution does not exist, but if they are satisfied, the
solution may or may not exist. This is an important issue, and in the forthcoming works
we will study this problem.
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