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Abstract: The main purpose of this paper was to, for the first time, analyse the spatiotemporal
features of the background seismicity of Northern Algeria and its vicinity, as identified by different
declustering methods (specifically: the Gardner and Knopoff, Gruenthal, Uhrhammer, Reasenberg,
Nearest Neighbour, and Stochastic Declustering methods). Each declustering method identifies a
different declustered catalogue, namely a different subset of the earthquake catalogue that represents
the background seismicity, which is usually expected to be a realisation of a homogeneous Poisson
process over time, though not necessarily in space. In this study, a statistical analysis was performed
to assess whether the background seismicity identified by each declustering method has the spa-
tiotemporal properties typical of such a Poisson process. The main statistical tools of the analysis
were the coefficient of variation, the Allan factor, the Markov-modulated Poisson process (also named
switched Poisson process with multiple states), the Morisita index, and the L–function. The results
obtained for Northern Algeria showed that, in all cases, temporal correlation and spatial clustering
were reduced, but not totally eliminated in the declustered catalogues, especially at long time scales.
We found that the Stochastic Declustering and Gruenthal methods were the most successful methods
in reducing time correlation. For each declustered catalogue, the switched Poisson process with
multiple states outperformed the uniform Poisson model, and it was selected as the best model to
describe the background seismicity in time. Moreover, for all declustered catalogues, the spatially
inhomogeneous Poisson process did not fit properly the spatial distribution of earthquake epicentres.
Hence, the assumption of stationary and homogeneous Poisson process, widely used in seismic
hazard assessment, was not met by the investigated catalogue, independently from the adopted
declustering method. Accounting for the spatiotemporal features of the background seismicity
identified in this study is, therefore, a key element towards effective seismic hazard assessment and
earthquake forecasting in Algeria and the surrounding area.

Keywords: statistical seismology; declustering; Markov-modulated Poisson process; Allan factor;
Morisita index; L–function

MSC: 62H15; 60G55; 60J75; 62P12; 86-10

1. Introduction

The analysis of the strong spatiotemporal clustering of earthquakes is one of the
most treated subjects in statistical seismology (e.g., [1–17] and several other references).
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Specifically, the temporal clustering is described as a significant increase in the earthquake
intensity rate mainly caused by occurrences of large quakes and their aftershocks, whereas
the spatial clustering is observed as earthquakes aggregate along the fault networks [8]. In
general, earthquakes can be attributed to background and clustered seismicity components.
The background class is constituted by independent, spontaneous, triggering, or mainshock
events, whereas the clustered class is formed by foreshocks, aftershocks, swarms, triggered,
or dependent events [18].

The most confronted issue so far in statistical seismology is the adequate identifica-
tion of the background seismicity component, which is a crucial benchmark in seismic
hazard and most seismicity studies (e.g., [19]). In this case, seismicity declustering, which
is the discrimination process allowing the separation of earthquakes into background and
clustered events, can be used to identify background earthquakes. However, different
declustering methods are based on different physical and statistical hypotheses that may
lead to diverse classification schemes for earthquakes (e.g., [19,20]). Since the background
and the clustered seismicity components are highly superposed in time and space, the
discrimination process is a very complicated task, especially when subjective definitions for
aftershocks, foreshocks, and mainshocks are stated (e.g., [20–22]). Since the early works on
catalogues declustering, mostly based on windowing methods (e.g., [23,24]), the resulting
background seismicity is commonly expected to follow a temporally homogeneous and
spatially inhomogeneous Poisson process; however, this feature depends on the declus-
tering method hypotheses, the earthquake catalogue, the magnitude range, and the used
statistical test [23,25]. Recently, some studies proved that the Poisson process with multiple
states is a well suited model, which can better describe background seismicity in time,
because of the many hidden overlapping processes in the rupture zone that may produce
multilevel regimes (e.g., [11,22,26,27]). For instance, [11] found typical temporal variations
in the background seismicity of Northeast Italy identified by Stochastic [5] and Nearest
Neighbour declustering methods [28], which are in contradiction with the stationary Pois-
son assumptions. Specifically, three distinct average trends could be identified and were
modelled by a switched Poisson process with three states. In [29], the possibility of the
characterisation of the changes in the background seismicity trend was also discussed using
the Markovian arrival process without any prior consideration of declustering.

In this paper, the Northern Algeria earthquakes catalogue is declustered to identify
the background seismicity, by applying a variety of traditional windowing-based methods,
including Gardner and Knopoff (GK) [23], Gruenthal (GRU) (e.g., [18]), and Uhrhammer
(UHR) [24] methods, cluster-based methods such as the Reasenberg (REAS) [30] method,
distance-based methods such as Nearest Neighbour (NN) method [9,28], and probability-
based methods such as Stochastic Declustering (SD) method [5,6,31]. According to [32], the
choice of declustering algorithm has considerable influence on the resulting background
earthquakes catalogue, that is why we used various options in this article. Moreover, we
suggest a procedure, based on different statistical tools, to compare the effectiveness of
the adopted declustering methods, which were developed according to different statis-
tical and physical assumptions. Specifically, we consider a set of statistical measures to
quantify the presence of residual spatiotemporal clustering in each declustered catalogue,
so that the most effective declustering method is the one associated with less residual
clustering features. To this end, the Coefficient of Variation (CV), Allan Factor (AF) [33],
Markov-Modulated Poisson Process (MMPP) (e.g., [11]), Morisita Index (MI) [34], and
inhomogeneous version of L–function (e.g., [19]) were used, for the first time, to analyse
the spatiotemporal patterns of the Algerian declustered catalogues, and to assess if the
statistical properties of the space–time clustering are still present. Specifically, CV was
used to assess the clustering behaviour, but without providing any information about the
timescale ranges where the process can be reliably characterised as a clustered process [35].
The AF was used for assessing and measuring the time correlation in background seismicity.
The AF has been already applied to the declustered earthquake catalogues of southern
California and Switzerland [21], extracted using the classical declustering methods. As
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well as to seismicity, the AF measure was also applied to the analysis of time clustering
of wave storms in the Mediterranean Sea [36] and the analysis of fire sequences recorded
from 1969 to 2008 in Switzerland [37]. The MMPP was aimed at the study of the temporal
changes in the background seismicity rate. This doubly stochastic model combined the
Poisson process, which controls background event occurrences, with the Markov process,
which is intended to describe the main changes linked to different stages in seismic activ-
ity (e.g., [11,38,39]). On the other hand, MI and L–function were used for assessing and
measuring the spatial clustering of the resulting background seismicity. These spatial tools
were applied to the space clustering analysis of Turkish earthquakes [19], which confirmed
that the inhomogeneous Poisson process is the well–suited model to describe the Turkish
declustered catalogues using SD and GK methods.

In this study, we propose and exemplify the collective use of this suite of measures
as a tool for assessing the residual clustering in the background seismicity of Northern
Algeria and its vicinity. The application of different declustering methods and different
measures to the newly compiled catalogue of Northern Algeria provides several possible
seismicity scenarios, namely a set of declustered catalogues (along with the corresponding
clustering assessment), for the study of seismic hazard parameters in the study area.

The article is organised as follows. Section 2 describes the applied declustering
methods to identify the background seismicity in the study region. Section 3 presents the
mathematical formulations of the tools used to analyse background seismicity (CV, AF,
MMPP, MI, and L–function). Section 4 describes the earthquake catalogue of Northern
Algeria and its vicinity from 1950 to 2021, the main obtained results, and the discussion.
Finally, Section 5 provides the conclusion.

2. Seismicity Declustering Methods

In this section, the used declustering methods, which are the most popular available
in the literature, are presented. Specifically, we considered six different methods including
three window-based methods, respectively due to GK, GRU, and UHR, the cluster-based
method by REAS, the distance-based method named NN, and the probabilistic method
named SD.

These declustering methods are based on different physical and statistical assumptions,
which lead to non-unique identification of the background seismicity. This raised a number
of questions, as discussed in [18,23]: Are the declustering methods effective in identifying
random (Poissonian) sequences of independent events? In case non-Poissonian features are
identified, is it due to the failure of declustering methods in removing all clustered events, or
is the background seismicity inherently a non-Poissonian process? These questions are still
open and unanswered. However, the identification of background seismicity is a primary
step in many methodologies for seismic hazard assessment and earthquake forecasting, and
a better understanding of declustering methods can significantly contribute developing
more reliable approaches to these challenging goals.

2.1. Window-Based Methods

The window-based methods draw a space–time window around an earthquake of
magnitude m, with space–time distances defined as a function of m. If a smaller earthquake
is followed by a larger one in the same window, the window is reset to the larger magnitude.
Then, the largest earthquake in the space–time window is considered to be a mainshock
and is kept in the declustered catalogue, while the remaining events are removed. The
window-based methods are the most straightforward and computationally fast techniques
that can be used to separate clusters from background seismicity. The main disadvantage
is that the window sizes are subjectively defined and often set to standard values [11]. In
addition, these methods create significant gaps in the declustered catalogues, as shown
in [40], and do not distinguish between direct and indirect aftershocks. The adopted
space–time window sizes of GK, GRU, and UHR methods are given in Table 1 [18], as
implemented in the source codes are available in the ZMAP software [41,42].
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Table 1. Space–time window sizes of GK, GRU, and UHR methods.

Method Space Window Size [Km] Time Window Size [Day]

GK 100.1238∗m+0.983
{

100.032∗m+2.7389, if m ≥ 6.5
100.5409∗m−0.547, otherwise

GRU e1.77+(0.037+1.02∗m)2
{∣∣∣e−3.95+(0.62+17.32∗m)2

∣∣∣, if m ≥ 6.5

100.024∗m+2.8, otherwise
UHR e−1.024+0.804∗m e−2.87+1.235∗m

2.2. Cluster-Based Method

The REAS method [30] distinguishes the aftershocks by joining earthquakes to clusters
according to temporal and spatial interaction zones, using the Omori law [43] and the stress
distribution, respectively (see [18] for further details). All linked events form a cluster, of
which the largest earthquake is the mainshock and the remaining earthquakes are divided
into foreshocks and aftershocks. To run the REAS algorithm, we used the standard input
parameters (as specified in Table 3 of [18]), which correspond to the default parameters in
the ZMAP software [41,42]. The lack of calibration of the parameters to the specific dataset
might be a disadvantage of this method.

2.3. Nearest Neighbour Declustering Method

This method is based on the NN distance between pairs of earthquakes in a specific
space–time–magnitude domain [10,28,40,44,45]. It is based on the asymmetric distance ηij
between earthquakes i and j defined as:

ηij =

{
tij
(
rij
)d f 10−bmi , tij > 0

∞ tij ≤ 0
(1)

where tij = tj − ti is the interevent time, rij is the spatial distance between epicentres, d f
is the fractal dimension of epicentres, b is the b–value of the Gutenberg–Richter (G–R)
law [46], and mi is the magnitude of the ith earthquake. The unknown parameters b and d f
can be estimated by different methods (e.g., [47]). By following [44], the distance ηij can be
decomposed into its time and space rescaled distances, respectively, defined as follows:

Tij = tij10−qbmi Rij = (rij)
d f 10−pbmi (2)

where log ηij = log Tij + log Rij and q + p = 1.
Each event j is associated with its unique parent i by the following NN proximity [10]:

i = argmin
k:k<j

ηkj (3)

According to [8], the empirical distribution of the distance ηij shows a bimodal distri-
bution that can be approximated as a mixture of two Gaussian distributions, one related
to the background seismicity component and the other one to the clustered seismicity
component. A threshold distance η0 is chosen as the intersection point of the two esti-
mated Gaussian distributions. Each event j and its parent i are considered weakly linked
if ηij > η0, and strongly linked otherwise. The removal of weak links leads to the iden-
tification of earthquake clusters, where the largest magnitude event is considered as the
mainshock, and the rest of the events constitute the foreshocks and aftershocks. The main
advantage of the NN method is its soft parameterization, which requires fitting to the data
a low number of parameters. Moreover, differently from the window-based methods, NN
provides information about the internal structure of the clusters, namely all the subordinate
levels of aftershocks.
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2.4. Stochastic Declustering Method

The first ideas on the probabilistic discrimination between background and clustered
seismicity components that mimic the whole earthquake activity were presented by [2].
Later, [5] developed an effective probabilistic version of the declustering method using
the space–time Epidemic Type Aftershock Sequence (ETAS) model. Given an earthquake
catalogue that collects the temporal occurrence ti, longitude xi, latitude yi, and magnitude
mi of all the earthquakes in a seismic region (i = 1, . . . , n), the standard expression of
the conditional intensity function of the ETAS model as given by [4] is presented as a
superposition of background µ(x, y) and clustered {λ(t, x, y)− µ(x, y)} intensity functions
as follows:

λ(t, x, y) = µ(x, y) + ∑{i: ti<t} κ(mi)g(t− ti) f (x− xi, y− yi|mi) (4)

where
µ(x, y) = νu(x, y) (5)

κ(m) = Aeα(m−mc) (6)

g(t) =
{
(p− 1)cp−1(t + c)−p, for t > 0

0 otherwise
(7)

f (x, y|m) =
q− 1

πDeγ(m−mc)

[
1 +

x2 + y2

Deγ(m−mc)

]−q

, q > 1, γ > 0, D > 0 (8)

where mc is the completeness magnitude, µ(x, y) is the spatial background intensity, u(x, y)
is an intensity function taking account of the spatial inhomogeneity in background seismic-
ity, κ(m) is the expected number of events triggered from an event of magnitude m, g(t) and
f (x, y|m) are the probability density functions of occurrence times and location distribu-

tion of the triggered events, respectively. An iterative algorithm for Maximum Likelihood
Estimation (MLE) simultaneously provides the model parameters θ = (ν, A, α, p, c, q, D, γ),
the background rate µ(x, y), and the branching (triggering) structure of clusters (Algorithm
1 in [5]; further details are given in [6,31]). The latter is expressed in terms of the probability
that the earthquake j is triggered by a previous earthquake i, the probability that earth-
quake j is a triggered earthquake, and the probability that earthquake j is a background
event, namely:

ρij =
κ(mi)g

(
tj − ti

)
f
(

xj − xi, yj − yi
∣∣mi
)

λ
(
tj, xj, yj

) (9)

ρj = ∑{i: ti<tj}
ρij (10)

ϕj = 1− ρj (11)

By using the thinning procedure [5], it is possible to simulate many realizations of the
background seismicity. Although SD does not identify a unique declustered catalogue, its
advantage is that no information is lost in the declustering procedure; rather, a new item,
the probability, is added to the parameters of the events in the catalogue to quantify the
uncertainty [6]. However, this complicates the comparison of the results obtained from the
SD method with those obtained from other methods. In our case study, a reasonable choice
was to consider the realization obtained by the most probable background events according
to the estimated probabilities based on Equations (9)–(11). Parenthetically, the background
events in GK, GRU, UHR, REAS, and NN methods are defined as the mainshocks of
the identified earthquake clusters. The SD method acts differently because it assigns the
initiating (or independent) event of each cluster to the background seismicity, which is
often not the mainshock.
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3. Statistical Measures for Spatiotemporal Analysis of Background Earthquakes

Various statistical measures are described in this section, in order to investigate the
space–time characteristics of occurrences of background earthquakes. We present five
statistical tools: CV, AF, MMPP, MI, and the inhomogeneous version of L–function.

3.1. Coefficient of Variation

The CV, which is defined as the ratio between the standard deviation and the mean of
the interevent times between consecutive earthquakes, is the most used measure to assess
the clustering behaviour in earthquake sequences (e.g., [48]). It is given as follows:

CV =
σ(τ)

Mean(τ)
(12)

where σ(τ) and Mean(τ) are the standard deviation and the mean of interevent time τ,
respectively. For a Poissonian process, σ(τ) = Mean(τ) and hence, CV = 1, and for a
clustered process, σ(τ) > Mean(τ) which leads to CV > 1. However, this coefficient does
not give any information about the time scale ranges where the process has clustered or
Poissonian behaviours (e.g., [49]). In this case, the Poissonian behaviour can be further
investigated using the following empirical measure (e.g., [19]):

Y(t) =
N(t)√

λt
−
√

λt (13)

where N(t) = #{ti: ti ≤ t} is the number of events in a catalogue occurring up to time t and
λ is the rate of a homogeneous Poisson process in time. Under the homogeneous Poissonian
assumption, Y(t) is of zero mean and unit variance [19]. Monte Carlo simulations are
performed to obtain confidence bands of Y(t) under this hypothesis and to compare them
with the observed Y(t).

3.2. Allan Factor

To investigate the clustering pattern in earthquake occurrence times, which are sup-
posed to be a realization of a temporal point process [50], the AF measure can be used. By
splitting the time axis into a number of windows of equal length τ, and letting Nk represent
the number of events falling into the kth window, 〈Nk〉 forms a discrete random process of
nonnegative integers [21,35,49,51]. In this case, the AF measure is defined as the variance
of successive counts for a specified counting time τ, divided by twice the mean number of
events in the same counting time τ, and is given as follows:

AF(τ) =
E
[
(Nk+1(τ)− Nk(τ))

2
]

2E[Nk(τ)]
(14)

where E[.] indicates the expectation symbol. For a homogeneous Poisson process, AF(τ)
is approximately equal to 1 at all timescales; in this case, the corresponding plot of AF(τ)
versus τ will appear approximately flat. Otherwise, the clustered behaviour is detected if
AF(τ) > 1. In the special case of a fractal point process, AF(τ) increases with the timescale
τ as a power law [21,35,49,52]:

AF(τ) = 1 + (τ/τ1)
α (15)

where 0 < α < 3 is the fractal exponent which quantifies the clustering intensity, and τ1
is the fractal onset time that marks the lower limit above which the fractal behaviour can
be detected.
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3.3. Markov Modulated Poisson Process

An MMPP is a suitable process for describing dynamic systems in which the observa-
tions follow a Poisson process, whose occurrence rate switches between a finite number of
values simultaneously to change in the state of a Markov process [53,54]. Mathematically,
the state process X(t), t > 0 is an irreducible homogeneous Markov process with a finite
state space S = {1, 2, . . . , K} such that

X(t) = sj ∀t ∈
[
τj, τj+1

)
(16)

where
{

sj ∈ S : j = 0, 1, 2, . . .
}

denotes the sequence of states visited by the state process at
the transition times τ0 ≤ τ1 ≤ τ2 ≤ . . . . The observation process N(t) is a nonhomogeneous
Poisson process with intensity given by

λ(t) = λsj ∀t ∈
[
τj, τj+1

)
(17)

where λ1, λ2, . . . , λK denote the earthquake occurrence rates associated with the Markovian
states 1, 2, . . . , K.

By assuming a K–MMPP model (MMPP with K states), the intensities λ1, λ2, . . . , λK of
the Poisson process are estimated by the Baum–Welch algorithm using the R package Hid-
denMarkov [55]. Moreover, this package returns the probabilities P(X(t) = s |t1, t2, . . . , tn) ,
defined as the probabilities that the state process is in state s at time t given the earthquake
occurrence times t1, t2, . . . , tn. Since the number of hidden states K is unknown, we se-
lected the best–fitting model among different MMPP models, K ≥ 1, using the Bayesian
Information Criterion (BIC) [56].

3.4. Morisita Index

MI is used to investigate the presence of space clustering behaviour in earthquake
patterns (e.g., [21,57,58]). Given a grid of M cells of variable size δ, MI is defined as follows:

Iδ = M
∑M

i=1 ni(ni − 1)
N(N − 1)

(18)

where ni is the number of points falling in the ith cell and N is the total number of
earthquakes. To draw the plot relating each Iδ to its corresponding δ, it is recommended
to start with a relatively high cell size δ and the corresponding algorithm is iterated for
decreasing δ until a minimum value is reached. According to [21], Iδ fluctuates around 1 in
the case of Poissonian behaviour and decreases to zero in the case of clustered behaviour.
Additionally, the Morisita slope S2 is considered. It is defined as the slope of the linear
regression fitting log10 Iδ and log10 δ [21]:

lim
δ→+∞

∣∣∣∣ log10 Iδ

log10 δ

∣∣∣∣ ≈ S2 (19)

This slope quantifies the degree of clustering: the greater S2, the greater the clustering
degree in the earthquake sequence.

3.5. Inhomogeneous Version of L-Function

An inhomogeneous version of Besag’s L-function [59] can be used to examine whether
the spatial point process of locations of earthquake epicentres follows a spatially inhomoge-
neous Poisson process with the seismicity rate λ(x, y) [19]. The empirical L-function given
as the transformation of the Ripley K-function [59] is defined as follows:

L(r) =

√
K(r)

π
=

√√√√ 1
π ∑N

i=1 ∑N
j 6=i=1

I
{(

xi − xj
)2

+
(
yi − yj

)2 ≤ r2
}

λ(xi, yi)λ
(
xj, yj

)∣∣Mi ∩Mj
∣∣ , r ≥ 0 (20)



Axioms 2023, 12, 237 8 of 27

where I is the indicator function that takes 1 when the condition is true and 0 otherwise,
K(r) is the expected value of the sum of 1/(λ(xi, yi)) over all longitudes xi and latitudes yi
that are within a distance r,Mi = {(x− xi, y− yi) : (x, y) ∈ M} is the translation of the
studied geographical regionM by (xi, yi), and

∣∣Mi ∩Mj
∣∣ denotes the area ofMi ∩Mj.

For an inhomogeneous Poisson process with intensity function λ(x, y), L(r) = r for all
distances r ≥ 0. Whereas the values L(r) > r indicate the positive pairwise correlation (clus-
tering/aggregation) at a distance r and the values L(r) < r indicate the negative pairwise

correlation (repulsion) [19]. The following test statistic [19], D = max
0<r<R

|L(r)−Lpoiss(r)|
r , can be

used in the calculation of the p-values for the null hypothesis of spatially inhomogeneous
Poisson assumption, using the theoretical Poisson Lpoiss(r) as a reference.

4. Statistical Analysis of the Declustered Catalogues
4.1. Earthquake Catalogue of Northern Algeria and Its Vicinity

The seismic events that occurred in Northern Algeria and its vicinity, during the period
1950–2021 and within the region between latitudes 32–38◦ and longitudes −2–10◦, were
studied in this article (Figure 1). The reported earthquakes mostly occurred along the
active faults of the Tell Atlas belt, the most active seismic zone in Northern Algeria [60].
Its seismic activity is strongly related to the convergence between the African and the
Eurasian plates (e.g., [61,62]). The catalogue used in this study was compiled by integrating
information from various sources, starting from published papers [63–65] and including
data available from the International Seismological Centre, ISC (http://isc.ac.uk/; last
accessed on 27 December 2021) and from the European–Mediterranean Seismological
Centre, EMSC (https://www.emsc-csem.org/#2; last accessed on 27 December 2021). The
considered area comprises the largest and the most damaging earthquakes ever recorded
in the Mediterranean region, such as the M7.3 (El Asnam, 1980), M6.9 (Boumerdes, 2003),
and M6.7 (El Asnam, 1954) earthquakes. Namely, the M7.3 (El Asnam, 1980) earthquake
was located near the Oued Fodda village, the M6.7 (El Asnam, 1954) earthquake was
positioned near Beni Rached in the northeast of Orléansville, and the M6.9 (Boumerdes,
2003) earthquake was located near the coastal village of Zemmouri (Figure 1) [62].
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Figure 2 shows the variations of the completeness magnitude Mc with time which
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the magnitude of completeness Mc = 3.6 which was calculated using the best among
95% probability and 90% probability MAXC method implemented by ZMAP [42]. In

http://isc.ac.uk/
https://www.emsc-csem.org/#2


Axioms 2023, 12, 237 9 of 27

addition, we estimated the completeness magnitude by different methods such as the Entire
Magnitude Range (EMR) method [66,67], the b–value stability (MBS) method [68], and the
Goodness-of-Fit Test (GFT) [41], and we found values between 3.5 and 3.6. Additionally,
we estimated the magnitude Mc for different time spans, e.g., 1950–1998 and 1998–2021,
and we found stable values around 3.6. Ultimately, the completeness magnitude Mc = 3.7
was found to be a conservative completeness estimate according to those methods and
time spans. Despite possible spatial issues in data completeness, it seems that for Mc = 3.7,
there should be no significant border effects, as the most active areas were located well
inside the study region. Figure 1 illustrates the spatial distribution of the Northern Algerian
seismicity, with 1561 events of magnitude at least 3.7, which were mostly concentrated in
the Mediterranean region [69].
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4.2. Declustering Application

In this article, the declustering algorithms presented in Section 2 were applied to the
Northern Algerian earthquakes catalogue. The used parameterization of the windowing
and cluster methods have already been explained, except for the SD and NN methods.
Specifically, the SD algorithm application necessitates the estimation of the ETAS parame-
ters [5,6,31]. In this case, the final MLE values of the ETAS model used to fit the study region
were ν̂ = 1.02, Â = 0.56, ĉ = 0.01, α̂ = 1.02, p̂ = 1.09, D̂ = 0.005, q̂ = 2.02, and γ̂ = 0.39.
By denoting the catalogue period by [0, T], the corresponding plots of the estimated back-
ground seismicity rate µ̂(x, y), the total spatial seismicity rate Λ̂(x, y) = T−1

∫ T
0 λ̂(t, x, y)dt,

the clustering coefficient 1− µ̂(x, y)/Λ̂(x, y), and the conditional intensity at the end of
the study period λ̂(T, x, y) are presented in Figure 4 (see [70] for more details about the
rates and coefficient forms, as well as [5,6]). As expected, the estimated background seis-
micity rate was high around locations of large earthquakes close to the Algerian coast,
specifically the recent M5.4 (Béjaia, 2021), M6.9 (Boumerdes, 2003), and M7.3 (El Asnam,
1980) earthquakes, and less high elsewhere. The clustering coefficient, which estimates
the aftershocks triggering in given longitude–latitude coordinates, was highly significant
in many areas around the main seismic faults. The total spatial seismicity rate appeared
distributed almost uniformly along the Algerian coast with exception of the Boumerdes
earthquake location and its vicinity, which showed a significantly high value. In other
words, it showed a less intense seismic activity with small clusters distribution in the high
plateaus and the Saharan Atlas, contrary to the Tell Atlas. The input parameters of the
NN method were estimated to b̂ = 0.99 and d̂ f = 0.81 using the ZMAP software [42], and
the threshold distance η0 is calculated using the criterion of the mixture of two Gaussian
distributions, i.e., log10 η̂0 = −5.5, as it is shown in Figure 5.
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Figure 5. (a) 1−D density distribution of log10 η, where the estimated Gaussian densities for
clustered and background seismicity classes are labelled by blue and red colours, respectively;
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The resulting background seismicity after declustering included 630, 548, 794, 1110,
692, and 526 events based on GK, GRU, UHR, REAS, NN, and SD methods, respectively,
which correspond to 40.35%, 35.10%, 50.86%, 71.10%, 44.33%, and 33.69% of the earthquakes
reported in the catalogue. The longitude versus time is shown for the full catalogue in
Figure 6, and for each declustered catalogue in Figures 7–12. The red circles in these figures
highlight the presence of clusters, which were characterised by a strong spatiotemporal
closeness of the earthquakes. Figure 13 compares the full and the declustered catalogues
in terms of the cumulative number of events versus time. It shows that the REAS method
detected a fewer number of dependent (clustered) earthquakes compared to the other
declustering methods, because the corresponding graph was the closest to the full catalogue
graph and the farthest from the expected linear trend of a time-homogeneous Poisson
process. This outcome signifies that the REAS method failed someway to totally eliminate
the clustering behaviour from the full catalogue. It was also observed that GRU and
SD methods were the most successful in reducing the space–time clustering in Northern
Algerian seismicity. We highlight the sharp increase in the cumulative number of events in
the full catalogue after major earthquakes, particularly after the 2003 Boumerdes earthquake.
The increase can be explained by the enhanced seismic activity (foreshocks and aftershocks)
associated with large events, and can be also partially due to the improvements in the
seismic monitoring network in the region since 2003 Boumerdes earthquake, resulting in
the locally increased detection capability of events [71]. The GRU and SD methods seem to
be able to better remove the clustering than the other methods; the sharp increase was not
evident in the corresponding declustered catalogues in Figure 13. These results are further
investigated in the next section by carrying out rigorous statistical analysis.
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Figure 13. Cumulative number of earthquakes with M ≥ 3.7 in the full catalogue compared to the
declustered catalogues.

4.3. Spatiotemporal Analysis of the Declustered Catalogues

The obtained declustered catalogues were compared on the basis of different space–
time empirical measures to assess if the space–time clustering was still present after declus-
tering, and to test the hypothesis according to which a declustered catalogue follows a
temporally homogeneous and spatially inhomogeneous Poisson process. First, we analysed
and compare the behaviour of the background occurrence times of the six declustered cata-
logues. Namely, CV was used to assess the clustering behaviour, without any information
about the timescale ranges where the process was clearly clustered, including the empirical
measure given by Equation (13). The AF was then used for assessing and measuring the
time correlation in the resulting background seismicity. The MMPP was used to study the
temporal changes in the background seismicity rate.
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A fast and simple assessment of the time-homogeneous Poisson hypothesis was from
the CV measure in Equation (12), which was calculated for all declustered catalogues
(Table 2). The obtained values exceeded unity, which means a possible existence of cluster-
ing behaviour. Typically, a CV value much higher than 1 implies that relevant clustered
earthquake patterns are still present in the declustered catalogues; for example, the REAS
declustered catalogue showed more clustering than others. However, additional statis-
tical tests are needed to assess if the obtained CV values are significantly different from
unity. According to Equation (13), Figure 14 illustrates the Y(t) plots for all declustered
catalogues, accompanied by their corresponding 95% envelopes from Monte Carlo simula-
tions; it shows that none of the declustered catalogues were completely Poissonian at all
timescales. However, we can observe that GRU and SD methods performed better than
the other methods, which displayed a significant deviation from the theoretical Poisson
process and the simulation envelopes.

Table 2. CV values of all declustered catalogues.

Method GK GRU UHR REAS NN SD

CV 1.50 1.40 1.68 2.06 1.57 1.35

For each declustered catalogue Figure 15 displays, on a log–log scale, its AF curve
(black solid line) as well as the theoretical Poisson process (green dashed line) and the
95% confidence band (grey band) obtained from the Monte Carlo simulation of a time-
homogeneous Poisson process having same rate and event number of the original declus-
tered catalogue. Except for the REAS method, the AF plots of the declustered catalogues
are almost flat around zero, showing likely Poissonian behaviours at a short timescale. A
departure from the Poisson distribution appeared at timescales greater than 2.9, 2.5, 3, and
2.2, which correspond approximately to 794, 316, 1000, and 158 days, for GRU, GK, SD, and
NN methods, respectively. These cut-off timescales, also called fractal onset times, indicate
the lowest timescale from which the clustering behaviour appears. The highest of these
values come from the GRU and SD methods, which means that GRU and SD methods
produce catalogues of events that result not significantly correlated in time at both short
and intermediate timescales, and, consequently, are closer to Poissonian behaviour than
GK and NN. Since the AF curve in the log–log scale has a linear trend at long as well as
intermediate timescales, a power–law function for the counting time τ was suggested.

The temporal evolution of the background seismicity rate, as provided by each declus-
tered catalogue, was further investigated by applying different K–MMPP models, K ≥ 1,
in order to identify possible variations over time. Table 3 contains the estimated Poisson
rates for K–MMPPs best fitting models, the associated maximum log-likelihood values, and
BICs. According to BIC, the MMPP models with K = 2, 2, 4, 5, 2, 2 states are the best
models among the aforementioned competing models that fit the declustered catalogues
identified by GK, GRU, UHR, REAS, NN, and SD methods, respectively.
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Table 3. Estimated Poisson rates, maximum log-likelihood values, and BICs for K–MMPPs best fitting
models to the declustered catalogues.

Declustering
Method

K-MMPP
Model Poisson Rate Maximum

Log–Likelihood BIC

GK 2-MMPP λ̂1 = 0.045
λ̂2 = 0.014

−2896.007 5817.797

GRU 2-MMPP λ̂1 = 0.037
λ̂2 = 0.013

−2611.608 5248.442

UHR 4-MMPP

λ̂1 = 379.775
λ̂2 = 1.953
λ̂3 = 0.052
λ̂4 = 0.007

−3362.443 6831.720

REAS 5-MMPP

λ̂1 = 2008.041
λ̂2 = 1.682
λ̂3 = 0.253
λ̂4 = 0.054
λ̂5 = 0.011

−3896.425 7968.153

NN 2-MMPP λ̂1 = 0.055
λ̂2 = 0.014

−3097.183 6220.525

SD 2-MMPP λ̂1 = 0.033
λ̂2 = 0.011

−2528.608 5082.277

A switched Poisson process with multiple states (i.e., a K–MMPP model with K > 1)
is hence the best model for describing the background seismicity process in all methods.
Figure 16 refers to the GK declustered catalogue and its best estimated K–MMPP, K = 2;
the figure shows the estimated smoothing probabilities P

(
X
(
tj
)
= s

∣∣t1, t2, . . . , tn) of each
state s ∈ S = {1, 2, . . . , K}, for all occurrence times

{
tj : j = 1, . . . , n

}
of the background

events. Similarly, Figures 17–21 refer to the GRU, UHR, REAS, NN, and SD declustered
catalogues and their best estimated K–MMPPs, respectively. The K states of the MMPP
models are represented by different colours: state 1 in red, state 2 in blue, state 3 in green,
state 4 in magenta, and state 5 in orange. Based on Figures 16–21, the states 1, 1, 3, 4, 1,
and 1 each correspond to the estimated Poisson rates λ̂1 = 0.045, λ̂1 = 0.037, λ̂3 = 0.052,
λ̂4 = 0.054, λ̂1 = 0.055, λ̂1 = 0.033 and are each the most probable states for 60.47%, 54.74%,
59.69%, 44.32%, 60.83%, and 68.63% of the events in the background earthquake catalogues
identified by GR, GRU, UHR, REAS, NN, and SD methods, respectively. The highest
Poisson rates found in the cases of REAS and UHR background seismicity (λ̂1 = 2008.041
and λ̂1 = 379.775) were probably due to those clustered events misclassified by the two
methods in the declustered catalogues. Additionally, a significant switch between one
state to another state, which is expressed by the transition from one Poisson rate value to a
higher Poisson rate value, is often detected in case of large earthquake occurrences (e.g.,
after 1954 and 2003 events) in Northern Algeria and its vicinity.
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Figure 16. States probabilities associated with each background occurrence time for the 2-MMPP
model that best fits the declustered catalogue obtained by the GK method. Red and blue colours
are assigned to states 1 and 2, respectively. Grey vertical dashed lines mark the occurrence time of
M ≥ 6.7 earthquakes.
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model that best fits the declustered catalogue obtained by the GRU method. Red and blue colours
are assigned to states 1 and 2, respectively. Grey vertical dashed lines mark the occurrence time of
M ≥ 6.7 earthquakes.
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lines mark the occurrence time of M ≥ 6.7 earthquakes.
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The spatial analysis of the six background earthquake catalogues was performed by
using MI and the inhomogeneous version of L-function, respectively given in Equations
(18) and (20), to assess and measure the possible presence of spatial clustering. Figure 22
shows the linear regression fitting of log10 Iδ and log10 δ, where Iδ is the value of MI for a
spatial grid having cell size δ. A significant departure in the logarithm of the MI curves
from 0 (i.e., a departure of Iδ from 1) denotes the existence of clustered dynamics in the
spatial patterns of Northern Algeria and the surrounding areas. Based on the slope S2
defined by Equation (19), the highest clustering degree was shown by the REAS method
while the smallest was shown by the GRU method. Specifically, these slopes are calculated
by the least square method (Table 4). Clearly, all the considered methods of declustering
reduced the spatial clustering, but did not totally eliminate it because seismicity tends to
develop naturally along the fault systems.
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Table 4. Calculated MI slopes for full and declustered catalogues.

Declustering
Method

Full
Catalogue GK GRU UHR REAS NN SD

S2 0.49 0.31 0.29 0.34 0.37 0.33 0.32

Figure 23 illustrates the results of the inhomogeneous version of the L-function for
the six declustered catalogues: the null hypothesis of spatially inhomogeneous Poisson
process was rejected at the 5% significance level for all declustered catalogues. Moreover,
all the empirical plots of the L-function deviated upward outside the 95% confidence zone,
i.e., L(r) > r, at slightly different intervals of the spatial distance, thus providing further
evidence of spatial clustering. On the contrary, downward deviations (L(r) < r), which
denote the existence of a negative pairwise correlation, were essentially not observed.
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5. Conclusions

In this article, we provided new insights into the problem of identifying and quantify-
ing the time-correlation and the space-clustering in the background earthquake catalogues
identified by different declustering methods, specifically GK, GRU, UHR, REAS, NN, and
SD methods. We applied different spatiotemporal measures, namely the CV, AF, and
MMPP were used for assessing temporal clustering, while the MI and inhomogeneous
L-function were used for a space clustering study in the Northern Algerian area and its
vicinity. Our results showed that the declustering methods reduced the time of correlation
structures in the declustered catalogues at small timescales, but temporal correlation still
remains at intermediate and higher timescale ranges. The performances of the GRU and
SD methods seem to be preferable in terms of removing the time clustering structures; in
fact, the cut-off timescale was higher for these methods than the others. In all cases, the
switched Poisson process with multiple states proved to be the best model which could
describe background seismicity in time, even for GRU and SD declustered catalogues.
Moreover, for all declustered catalogues, the spatially inhomogeneous Poisson process
did not fit properly the spatial distribution of earthquake epicentres. The results showed
that the spatial clustering structure was significantly reduced, but it was not eliminated
from the declustered catalogues, due to the natural clustering of seismicity along existing
fault systems. Hence, the assumption of stationary and homogeneous Poisson process,
widely used in seismic hazard assessment, was not met by the investigated catalogue,
independently from the adopted declustering method. Accounting for the spatiotemporal
features of the background seismicity identified in this study is, therefore, a key element
towards effective seismic hazard assessment and earthquake forecasting in Algeria and the
surrounding area.

Supplementary Materials: The data analysed in this study, namely all declustered catalogues, are
available in the supplementary material as text files. The following supporting information can be
downloaded at: https://www.mdpi.com/article/10.3390/axioms12030237/s1, Data S1_GK: declus-
tered catalogue by Gardner and Knopoff method; Data S2_GRU: declustered catalogue by Gruenthal
method; Data S3_UHR: declustered catalogue by Uhrhammer method; Data S4_REAS: declustered
catalogue by Reasenberg method; Data S5_NN: declustered catalogue by Nearest Neighbour method;
Data S6_SD: declustered catalogue by Stochastic Declustering method; Data S7_readme: information
on the declustered catalogues. Any use of these data should be cited, by properly quoting this article
and the related Supplementary Materials.
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