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#### Abstract

Schröder approximations of the first kind, modified for the inverse function approximation case, are utilized to establish general analytical approximation forms for an inverse function. Such general forms are used to establish arbitrarily accurate analytical approximations, with a set relative error bound, for an inverse function when an initial approximation, typically with low accuracy, is known. Approximations for arcsine, the inverse of $x-\sin (x)$, the inverse Langevin function and the Lambert $W$ function are used to illustrate this approach. Several applications are detailed. For the root approximation of a function, Schröder approximations of the first kind, based on the inverse of a function, have an advantage over the corresponding generalization of the standard Newton-Raphson method, as explicit analytical expressions for all orders of approximation can be obtained.
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## 1. Introduction

Function definition and function approximation are fundamental to many areas of mathematics, science and technology. One area of function approximation that is a challenge is the establishment of accurate analytical approximations for the inverse, $f^{-1}$, of a known function $f$ when an explicit analytical expression for $f^{-1}$ is not known. When $f^{-1}$ is not known, a variety of approaches can be used to determine an analytical approximation to $f^{-1}$ with a modest relative error bound over its domain. Systematic approaches can be utilized (e.g., through the use of Taylor series, series reversion, Padè approximants, minimax optimization, geometric considerations, etc.) to yield convergent approximations as the order of approximation is increased. In such cases, the order of convergence is generally modest. Custom ad hoc approaches can be utilized to lead to improved results but these, in general, are not generalizable. The evolution of approaches to establish approximations for the Inverse Langevin function, e.g., [1,2], is representative of the situation.

In contrast, iterative approaches, such as iteration based on the Newton-Raphson method for finding the root of a function, have significantly higher levels of convergence. With $y=f(x)$, which implies that $f(x)-y=0$, if is clear that finding the inverse $x=f^{-1}(y)$, with $y$ fixed, is a root problem and iterative methods can be employed. Potentially, much higher rates of convergence can be achieved. Gdawiec [3] provides a good overview of potential fixed-point iterative methods, which, in general, are associated with the more general problem of finding fixed points. For the sub-case of root approximation, the dominant method is Newton-Raphson iteration, and Ypma [4] provides details of the historical development of this method. Well-known alternatives include the Householder method, Steffensen's method and Halley's method. Newton-Raphson potentially leads to quadratic convergence, and research has led to many higher-order methods with better convergence, e.g., [5,6]. Amat [7] provides an overview of methods with cubic convergence. Abbasbandy [8] and Chun [9] proposed higher-order iteration methods based on Adomian
decomposition. Noor [10] details a modified Householder two-step iterative method with fourth-order convergence.

An alternative, but less well known, approach for approximating the root of a function $f$ is to directly utilize the inverse function $f^{-1}$, with the result being Schröder's approximations of the first kind. Petković [11] (Equation (17)), Gdawiec [3] (Equation (20)) and Dubeau [11] (Section 3) provide a perspective, and the original paper by Schröder dates from 1870 [12] (Equation (21). The focus of this paper is on utilizing Schröder's approximations of the first kind, modified for the inverse function approximation case, to establish general analytical approximation forms for an inverse function whose explicit analytical form is not known. Such general forms can be used to establish arbitrarily accurate analytical approximations, with a set relative error bound, for an unknown inverse function when an initial approximation, typically with low accuracy, is known.

The ability of this approach to define arbitrarily accurate approximations for inverse functions is demonstrated via four examples: the arcsine function, the inverse of $x-\sin (x)$, the inverse Langevin function and the Lambert $W$ function.

In Section 2, the theory underpinning root and inverse function approximation is detailed. The general theoretical results are applied to arcsine, the inverse of $x-\sin (x)$, the inverse Langevin function and the Lambert $W$ function, respectively, in Section 3, Section 4, Section 5, Section 6. New approximations and several applications are noted. Conclusions are detailed in Section 7.

### 1.1. Background Result

Based on simply geometric considerations, the integral of an inverse function $f^{-1}$ can be shown to be

$$
\begin{equation*}
\int_{y_{1}}^{y} f^{-1}(\lambda) d \lambda=y f^{-1}(y)-y_{1} f^{-1}\left(y_{1}\right)-\int_{f^{-1}\left(y_{1}\right)}^{f^{-1}(y)} f(\gamma) d \gamma \tag{1}
\end{equation*}
$$

assuming $f^{-1}$ is well defined on the interval $\left[y_{1}, y\right]$ and the integral of $f$, on the associated interval $\left[f^{-1}\left(y_{1}\right), f^{-1}(y)\right]$, is also well defined.

### 1.2. Assumptions and Notation

For an arbitrary function $f$, defined over the interval $[\alpha, \beta]$, an approximating function $f_{A}$ has a relative error, at a point $x_{1}$, defined according to re $\left(x_{1}\right)=1-\frac{f_{A}\left(x_{1}\right)}{f\left(x_{1}\right)}$. The relative error bound for the approximating function, over the interval $[\alpha, \beta]$, is defined according to

$$
\begin{equation*}
\operatorname{re}_{B}=\max \left\{\left|\operatorname{re}\left(x_{1}\right)\right|: x_{1} \in[\alpha, \beta]\right\} . \tag{2}
\end{equation*}
$$

All functions are assumed to be differentiable up to the order being utilized in the analysis or results. The notation $f^{(k)}$ is used for the $k$ th derivative of a function. The differentiation operator, $D$, is also used with $k$ th-order differentiation being denoted $D^{(k)}$.

Mathematica ${ }^{\circledR}$ (version 13.1) is used to facilitate analysis and to obtain numerical results. In general, relative error results associated with approximations have been obtained by sampling specified intervals, in either a linear or logarithmic manner, as appropriate, with 1000 points.

## 2. Schröder's Approximations of the First Kind

Consider the illustration, shown in Figure 1, of a function $f$ and an initial approximation $x_{0}$ for the root of $f$, which is denoted as $x_{0}$. The usual approach to finding a better approximation to $x_{0}$ than $x_{0}$, is to utilize a first-order Taylor series approximation, denoted
$t_{1}$, for $f$ which is based on the point $\left(x_{0}, f\left(x_{0}\right)\right)$. This leads to the classic Newton-Raphson approximation $x_{1}$ for the root $x_{0}$ according to

$$
\begin{equation*}
x_{1}=x_{0}-\frac{f\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right)} \tag{3}
\end{equation*}
$$

Naturally, and as illustrated in Figure 1, higher-order Taylor series are expected to lead to more accurate approximations. A second-order Taylor series yields the approximation

$$
\begin{equation*}
x_{2}=x_{0}-\frac{f^{(1)}\left(x_{0}\right)}{f^{(2)}\left(x_{0}\right)} \cdot\left[1 \pm \sqrt{1-\frac{2 f\left(x_{0}\right) f^{(2)}\left(x_{0}\right)}{\left[f^{(1)}\left(x_{0}\right)\right]^{2}}}\right] \tag{4}
\end{equation*}
$$

Explicit higher-order approximations are increasingly problematic: the $k$ th-order approximation is associated with the dominant root of a $k$ th-order polynomial. This problem can be avoided by utilizing, as illustrated in Figure 1, Taylor series approximations, denoted as $t_{k}^{I}$ ( $k$ th-order approximation), for the inverse function $f^{-1}$ and based on the point $\left(y_{0}, x_{0}\right)$, $y_{0}=f\left(x_{0}\right)$. Whilst this may presuppose that the inverse function is known, the resulting Taylor series can be written solely in terms of $f$ and known parameter values such as $x_{0}$. Thus, this indirect approach leads to explicit analytical expressions for the root of $f$ and for all orders of approximation, a preferable outcome. The details are noted below, and the result was proposed by Schröder in 1870 [12].


Figure 1. Illustration of the functions $y=f(x)$ and $x=f^{-1}(y)$ and Taylor series approximations to these functions based on the points $\left(x_{0}, f\left(x_{0}\right)\right)$ and $\left(y_{0}, f^{-1}\left(y_{0}\right)\right)$. The root of the Taylor series, denoted, respectively, $x_{1}, x_{2}, \cdots, x_{n}$ and $x_{1}^{I}, x_{2}^{I}, \cdots, x_{n}^{I}$, are approximations for the roots of $f$.

### 2.1. Schröder's Approximations of the First Kind

Consider the $n$ th-order Taylor series, denoted as $t_{n}^{I}$, for $f^{-1}$ and based on the point $\left(y_{0}, f^{-1}\left(y_{0}\right)\right)$, where $x_{0}=f^{-1}\left(y_{0}\right)$ :

$$
\begin{gather*}
t_{n}^{I}(y)=f^{-1}\left(y_{0}\right)+\left(y-y_{0}\right) D\left[f^{-1}\left(y_{0}\right)\right]+\frac{\left(y-y_{0}\right)^{2}}{2} \cdot D^{(2)}\left[f^{-1}\left(y_{0}\right)\right]+\cdots+  \tag{5}\\
\frac{\left(y-y_{0}\right)^{n}}{n!} \cdot D^{(n)}\left[f^{-1}\left(y_{0}\right)\right]
\end{gather*}
$$

As $f^{-1}\left(y_{0}\right)=x_{0}$ and $y_{0}=f\left(x_{0}\right)$, it then follows that the $n$ th-order approximation to the root $x_{0}$, as given by $x_{n}^{I}=t_{n}^{I}(0)$, is

$$
\begin{array}{r}
x_{n}^{I}=x_{0}-f\left(x_{0}\right) D\left[f^{-1}\left(y_{0}\right)\right]+\frac{f^{2}\left(x_{0}\right)}{2} \cdot D^{(2)}\left[f^{-1}\left(y_{0}\right)\right]+\cdots+  \tag{6}\\
\frac{(-1)^{n} f^{n}\left(x_{0}\right)}{n!} \cdot D^{(n)}\left[f^{-1}\left(y_{0}\right)\right]
\end{array}
$$

This is the basis of Schröder's approximation of the first kind, e.g., [12] (Equation (21)), [11] (Equation (17)), [11] (Section 3) and [3] (Equation (20)).

Theorem 1. Schröder's Approximations of the First Kind. Consider a real function $f$ that is strictly monotonic in the interval around a real root $x_{0}$ and including the initial approximation point of $x_{0}$. A nth-order Taylor series for $f^{-1}$ based on the point $\left(y_{0}, x_{0}\right), y_{0}=f\left(x_{0}\right)$, yields the root according to

$$
\begin{gather*}
f^{-1}(0)=x_{0}+\sum_{k=1}^{n} \frac{(-1)^{k} f^{k}\left(x_{0}\right)}{k!} \cdot D^{(k)}\left[f^{-1}\left(y_{0}\right)\right]+\epsilon_{n}^{I}, \quad n \in\{1,2, \cdots\},  \tag{7}\\
\epsilon_{n}^{I}=\frac{(-1)^{n+1} y_{0}^{n+1}}{(n+1)!} \cdot D^{(n+1)}\left[f^{-1}\left(y_{k}\right)\right], \quad y_{k} \in\left[0, y_{0}\right],
\end{gather*}
$$

and the $n$ th-order approximation to the root $x_{0}$ is

$$
\begin{equation*}
x_{n}^{I}=x_{0}+\sum_{k=1}^{n} \frac{(-1)^{k} f^{k}\left(x_{0}\right)}{k!} \cdot D^{(k)}\left[f^{-1}\left(y_{0}\right)\right], \quad n \in\{1,2, \cdots\} \tag{8}
\end{equation*}
$$

Evaluation of the derivatives leads to the nth-order approximation defined by Schröder [12] (Equation (21)):

$$
\begin{aligned}
& x_{n}^{I}=x_{0}-\frac{f\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right)}-\frac{f^{2}\left(x_{0}\right) f^{(2)}\left(x_{0}\right)}{2\left[f^{(1)}\left(x_{0}\right)\right]^{3}}-\frac{f^{3}\left(x_{0}\right) f^{(3)}\left(x_{0}\right)}{6\left[f^{(1)}\left(x_{0}\right)\right]^{4}} \cdot\left[-1+\frac{3\left[f^{(2)}\left(x_{0}\right)\right]^{2}}{f^{(1)}\left(x_{0}\right) f^{(3)}\left(x_{0}\right)}\right]- \\
& \frac{f^{4}\left(x_{0}\right) f^{(4)}\left(x_{0}\right)}{24\left[f^{(1)}\left(x_{0}\right)\right]^{5}} \cdot\left[1-\frac{10 f^{(2)}\left(x_{0}\right) f^{(3)}\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right) f^{(4)}\left(x_{0}\right)}+\frac{15\left[f^{(2)}\left(x_{0}\right)\right]^{3}}{\left[f^{(1)}\left(x_{0}\right)\right]^{2} f^{(4)}\left(x_{0}\right)}\right]- \\
& \frac{f^{5}\left(x_{0}\right) f^{(5)}\left(x_{0}\right)}{120\left[f^{(1)}\left(x_{0}\right)\right]^{6}} .\left[\begin{array}{c}
-1+\frac{15 f^{(2)}\left(x_{0}\right) f^{(4)}\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right) f^{(5)}\left(x_{0}\right)}+\frac{10\left[f^{(3)}\left(x_{0}\right)\right]^{2}}{f^{(1)}\left(x_{0}\right) f^{(5)}\left(x_{0}\right)}- \\
\frac{105\left[f^{(2)}\left(x_{0}\right)\right]^{2} f^{(3)}\left(x_{0}\right)}{\left[f^{(1)}\left(x_{0}\right)\right]^{2} f^{(5)}\left(x_{0}\right)}+\frac{105\left[f^{(2)}\left(x_{0}\right)\right]^{4}}{\left[f^{(1)}\left(x_{0}\right)\right]^{3} f^{(5)}\left(x_{0}\right)}
\end{array}\right]- \\
& \frac{f^{6}\left(x_{0}\right) f^{(6)}\left(x_{0}\right)}{720\left[f^{(1)}\left(x_{0}\right)\right]^{7}} .\left[\begin{array}{c}
1-\frac{21 f^{(2)}\left(x_{0}\right) f^{(5)}\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right) f^{(6)}\left(x_{0}\right)}-\frac{35 f^{(3)}\left(x_{0}\right) f^{(4)}\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right) f^{(6)}\left(x_{0}\right)}+\frac{210\left[f^{(2)}\left(x_{0}\right)\right]^{2} f^{(4)}\left(x_{0}\right)}{\left[f^{(1)}\left(x_{0}\right)\right]^{2} f^{(6)}\left(x_{0}\right)}+ \\
\frac{280 f^{(2)}\left(x_{0}\right)\left[f^{(3)}\left(x_{0}\right)\right]^{2}}{\left[f^{(1)}\left(x_{0}\right)\right]^{2} f^{(6)}\left(x_{0}\right)}-\frac{1260\left[f^{(2)}\left(x_{0}\right)\right]^{3} f^{(3)}\left(x_{0}\right)}{\left[f^{(1)}\left(x_{0}\right)\right]^{3} f^{(6)}\left(x_{0}\right)}+\frac{945\left[f^{(2)}\left(x_{0}\right)\right]^{5}}{\left[f^{(1)}\left(x_{0}\right)\right]^{4} f^{(6)}\left(x_{0}\right)}
\end{array}\right]- \\
& \cdots+\frac{(-1)^{n} f^{n}\left(x_{0}\right)}{n!} \cdot D^{(n)}\left[f^{-1}\left(y_{0}\right)\right] \\
& \text { where }
\end{aligned}
$$

$$
\begin{equation*}
D^{(n)}\left[f^{-1}(y)\right]=D^{(n-1)}\left[\frac{1}{f^{(1)}\left[f^{-1}(y)\right]}\right], D^{(1)}\left[f^{-1}(y)\right]=\frac{1}{f^{(1)}\left[f^{-1}(y)\right]} \tag{10}
\end{equation*}
$$

Proof. The general result for $x_{n}^{I}$ follows from the above discussion. The form for the error $\epsilon_{n}^{I}$ is consistent with the Lagrange form for the error in an $n$ th-order Taylor series approximation, e.g., [13] (p. 880, Equation (25.2.25)). The explicit form for $x_{n}^{I}$ follows from the inverse function theorem and, for completeness, the evaluation of $D^{(k)}\left[f^{-1}\left(y_{0}\right)\right]$, $k \in\{1,2, \cdots, 6\}$, is detailed in Appendix A.

## Notes

The convergence of an $n$ th-order Schröder approximation is consistent with that of an $n$ th-order Taylor series.

The first-order approximation is identical to the standard Newton-Raphson method result of

$$
\begin{equation*}
x_{1}^{I}=x_{0}-\frac{f\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right)} \tag{11}
\end{equation*}
$$

The second-order approximation is

$$
\begin{equation*}
x_{2}^{I}=x_{0}-\frac{f\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right)}-\frac{f^{2}\left(x_{0}\right) f^{(2)}\left(x_{0}\right)}{2\left[f^{(1)}\left(x_{0}\right)\right]^{3}} \tag{12}
\end{equation*}
$$

and is a less complicated form than the second-order approximation specified by (4). This approximation is consistent with the second-order Adomian approximation for a root, e.g., [8].

### 2.2. Inverse Function Approximation

Consider the case of a well-defined function $f$ whose inverse, $f^{-1}$, is unknown. For $y_{0}=f\left(x_{0}\right)$ specified, the goal is to establish an approximation to $x_{0}=f^{-1}\left(y_{0}\right)$. As illustrated in Figure 2, the equivalent problem is that of finding the root of $f(x)-y_{0}$ given an initial approximation to the root of $x_{0}$. This is the basis for Schröder's approximations for an inverse function.


Figure 2. Illustration of the root of $f(x)-y_{0}$, denoted $x_{0}$ and given by $f^{-1}\left(y_{0}\right)$, and an initial approximation of $x_{0}$ to $x_{0}$. The illustration is for the monotonically increasing function case. The function $f_{0}^{-1}$ is an initial approximation to $f^{-1}$.

Theorem 2. Schröder-Based Approximations for an Inverse Function. Consider a real function $f$ that is monotonic in the interval around a point $x_{0}$ and including the associated root $x_{0}$ of $g(x)=f(x)-y_{0}$. A nth-order Taylor series for $g^{-1}$, based on the point $y_{0}=f\left(x_{0}\right)-y_{0}$, yields

$$
\begin{align*}
f^{-1}\left(y_{0}\right) & =x_{0}+\sum_{k=1}^{n} \frac{(-1)^{k}\left[f\left(x_{0}\right)-y_{0}\right]^{k}}{k!} \cdot D^{(k)}\left[f^{-1}\left[f\left(x_{0}\right)\right]\right]+\epsilon_{n}^{I}\left(y_{0}\right), n \in\{1,2, \cdots\},  \tag{13}\\
\epsilon_{n}^{I}\left(y_{0}\right) & =\frac{(-1)^{n+1}\left[f\left(x_{0}\right)-y_{0}\right]^{n+1}}{(n+1)!} \cdot D^{(n+1)}\left[f^{-1}\left(y_{0}+y_{k}\right)\right], \quad y_{k} \in\left[0, y_{0}\right],
\end{align*}
$$

and the nth order approximation to $x_{0}=f^{-1}\left(y_{0}\right)$ is

$$
\begin{equation*}
x_{n}^{I}=x_{0}+\sum_{k=1}^{n} \frac{(-1)^{k}\left[f\left(x_{0}\right)-y_{0}\right]^{k}}{k!} \cdot D^{(k)}\left[f^{-1}\left[f\left(x_{0}\right)\right]\right], \quad \mathrm{n} \in\{1,2, \cdots\} . \tag{14}
\end{equation*}
$$

It then follows that the $n$ th-order approximation for $f^{-1}\left(y_{0}\right)$, denoted $f_{n}^{-1}\left(y_{0}\right)$, is

$$
\begin{align*}
& f_{n}^{-1}\left(y_{0}\right)=x_{0}-\frac{f\left(x_{0}\right)-y_{0}}{f^{(1)}\left(x_{0}\right)}-\frac{\left[f\left(x_{0}\right)-y_{0}\right]^{2} f^{(2)}\left(x_{0}\right)}{2\left[f^{(1)}\left(x_{0}\right)\right]^{3}}-\frac{\left[f\left(x_{0}\right)-y_{0}\right]^{3} f^{(3)}\left(x_{0}\right)}{6\left[f^{(1)}\left(x_{0}\right)\right]^{4}} \cdot\left[-1+\frac{3\left[f^{(2)}\left(x_{0}\right)\right]^{2}}{f^{(1)}\left(x_{0}\right) f^{(3)}\left(x_{0}\right)}\right]- \\
& \frac{\left[f\left(x_{0}\right)-y_{0}\right]^{4} f^{(4)}\left(x_{0}\right)}{24\left[f^{(1)}\left(x_{0}\right)\right]^{5}} \cdot\left[1-\frac{10 f^{(2)}\left(x_{0}\right) f^{(3)}\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right) f^{(4)}\left(x_{0}\right)}+\frac{15\left[f^{(2)}\left(x_{0}\right)\right]^{3}}{\left[f^{(1)}\left(x_{0}\right)\right]^{2} f^{(4)}\left(x_{0}\right)}\right]- \\
& \frac{\left[f\left(x_{0}\right)-y_{0}\right]^{5} f^{(5)}\left(x_{0}\right)}{120\left[f^{(1)}\left(x_{0}\right)\right]^{6}} \cdot\left[\begin{array}{c}
-1+\frac{15 f^{(2)}\left(x_{0}\right) f^{(4)}\left(x_{0}\right)}{f^{(1)}\left(0_{0}\right) f^{(5)}\left(x_{0}\right)}+\frac{10\left[f^{(3)}\left(x_{0}\right)\right]^{2}}{f^{(1)}\left(x_{0}\right) f^{(5)}\left(x_{0}\right)}- \\
\frac{105\left[f^{(2)}\left(x_{0}\right)\right]^{2} f^{(3)}\left(x_{0}\right)}{\left[f^{(1)}\left(x_{0}\right)\right]^{2} f^{(5)}\left(x_{0}\right)}+\frac{105\left[f^{(2)}\left(x_{0}\right)\right]^{4}}{\left[f^{(1)}\left(x_{0}\right)\right]^{3} f^{(5)}\left(x_{0}\right)}
\end{array}\right]-  \tag{15}\\
& \frac{\left[f\left(x_{0}\right)-y_{0}\right]^{6} f^{(6)}\left(x_{0}\right)}{720\left[f^{(1)}\left(x_{0}\right)\right]^{7}} \cdot\left[\begin{array}{c}
1-\frac{21 f^{(2)}\left(x_{0}\right) f^{(5)}\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right) f^{(6)}\left(x_{0}\right)}-\frac{35 f^{(3)}\left(x_{0}\right) f^{(4)}\left(x_{0}\right)}{f^{(1)}\left(x_{0}\right) f^{(6)}\left(x_{0}\right)}+\frac{210\left[f^{(2)}\left(x_{0}\right)\right]^{2} f^{(4)}\left(x_{0}\right)}{\left[f^{\left.(1)\left(x_{0}\right)\right]^{2} f^{(6)}\left(x_{0}\right)}\right.}+ \\
\frac{280 f^{(2)}\left(x_{0}\right)\left[f^{3}\left(x_{0}\right)\right]^{2}}{\left[f^{(1)}\left(x_{0}\right)\right]^{2} f^{(6)}\left(x_{0}\right)}-\frac{1260\left[f^{(2)}\left(x_{0}\right)\right]^{3} f^{(3)}\left(x_{0}\right)}{\left[f^{(1)}\left(x_{0}\right)\right]^{3} f^{(6)}\left(x_{0}\right)}+\frac{945\left[f^{(2)}\left(x_{0}\right)\right]^{5}}{\left[f^{(1)}\left(x_{0}\right)\right]^{4} f^{(6)}\left(x_{0}\right)}
\end{array}\right]- \\
& \cdots+\frac{(-1)^{n}\left[f\left(x_{0}\right)-y_{0}\right]^{n}}{n!} \cdot D^{(\mathrm{n})}\left[f^{-1}\left[f\left(x_{0}\right)\right]\right]
\end{align*}
$$

Proof. Whilst this result follows from Theorem 1 by considering $f(x)-y_{0}$ rather than $f(x)$, it is informative to provide a direct proof: With $g(x)=f(x)-y_{0}$, it follows that $g^{-1}(0)=x_{0}$. Consider an initial approximation of $x_{0}$ to $x_{0}$. The Taylor series approximation for $g^{-1}$ at the point $\left(y_{0}, x_{0}\right), y_{0}=f\left(x_{0}\right)-y_{0}$, is

$$
\begin{gather*}
t_{n}^{I}(y)=g^{-1}\left(y_{0}\right)+\left(y-y_{0}\right) D\left[g^{-1}\left(y_{0}\right)\right]+\frac{\left(y-y_{0}\right)^{2}}{2} \cdot D^{(2)}\left[g^{-1}\left(y_{0}\right)\right]+\cdots+ \\
\frac{\left(y-y_{0}\right)^{n}}{n!} \cdot D^{(n)}\left[g^{-1}\left(y_{0}\right)\right] \tag{16}
\end{gather*}
$$

For the case of $y=0$, the definitions of $g^{-1}\left(y_{0}\right)=x_{0}$ and $y_{0}=g\left(x_{0}\right)=f\left(x_{0}\right)-y_{0}$ yield the $n$ th-order approximation, $x_{n}^{I}$, to $x_{0}$ according to

$$
\begin{gather*}
x_{n}^{I}=t_{n}^{I}(0)=x_{0}-\left[f\left(x_{0}\right)-y_{0}\right] D\left[g^{-1}\left(y_{0}\right)\right]+\frac{\left[f\left(x_{0}\right)-y_{0}\right]^{2}}{2} \cdot D^{(2)}\left[g^{-1}\left(y_{0}\right)\right]+\cdots+  \tag{17}\\
\frac{(-1)^{n}\left[f\left(x_{0}\right)-y_{0}\right]^{n}}{n!} \cdot D^{(n)}\left[g^{-1}\left(y_{0}\right)\right]
\end{gather*}
$$

and with an error given by

$$
\begin{equation*}
\epsilon_{n}^{I}\left(y_{o}\right)=x_{0}-x_{n}^{I}=\frac{(-1)^{n+1}\left[f\left(x_{0}\right)-y_{0}\right]^{n+1}}{(n+1)!} \cdot D^{(n+1)}\left[g^{-1}\left(y_{k}\right)\right], \quad y_{k} \in\left[0, y_{0}\right] \tag{18}
\end{equation*}
$$

Consider the point $x_{0}$ and the definition of $y_{0}$ according to $y_{0}=g\left(x_{0}\right)=f\left(x_{0}\right)-y_{0}$. Thus, $y_{0}+y_{0}=f\left(x_{0}\right)$ and, hence, $x_{0}=f^{-1}\left(y_{0}+y_{0}\right)=g^{-1}\left(y_{0}\right)$. It then follows, by considering the derivative of $g^{-1}$ at the point $y_{0}$, that

$$
\begin{align*}
\frac{d}{d y}\left[g^{-1}\left(y_{0}\right)\right] & =\left.\frac{1}{g^{(1)}\left(x_{0}\right)}\right|_{x_{0}=g^{-1}\left(y_{0}\right)}=\left.\frac{1}{f^{(1)}\left(x_{0}\right)}\right|_{x_{0}=f^{-1}\left(y_{0}+y_{0}\right)}  \tag{19}\\
& =\frac{d}{d y}\left[f^{-1}\left(y_{0}+y_{0}\right)\right]=\frac{d}{d y}\left[f^{-1}\left[f\left(x_{0}\right]\right]\right.
\end{align*}
$$

and it then follows that

$$
\begin{equation*}
D^{(k)}\left[g^{-1}\left(y_{0}\right)\right]=D^{(k)}\left[f^{-1}\left[f\left(x_{0}\right]\right], \quad k \in\{1,2, \cdots\} .\right. \tag{20}
\end{equation*}
$$

The required result, as stated by (14), then follows.

### 2.3. Notes

Consider an initial approximation of $f_{0}^{-1}$ for the inverse function $f^{-1}$. For a given value of $y$, the initial approximation of $x_{0}$ to $f^{-1}(y)$ is given by $f_{0}^{-1}(y)$, and the first-order approximation for $f^{-1}$, consistent with (15), is

$$
\begin{equation*}
f_{1}^{-1}(\mathrm{y})=f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]} \tag{21}
\end{equation*}
$$

This result is identical to the approximation arising from the Newton-Raphson method. The second- and third-order approximations are:

$$
\begin{gather*}
f_{2}^{-1}(\mathrm{y})=f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}-\frac{\left[f\left[f_{0}^{-1}(\mathrm{y})\right]-y\right]^{2} f^{(2)}\left[f_{0}^{-1}(\mathrm{y})\right]}{2\left[f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]\right]^{3}}  \tag{22}\\
f_{3}^{-1}(\mathrm{y})=f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}-\frac{\left.\left[f\left[f_{0}^{-1}(\mathrm{y})\right]-y\right]\right)^{2}(2)\left[f_{0}^{-1}(\mathrm{y})\right]}{2\left[f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]\right]^{3}}- \\
\frac{\left.\left[f\left[f_{0}^{-1}(\mathrm{y})\right]-y\right]\right]^{3} f^{(3)}\left[f_{0}^{-1}(\mathrm{y})\right]}{6\left[f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]\right]^{4}} \cdot\left[-1+\frac{3\left[f^{(2)}\left[f_{0}^{-1}(\mathrm{y})\right]\right]^{2}}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right] f^{(3)}\left[f_{0}^{-1}(\mathrm{y})\right]}\right] \tag{23}
\end{gather*}
$$

### 2.4. Notes on Convergence

### 2.4.1. Convergence of Schröder Approximations

Consider the illustration of $f, f^{-1}, g, g^{-1}$ and the initial approximation $f_{0}^{-1}$ shown in Figure 2. For fixed $y$, with a value $y_{0}$, the goal is for the initial approximation $x_{0}=f_{0}^{-1}\left(y_{0}\right)$ to $f^{-1}\left(y_{0}\right)$ to yield a value of $y_{0}=g\left(x_{0}\right)=f\left(x_{0}\right)-y_{0}$ which is such that the region of convergence of the Taylor series approximation for $g^{-1}$, based on the point $y_{0}$, includes the origin. When this is the case, convergence of the Schröder approximations is guaranteed at the point $y_{o}$. The goal is for the initial approximation $f_{0}^{-1}$ to be such that this is the case for all values of $y_{o}$ in the domain of $f^{-1}$.

To establish a bound for the region of convergence for a Taylor series for $g^{-1}$, consider the Taylor series for $g$ based on the point $x_{0}$ and for $g^{-1}$ based on the point $y_{0}$ :

$$
\begin{gather*}
y=g\left(x_{0}\right)+\left(x-x_{0}\right) g^{(1)}\left(x_{0}\right)+\frac{\left(x-x_{0}\right)^{2} g^{(2)}\left(x_{0}\right)}{2}+\cdots+\frac{\left(x-x_{0}\right)^{n} g^{(n)}\left(x_{0}\right)}{n!}+\cdots \\
x=g^{-1}\left(y_{0}\right)+\left(y-y_{0}\right) D\left[g^{-1}\left(y_{0}\right)\right]+\frac{\left(y-y_{0}\right)^{2} D^{(2)}\left[g^{-1}\left(y_{0}\right)\right]}{2}+\cdots+  \tag{24}\\
\frac{\left(y-y_{0}\right)^{n} D^{(n)}\left[g^{-1}\left(y_{0}\right)\right]}{n!}+\cdots
\end{gather*}
$$

With the definitions

$$
\begin{align*}
& \Delta_{y}=y-g\left(x_{0}\right)=y-y_{0}, \quad \Delta_{x}=x-g^{-1}\left(y_{0}\right)=x-x_{0}, \\
& c_{k}=\frac{g^{(k)}\left(x_{0}\right)}{k!}, \quad d_{k}=\frac{D^{(k)}\left[g^{-1}\left(y_{0}\right)\right]}{k!}, \quad k \in\{1,2, \cdots\}, \tag{25}
\end{align*}
$$

it follows that

$$
\begin{align*}
& \Delta_{y}=c_{1} \Delta_{x}+c_{2} \Delta_{x}^{2}+\cdots+c_{n} \Delta_{x}^{n}+\cdots \\
& \Delta_{x}=d_{1} \Delta_{y}+d_{2} \Delta_{y}^{2}+\cdots+d_{n} \Delta_{y}^{n}+\cdots \tag{26}
\end{align*}
$$

Equality in the second equation depends on $\left|\Delta_{y}\right|<\operatorname{roc}_{g^{-1}}\left(y_{0}\right)$, where $\operatorname{roc}_{g^{-1}}$ is the region of convergence for the Taylor series of $g^{-1}$ at the point $y_{0}$. The following bound due to Landau, e.g., [14], is relevant:

$$
\begin{equation*}
\operatorname{roc}_{g^{-1}}\left(y_{0}\right)>\frac{\operatorname{roc}_{g}\left(x_{0}\right)^{2}\left[g^{(1)}\left(x_{0}\right)\right]^{2}}{6 g_{\max }\left(x_{0}\right)} \tag{27}
\end{equation*}
$$

where $\operatorname{roc}_{g}\left(x_{0}\right)$ is the region of convergence for the Taylor series for $g$ at the point $x_{0}, g_{\text {max }}$ is the maximum value of the magnitude of $g$ within the region of convergence and $g^{(1)}\left(x_{0}\right)$ is assumed to be non-zero.

Thus, the requirement for the initial approximation $x_{0}=f_{0}^{-1}\left(y_{0}\right)$ to $f^{-1}\left(y_{0}\right)$ is for the associated value $y_{0}=f\left(x_{0}\right)-y_{0}$ to have a magnitude that is less than the region of convergence for $g^{-1}$ at the point $y_{0}$. A sufficient condition is

$$
\begin{equation*}
\left|y_{0}\right|<\frac{\operatorname{roc}_{g}\left(x_{0}\right)^{2}\left[g^{(1)}\left(x_{0}\right)\right]^{2}}{6 g_{\max }\left(x_{0}\right)} \tag{28}
\end{equation*}
$$

The goal is for such a bound to hold for all values in the domain of the inverse function. The examples detailed below utilize initial approximations that lead to Schröder approximations with decreasing relative errors, which is indicative of convergence.

### 2.4.2. Relative Error Bound for First-Order Approximation

With an error $\varepsilon_{0}^{I}(y)$ in the initial approximation $f_{0}^{-1}(y)$ to $f^{-1}(y)$, i.e., $f^{-1}(y)=$ $f_{0}^{-1}(y)+\varepsilon_{0}^{I}(y)$, it follows that the error, denoted as $\varepsilon_{1}^{I}(y)$ and in the first-order approximation specified by (21), is

$$
\begin{align*}
\varepsilon_{1}^{I}(y)=f^{-1}(y)-f_{1}^{-1}(y)= & -\varepsilon_{0}^{I}(y) \cdot \frac{\varepsilon_{0}^{I}(y) f^{(2)}\left[f^{-1}(y)\right]}{2 f^{(1)}\left[f^{-1}(y)\right]} . \\
& {\left[\begin{array}{c}
1-\frac{\varepsilon_{0}^{I}(y) f^{(3)}\left[f^{-1}(y)\right]}{f^{(2)}\left[f^{-1}(y)\right]} \\
1-\frac{\varepsilon_{0}^{I}(y) f^{(2)}\left[f^{-1}(y)\right]}{f^{(1)}\left[f^{-1}(y)\right]}+\frac{\left[\delta_{0}^{I}(y)\right]^{2} f^{(3)}\left[f^{-1}(y)\right]}{2 f^{(1)}\left[f^{-1}(y)\right]}
\end{array}\right] } \tag{29}
\end{align*}
$$

This result arises from the use of a second-order Taylor series for $f\left[f_{0}^{-1}(y)\right]$, and $f^{(1)}\left[f_{0}^{-1}(y)\right]$, that are based on the point $f^{-1}(y)$.

With the bound

$$
\begin{equation*}
\left|\frac{\varepsilon_{0}^{I}(y) f^{(2)}\left[f^{-1}(y)\right]}{2 f^{(1)}\left[f^{-1}(y)\right]}\right|<\Delta_{1}, \quad y \in \text { domain of } f^{-1}, \tag{30}
\end{equation*}
$$

the error for the first-order Schröder approximation is related to the error associated with the initial approximation $f_{0}^{-1}$ according to

$$
\begin{equation*}
\left|\varepsilon_{1}^{I}(y)\right|<\Delta_{1}\left|\varepsilon_{0}^{I}(y)\right| \tag{31}
\end{equation*}
$$

assuming the bracketed term in (29) is close to unity. With such approximations, the relationship between the relative error bounds of the original and the first-order Schröder approximations is

$$
\begin{equation*}
\mathrm{re}_{B, 1}<\Delta_{1} \mathrm{re}_{B, 0} . \tag{32}
\end{equation*}
$$

The validity of this relationship depends on the nature of the function being approximated and the initial approximation being used. For example, this relationship is accurate for the approximations noted below for the inverse Langevin function but not for the approximations considered for arcsine.

### 2.5. Special Case: Ratio of Two Functions

Consider the case where $f(x)=n(x) / d(x)$ is the ratio of two functions and the inverse $f^{-1}$ is to be approximated. The following preliminary result facilitates this.

Lemma 1. Higher-order Derivatives of Ratio of Two Functions. For the case where $f$ is a differentiable function for all orders, and defined according to $f(x)=n(x) / d(x)$, it is the case that

$$
f^{(k)}(x)=\frac{n_{k}(x)}{d^{k+1}(x)}, \quad\left\{\begin{array}{l}
n_{1}(x)=d(x) n^{(1)}(x)-n(x) d^{(1)}(x)  \tag{33}\\
n_{k}(x)=d(x) n_{k-1}^{(1)}(x)-k n_{k-1}(x) d^{(1)}(x)
\end{array}\right.
$$

Proof. The proof is detailed in Appendix B.
Approximations for the Inverse of $f(x)=n(x) / d(x)$
The iterative formula detailed in Lemma 1 is the basis for the explicit results detailed in Theorem 3.

Theorem 3. Approximation for the inverse of $f(x)=n(x) / d(x)$. For the case where $f$ is differentiable, up to the order of approximation being considered, and monotonic in the interval of interest, the first- to fourth-order approximations for the inverse of $f(x)=n(x) / d(x)$, based on an initial approximating function, $f_{0}^{-1}$, are:

$$
\begin{align*}
& f_{1}^{-1}(y)=f_{0}^{-1}(y)-\left[n\left[f_{0}^{-1}(y)\right]-y d\left[f_{0}^{-1}(y)\right]\right] \cdot \frac{d\left[f_{0}^{-1}(y)\right]}{n_{1}\left[f_{0}^{-1}(y)\right]}  \tag{34}\\
& f_{2}^{-1}(y)=f_{0}^{-1}(y)-\left[n\left[f_{0}^{-1}(y)\right]-y d\left[f_{0}^{-1}(y)\right]\right] \cdot \frac{d\left[f_{0}^{-1}(y)\right]}{n_{1}\left[f_{0}^{-1}(y)\right]}- \\
& \quad\left[n\left[f_{0}^{-1}(y)\right]-y d\left[f_{0}^{-1}(y)\right]\right]^{2} \cdot \frac{n_{2}\left[f_{0}^{-1}(y)\right] d\left[f_{0}^{1}(y)\right]}{2 n_{1}^{3}\left[f_{0}^{-1}(y)\right]} \tag{35}
\end{align*}
$$

Proof. These results follow from Theorem 2 and the derivative results stated in Lemma 1 and Appendix C.

### 2.6. Newton-Raphson Iteration

Given an initial approximation $f_{0}^{-1}$ for $f^{-1}$, Newton-Raphson iteration yields the approximation $f_{1}^{-1}$, as specified by (21). Newton-Raphson iteration, based on $f_{1}^{-1}$, yields the second-order approximation

$$
\begin{align*}
f_{2}^{-1}(\mathrm{y}) & =f_{1}^{-1}(\mathrm{y})-\frac{f\left[f_{1}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{1}^{-1}(\mathrm{y})\right]} \\
& =f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}-\frac{f\left[f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}\right]} \tag{38}
\end{align*}
$$

A third iteration yields:

$$
\begin{align*}
& f_{3}^{-1}(\mathrm{y})= f_{2}^{-1}(\mathrm{y})- \\
&=f_{0}^{-1}(\mathrm{y})- \frac{f\left[f_{2}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{2}^{-1}(\mathrm{y})\right]} \\
& f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]-y  \tag{39}\\
& f\left[\frac{f\left[f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}\right]}-\right. \\
& \frac{\left.[\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}-\frac{f\left[f_{0}^{-1}(\mathrm{y})-\frac{f^{-1}\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}\right]}\right]-y}{\left[f^{(1)}\left[f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}-\frac{f\left[f_{0}^{-1}(\mathrm{y})-\frac{f\left[f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})-\frac{\left.f f_{0}^{-1}(\mathrm{y})\right]-y}{f^{(1)}\left[f_{0}^{-1}(\mathrm{y})\right]}\right]}\right]\right.}
\end{align*}
$$

and similarly for higher-order iteration. Note the complexity associated with functions of functions, which increases with iteration. For the convergent case, Newton-Raphson iteration exhibits quadratic convergence.

### 2.7. Notes

Whilst the geometry associated with the Newton-Raphson method for establishing an approximation to the root of a function is compelling, its natural generalization via higherorder Taylor series is problematic. In contrast, the indirect approach of utilizing a Taylor series based on the inverse function leads to explicit approximation expressions-Schröder's approximations of the first kind-for all orders. There is pedagogical value in such an approach.

Figure 3 illustrates the potential interaction between high-order approximations, for example, via a high-order Schröder approximation, and utilizing iteration, for example, via Newton-Raphson iteration, to establish highly accurate analytical approximations for an inverse function given an initial low-accuracy approximation. A combination of a first-order Newton-Raphson iteration based on a modest-order Schröder approximation can lead to a good compromise between accuracy and complexity.


Figure 3. Illustration of the interaction between direct high order approximation, and iteration, to obtain accurate analytical inverse function approximations.

Note that a Schröder approximation is a means to establish a higher-accuracy approximation given an initial approximation with modest accuracy. The new improved approximation can then be used as the base approximation for Newton-Raphson iteration with, potentially, quadratic convergence.

The following four sections detail the establishment of accurate analytical approximations, based on initial approximations with modest relative error bounds, for arcsine, the inverse of $x-\sin (x)$, the inverse Langevin function and the Lambert $W$ function.

In many instances, the initial approximation for the inverse function to be approximated is defined in a custom manner. Point-based approximations such as Taylor series expansions, for example, often do not lead to suitable initial approximations as such approx-
imations of a fixed order, whilst having a low error at the point of approximation, generally have an increasing error, and potentially an increasing relative error, as the distance from the point of approximation increases. This situation is illustrated in Figure 2 of [15], where the relative errors in Taylor series approximations for arcsine are detailed.

## 3. Example I: Analytical Approximations for Arcsine

Given an approximation for arcsine, approximations for arccosine and arctangent readily follow from the relationships, e.g., [16] (p. 57, Equations (1.623) and (1.624)):

$$
\begin{gather*}
\operatorname{acos}(y)=\frac{\pi}{2}-\operatorname{asin}(y), \quad \operatorname{acos}(y)=\operatorname{asin}\left[\sqrt{1-y^{2}}\right], \quad 0 \leq y \leq 1  \tag{40}\\
\quad \operatorname{atan}(y)=\operatorname{asin}\left[\frac{y}{\sqrt{1+y^{2}}}\right]=\frac{\pi}{2}-\operatorname{asin}\left[\frac{1}{\sqrt{1+y^{2}}}\right], \quad 0 \leq y<\infty . \tag{41}
\end{gather*}
$$

Naturally, there are many approximations for arcsine, and an overview of published approximations and new results for arcsine, arccosine and arctangent is provided in [15]. Graphs of arcsine and arccosine are shown in Figure 4.


Figure 4. Graph of $y=f(x)=\sin (x), x=f^{-1}(y)=\operatorname{asin}(y), y=g(x)=\cos (x)$ and $x=g^{-1}(y)=\operatorname{acos}(y)$ for $0 \leq x<\pi / 2,0 \leq y<1$.

### 3.1. General Schröder-Based Approximations

Consider $y=f(x)=\sin (x), 0 \leq x<\pi / 2$ and an initial approximation $f_{0}^{-1}$ for the inverse function $x=f^{-1}(y)=\operatorname{asin}(y), 0 \leq y<1$. Consistent with Theorem 2, the first- to fourth-order general approximations for arcsine are:

$$
\begin{gather*}
f_{1}^{-1}(\mathrm{y})=f_{0}^{-1}(\mathrm{y})-\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y}{\cos \left[f_{0}^{-1}(\mathrm{y})\right]}  \tag{42}\\
f_{2}^{-1}(\mathrm{y})=f_{0}^{-1}(\mathrm{y})-\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y}{\cos \left[f_{0}^{-1}(\mathrm{y})\right]}+\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]\left[\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y\right]^{2}}{2 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{3}}  \tag{43}\\
f_{3}^{-1}(\mathrm{y})=f_{0}^{-1}(\mathrm{y})-\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y}{\cos \left[f_{0}^{-1}(\mathrm{y})\right]}+\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]\left[\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y\right]^{2}}{2 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{3}}-  \tag{44}\\
\frac{\left[\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y\right]^{3}}{6 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{3}} \cdot\left[1+\frac{3 \sin \left[f_{0}^{-1}(\mathrm{y})\right]^{2}}{\cos \left[f_{0}^{-1}(\mathrm{y})\right]^{2}}\right]
\end{gather*}
$$

$$
\begin{align*}
& f_{4}^{-1}(\mathrm{y})= f_{0}^{-1}(\mathrm{y})-\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y}{\cos \left[f_{0}^{-1}(\mathrm{y})\right]}+\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]\left[\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y\right]^{2}}{2 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{3}}- \\
& \frac{\left[\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y\right]^{3}}{6 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{3}} \cdot\left[1+\frac{3 \sin \left[f_{0}^{-1}(\mathrm{y})\right]^{2}}{\cos \left[f_{0}^{-1}(\mathrm{y})\right]^{2}}\right]+  \tag{45}\\
& \frac{3 \sin \left[f_{0}^{-1}(\mathrm{y})\right]\left[\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y\right]^{4}}{8 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{5}} \cdot\left[1+\frac{5 \sin \left[f_{0}^{-1}(\mathrm{y})\right]^{2}}{3 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{2}}\right]
\end{align*}
$$

### 3.1.1. Initial Approximations

Consider the published approximations for arcsine [17], [15] (Equations (10) and (31)) and [13] (p. 81, Equation (4.4.46)):

$$
\begin{gather*}
f_{0,1}^{-1}(\mathrm{y})=\frac{\pi y}{2+\sqrt{1-y^{2}}}  \tag{46}\\
f_{0,2}^{-1}(\mathrm{y})=\alpha_{0}[1-\sqrt{1-y}]+\alpha_{1} y+\alpha_{2} y^{2}, \\
\alpha_{0}=\frac{\pi}{2}-\frac{1306}{10000}, \quad \alpha_{1}=\frac{10653}{10000}-\frac{\pi}{4}, \quad \alpha_{2}=\frac{\pi}{4}-\frac{9347}{10000}  \tag{47}\\
f_{0,3}^{-1}(\mathrm{y})=\frac{\pi}{2}-\sqrt{\frac{\pi^{2}}{4}-\pi y+y^{2}+c_{2,3} y^{3}+c_{2,4} y^{4}+c_{2,5} y^{5}}  \tag{48}\\
c_{2,3}=\frac{16}{3}+6 \pi-\frac{5 \pi^{2}}{2}, \quad c_{2,4}=\frac{-35}{3}-8 \pi+\frac{15 \pi^{2}}{4}, \quad c_{2,5}=\frac{16}{3}+3 \pi-\frac{3 \pi^{2}}{2} \\
f_{0,4}^{-1}(\mathrm{y})=\frac{\pi}{2}-\sqrt{1-y \cdot} \cdot\left[\alpha_{0}+\alpha_{1} y+\alpha_{2} y^{2}+\cdots+\alpha_{7} y^{7}\right] \\
\alpha_{0}=\frac{\pi}{2}, \quad \alpha_{1}=-0.2145988016, \quad \alpha_{2}=0.0889789874, \\
\alpha_{3}=-0.0501743046, \quad \alpha_{4}=0.0308918810, \quad \alpha_{5}=-0.0170881256, \\
\alpha_{6}=0.0066700901, \quad \alpha_{7}=-0.0012624911 \tag{49}
\end{gather*}
$$

which have the respective relative error bounds, for the interval [ 0,1 , of $4.72 \times 10^{-2}$, $3.62 \times 10^{-3}, 3.64 \times 10^{-4}$ and $3.04 \times 10^{-6}$.

### 3.1.2. Explicit Approximations

For example, the third approximation given by (48), when used in the general first- and second-order Schröder approximations specified by (42) and (43), yields the following approximations:

$$
\begin{gather*}
f_{1}^{-1}(\mathrm{y})=\frac{\pi}{2}-  \tag{50}\\
\frac{\sqrt{\frac{\pi^{2}}{4}-\pi y+y^{2}+c_{2,3} y^{3}+c_{2,4} y^{4}}+c_{2,5} y^{5}}{}- \\
f_{2}^{-1}(\mathrm{y})=\frac{\cos \left[\sqrt{\frac{\pi^{2}}{4}-\pi y+y^{2}+c_{2,3} y^{3}+c_{2,4} y^{4}+c_{2,5} y^{5}}\right]-y}{\sin \left[\sqrt{\frac{\pi^{2}}{4}-\pi y+y^{2}+c_{2,3} y^{3}+c_{2,4} y^{4}+c_{2,5} y^{5}}\right]}
\end{gather*}
$$

which have, respectively, relative error bounds of $1.78 \times 10^{-8}$ and $3.68 \times 10^{-12}$ for $0 \leq y<1$.

### 3.1.3. Results

The relative error bounds associated with the first- to fourth-order Schröder-based approximations, as specified by (42) to (45), are tabulated in Table 1 for the case of the initial approximations $f_{0}^{-1}$ being specified by (46) to (49). The relative errors associated with the second, third and fourth approximations are illustrated in Figure 5.

Table 1. Relative error bounds, over the interval $[0,1]$, for approximations to arcsine based on the original approximations $f_{0,1}^{-1}, f_{0,2}^{-1}, f_{0,3}^{-1}$ and $f_{0,4}^{-1}$, as specified by (46) to (49).

| Approximation | $f_{0,1}^{-1}$ | $f_{0,2}^{-1}$ | $f_{0,3}^{-\mathbf{1}}$ | $f_{0,4}^{-1}$ |
| :--- | :---: | :---: | :---: | :---: |
| Original approximation | $4.72 \times 10^{-2}$ | $3.62 \times 10^{-3}$ | $3.64 \times 10^{-4}$ | $3.04 \times 10^{-6}$ |
| 1st order: (42) | $1.96 \times 10^{-3}$ | $1.84 \times 10^{-5}$ | $1.78 \times 10^{-8}$ | $9.18 \times 10^{-16}$ |
| 2nd order: (43) | $3.39 \times 10^{-4}$ | $2.46 \times 10^{-7}$ | $3.68 \times 10^{-12}$ | $4.43 \times 10^{-22}$ |
| 3rd order: (44) | $8.93 \times 10^{-5}$ | $4.43 \times 10^{-9}$ | $7.22 \times 10^{-16}$ | $1.27 \times 10^{-30}$ |
| 4th order: (45) | $2.91 \times 10^{-5}$ | $9.37 \times 10^{-11}$ | $1.71 \times 10^{-19}$ | $3.44 \times 10^{-37}$ |
| 5th order | $1.08 \times 10^{-5}$ | $2.18 \times 10^{-12}$ | $4.26 \times 10^{-23}$ | $1.95 \times 10^{-45}$ |
| NR—1st iteration: (57) | $1.96 \times 10^{-3}$ | $1.84 \times 10^{-5}$ | $1.78 \times 10^{-8}$ | $9.18 \times 10^{-16}$ |
| NR—2nd iteration: (58) | $1.28 \times 10^{-5}$ | $8.87 \times 10^{-10}$ | $6.52 \times 10^{-17}$ | $4.94 \times 10^{-32}$ |
| NR—3rd iteration: (59) | $1.29 \times 10^{-9}$ | $3.54 \times 10^{-18}$ | $1.05 \times 10^{-33}$ | $1.12 \times 10^{-63}$ |
| NR—4th iteration | $2.76 \times 10^{-17}$ | $9.56 \times 10^{-35}$ | $2.92 \times 10^{-67}$ | $2.70 \times 10^{-126}$ |



Figure 5. Graph of the relative errors in approximations to asin $(y)$.
From the results detailed in Table 1, and for a set initial approximation, the clear improvement achieved by utilizing a higher-order approximation form is evident. Also evident is the improvement, for a set order of approximation, achieved by utilizing an initial approximation with a lower relative error bound.

### 3.2. Newton-Raphson Iteration

Consider an initial approximation $f_{0}^{-1}$ for arcsine. Consistent with (21), (38) and (39), Newton-Raphson iteration leads to the following result:

$$
\begin{align*}
\operatorname{asin}(y)= & s_{0}(y)+s_{1}(y)+s_{2}(y)+\cdots \\
s_{i}(y)=- & \frac{\sin \left[s_{0}(y)+s_{1}(y)+\cdots+s_{i-1}(y)\right]-y}{\cos \left[s_{0}(y)+s_{1}(y)+\cdots+s_{i-1}(y)\right]}  \tag{52}\\
& i \in\{1,2, \cdots\}, \quad s_{0}(y)=f_{0}^{-1}(y),
\end{align*}
$$

where

$$
\begin{gather*}
s_{1}(y)=-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}  \tag{53}\\
s_{2}(y)=-\frac{\sin \left[f_{0}^{-1}(y)+s_{1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)+s_{1}(y)\right]}=-\frac{\sin \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}\right]-y}{\cos \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}\right]} \tag{54}
\end{gather*}
$$

$$
\begin{gather*}
s_{3}(y)=-\frac{\sin \left[f_{0}^{-1}(y)+s_{1}(y)+s_{2}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)+s_{1}(y)+s_{2}(y)\right]}  \tag{55}\\
s_{4}(y)=-\frac{\sin \left[f_{0}^{-1}(y)+s_{1}(y)+s_{2}(y)+s_{3}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)+s_{1}(y)+s_{2}(y)+s_{3}(y)\right]} \tag{56}
\end{gather*}
$$

Explicit general first-, second- and third-order approximations are:

$$
\begin{gather*}
f_{1}^{-1}(y)=f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}  \tag{57}\\
f_{2}^{-1}(y)=f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}-\frac{\sin \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}\right]-y}{\cos \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}\right]}  \tag{58}\\
f_{3}^{-1}(y)=f_{2}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}-\frac{\sin \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}\right]-y}{\cos \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}\right]}\right]-y}{\cos \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}-\frac{\sin \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}\right]-y}{\cos \left[f_{0}^{-1}(y)-\frac{\sin \left[f_{0}^{-1}(y)\right]-y}{\cos \left[f_{0}^{-1}(y)\right]}\right]}\right]} \tag{59}
\end{gather*}
$$

With $f_{0}^{-1}$ specified by (46) to (49), the relative error bounds associated with these approximations are detailed in Table 1.

### 3.3. Hybrid Approximation

A first-order Newton-Raphson iteration, based on the second-order Schröder approximation $f_{2}^{-1}$ as specified by (43), is

$$
\begin{align*}
\operatorname{asin}(y) \approx & f_{2}^{-1}(y)-\frac{\sin \left[f_{2}^{-1}(y)\right]-y}{\cos \left[f_{2}^{-1}(y)\right]} \\
= & f_{0}^{-1}(\mathrm{y})-\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y}{\cos \left[f_{0}^{-1}(\mathrm{y})\right]}+\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]\left[\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y\right]^{2}}{2 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{3}}- \\
& \left.\left.\frac{\sin \left[f_{0}^{-1}(\mathrm{y})-\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y}{\cos \left[f_{0}^{-1}(\mathrm{y})\right]}+\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]\left[\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y\right]^{2}}{2 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{3}}\right]-y}{2 \cos \left[f_{0}^{-1}(\mathrm{y})\right]^{3}}\right]-y\right]^{2} \tag{60}
\end{align*}
$$

For the case where $f_{0}^{-1}$, as defined by (48), is used in this equation, the relative error bound is $2.69 \times 10^{-24}$. Thus, an analytical approximation of modest complexity but with high accuracy. For comparison, $f_{0}^{-1}$, as defined by (48), has a relative error bound of $3.64 \times 10^{-4}$, and the associated second-order Schröder approximation (43) has a relative error bound of $3.68 \times 10^{-12}$.

### 3.4. Applications

### 3.4.1. Lower Bound

The approximation $f_{0,3}^{-1}$ given by (48) is a lower bound for arcsine [15] (Equation (112)). Simulation results indicate that the first- to fourth-order approximations, as given by (42)
to (45), and based on $f_{0,3}^{-1}$, are lower bounds with improved accuracy and with the relative error bounds detailed in Table 1. Thus, for example:

$$
\begin{equation*}
f_{2}(y) \leq \operatorname{asin}(y) \tag{61}
\end{equation*}
$$

where $f_{2}$ is the second-order approximation defined by (51) and with a relative error bound of $3.68 \times 10^{-12}$. Upper bounded functions can be defined based on the lower bounded functions, as detailed in [18] (Lemma 1).

### 3.4.2. Integral

Consider the result

$$
\begin{equation*}
\int_{0}^{y} \operatorname{asin}(t) d t=\sqrt{1-y^{2}}-1+y \operatorname{asin}(y), \quad 0<y<1 \tag{62}
\end{equation*}
$$

It then follows, based on the first-order approximation given by (42), that

$$
\begin{equation*}
\int_{0}^{y} \operatorname{asin}(t) d t \approx \sqrt{1-y^{2}}-1+y\left[f_{0}^{-1}(\mathrm{y})-\frac{\sin \left[f_{0}^{-1}(\mathrm{y})\right]-y}{\cos \left[f_{0}^{-1}(\mathrm{y})\right]}\right], \quad 0<y<1 \tag{63}
\end{equation*}
$$

for any function $f_{0}^{-1}$ that is an approximation to arcsine. The use of the approximation $f_{0,3}^{-1}$ (see (48)) in this equation yields the approximation, for $0<y<1$, of

$$
\begin{gather*}
\int_{0}^{y} \operatorname{asin}(t) d t \approx \sqrt{1-y^{2}}-1+\frac{\pi y}{2}-y \sqrt{\frac{\pi^{2}}{4}-\pi y+y^{2}+c_{2,3} y^{3}+c_{2,4} y^{4}+c_{2,5} y^{5}}- \\
\frac{y \sin \left[\sqrt{\frac{\pi^{2}}{4}-\pi y+y^{2}+c_{2,3} y^{3}+c_{2,4} y^{4}+c_{2,5} y^{5}}\right]-y^{2}}{\sin \left[\sqrt{\frac{\pi^{2}}{4}-\pi y+y^{2}+c_{2,3} y^{3}+c_{2,4} y^{4}+c_{2,5} y^{5}}\right]} \tag{64}
\end{gather*}
$$

which has a relative error bound for the interval $(0,1)$ of $3.66 \times 10^{-8}$.

## 4. Example II: Analytical Approximations for Inverse of $x-\operatorname{Sin}(x)$

Whilst $f(x)=x-\sin (x)$ is a simple elementary function, establishing its inverse is not straightforward as $f^{(1)}(x)=0, x \in\{0,2 \pi, 4 \pi, \cdots\}$, and derivatives of all orders of $f^{-1}$ are undefined at the origin. Graphs of $f$ and $f^{-1}$ are shown in Figure 6.


Figure 6. Graphs of $f(x)=x-\sin (x)$ and its inverse $f^{-1}(y)$.
As $f(x)=x-\sin (x)$ is the summation of a linear function and a periodic function, and as it is anti-symmetric around the point $(\pi, \pi)$ when considering the interval $[0,2 \pi]$, it is sufficient to find an approximation for $f^{-1}$ over the interval $[0, \pi)$. The proofs for the required results:

$$
\begin{align*}
& f^{-1}(y)=f^{-1}(y-2 k \pi)+2 k \pi, \quad 2 k \pi \leq y<2 k \pi+2 \pi, \\
& f^{-1}(y)=2 \pi-f^{-1}(2 \pi-y), \quad y \in[\pi, 2 \pi), \tag{65}
\end{align*}
$$

are detailed in Appendix D.

### 4.1. Initial Approximation for $f^{-1}$

To define an initial approximation with a bounded relative error, consider a Taylor series at the origin for $f(x)=x-\sin (x)$ which is

$$
\begin{equation*}
y=f(x) \approx \frac{x^{3}}{6}-\frac{x^{5}}{5!}+\frac{x^{7}}{7!}+\cdots \tag{66}
\end{equation*}
$$

By utilizing the first term in this series, an initial approximation for $f^{-1}$ of

$$
\begin{equation*}
f^{-1}(y) \approx 6^{1 / 3} y^{1 / 3} \tag{67}
\end{equation*}
$$

can be defined that is accurate for $|y| \ll 1$. An affine component can be added to this approximation to ensure equality of the new approximation to $f^{-1}$ at the end point, $\pi$, of the interval of interest. As $f^{-1}(\pi)=\pi$, the approximation is

$$
\begin{equation*}
f^{-1}(y) \approx c_{0} y^{1 / 3}+c_{1} y, \quad c_{0}=6^{1 / 3}, \quad c_{1}=1-\frac{6^{1 / 3}}{\pi^{2 / 3}} \tag{68}
\end{equation*}
$$

and has a relative error bound for the interval $[0, \pi]$ of $1.89 \times 10^{-2}$. Some optimized generalizations are:

$$
\begin{gather*}
f_{0,1}^{-1}(y)=c_{0} y^{1 / 3}+c_{1} y+c_{22} y^{2}(\pi-y), \quad c_{22}=\frac{-133}{10000},  \tag{69}\\
f_{0,2}^{-1}(y)=c_{0} y^{1 / 3}+c_{1} y+c_{32} y^{2}(\pi-y)+c_{33} y^{3}(\pi-y),  \tag{70}\\
c_{32}=\frac{-305}{10000}, \quad c_{33}=\frac{105}{10000}, \\
f_{0,3}^{-1}(y)=c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y), \quad c_{2}=\frac{-449}{10000}, \tag{71}
\end{gather*}
$$

with respective relative error bounds, for the interval $[0, \pi]$, of $8.61 \times 10^{-3}, 5.74 \times 10^{-3}$ and $1.36 \times 10^{-3}$.

### 4.2. General Schröder-Based Approximations

Consistent with Theorem 2, the first- to fourth-order approximations for $f^{-1}$ over the interval $[0, \pi]$, and based on an initial approximation function of the form $f_{0}^{-1}$, are:

$$
\begin{gather*}
f_{1}^{-1}(y)=f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y}{1-\cos \left[f_{0}^{-1}(y)\right]}  \tag{72}\\
f_{2}^{-1}(y)=f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y}{\left.1-\cos f_{0}^{-1}(y)\right]}- \\
\frac{\sin \left[f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y\right]}{2\left[1-\cos \left[f_{0}^{-1}(y)\right]\right]^{3}}  \tag{73}\\
f_{3}^{-1}(y)=f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y}{1-\cos \left[f_{0}^{-1}(y)\right]}- \\
\frac{\sin \left[f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y\right]^{2}}{2\left[1-\cos \left[f_{0}^{-1}(y)\right]\right]^{3}}+  \tag{74}\\
\frac{\left.\cos \left[f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y\right]\right]^{3}}{6\left[1-\cos \left[f_{0}^{-1}(y)\right]\right]^{4}} \cdot\left[1-\frac{3 \sin \left[f_{0}^{-1}(y)\right]^{2}}{\left.\cos \left[f_{0}^{-1}(y)\right]\left[1-\cos \left[f_{0}^{-1}(y)\right]\right]\right]}\right]
\end{gather*}
$$

$$
\begin{align*}
f_{4}^{-1}(y)= & f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y}{1-\cos \left[f_{0}^{-1}(y)\right]}- \\
& \frac{\sin \left[f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y\right]^{2}}{2\left[1-\cos \left[f_{0}^{-1}(y)\right]\right]^{3}}+ \\
& \frac{\cos \left[f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y\right]^{3}}{6\left[1-\cos \left[f_{0}^{-1}(y)\right]\right]^{4}} \cdot\left[1-\frac{3 \sin \left[f_{0}^{-1}(y)\right]^{2}}{\cos \left[f_{0}^{-1}(y)\right]\left[1-\cos \left[f_{0}^{-1}(y)\right]\right]}\right]+  \tag{75}\\
& \frac{\sin \left[f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y\right]^{4}}{24\left[1-\cos \left[f_{0}^{-1}(y)\right]\right]^{5}} \cdot\left[1+\frac{10 \cos \left[f_{0}^{-1}(y)\right]}{1-\cos \left[f_{0}^{-1}(y)\right]}-\frac{15 \sin \left[f_{0}^{-1}(y)\right]^{2}}{\left[1-\cos \left[f_{0}^{-1}(y)\right]\right]^{2}}\right]
\end{align*}
$$

Examples
Based on the approximation $f_{0,3}^{-1}(y)$ specified in (71), the first- and second-order approximations for the interval $[0, \pi]$, and arising from (72) and (73), respectively, are:

$$
\begin{align*}
f^{-1}(y) \approx & c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)- \\
& \frac{c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)-\sin \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]-y}{1-\cos \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]}  \tag{76}\\
f^{-1}(y) \approx & c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)- \\
& \frac{c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)-\sin \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]-y}{1-\cos \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]}- \\
& \sin \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right] .  \tag{77}\\
& \frac{\left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)-\sin \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]-y\right]^{2}}{2\left[1-\cos \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]\right]^{3}}
\end{align*}
$$

The respective relative error bounds associated with these approximations are $1.13 \times 10^{-6}$ and $2.44 \times 10^{-9}$.

### 4.3. Newton-Raphson Iteration

Second-order Newton-Raphson iteration, consistent with (38) and based on the approximation $f_{0}^{-1}(y)$, yields the general approximation form

$$
\begin{align*}
f_{2}^{-1}(y) & =f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y}{1-\cos \left[f_{0}^{-1}(y)\right]}- \\
& \frac{f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y}{1-\cos \left[f_{0}^{-1}(y)\right]}-\sin \left[f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y}{1-\cos \left[f_{0}^{-1}(y)\right]}\right]-y}{1-\cos \left[f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-\sin \left[f_{0}^{-1}(y)\right]-y}{1-\cos \left[f_{0}^{-1}(y)\right]}\right]} \tag{78}
\end{align*}
$$

which has a relative error bound of $7.92 \times 10^{-13}$ when the approximation specified in (71) is utilized for $f_{0}^{-1}$. The resulting approximation is of comparable complexity to the third-order Schröder approximation detailed in (74), which yields a similar relative error bound of $5.52 \times 10^{-12}$ when the initial approximation specified in (71) is used.

### 4.4. Results

The relative error bounds associated with the approximations defined by (69) to (71) are tabulated in Table 2.

Table 2. Relative error bounds, over the interval $[0, \pi]$, for approximations to the inverse of $x-\sin (x)$ and based on the original approximations $f_{0,1}^{-1}, f_{0,2}^{-1}$ and $f_{0,3}^{-1}$ as defined by (69) to (71).

| Approximation | $f_{0,1}^{-1}$ | $f_{0,2}^{-1}$ | $f_{0,3}^{-1}$ |
| :--- | :---: | :---: | :---: |
| Original approximation | $8.61 \times 10^{-3}$ | $5.74 \times 10^{-3}$ | $1.36 \times 10^{-3}$ |
| 1st order: (72) | $6.13 \times 10^{-5}$ | $2.93 \times 10^{-5}$ | $1.13 \times 10^{-6}$ |

Table 2. Cont.

| Approximation | $f_{0,1}^{-1}$ | $f_{0,2}^{-1}$ | $f_{0,3}^{-\mathbf{1}}$ |
| :--- | :---: | :---: | :---: |
| 2nd order: (73) | $8.24 \times 10^{-7}$ | $2.67 \times 10^{-7}$ | $2.44 \times 10^{-9}$ |
| 3rd order: (74) | $1.31 \times 10^{-8}$ | $2.91 \times 10^{-9}$ | $5.52 \times 10^{-12}$ |
| 4th order: (75) | $2.28 \times 10^{-10}$ | $3.49 \times 10^{-11}$ | $1.42 \times 10^{-14}$ |
| 5th order | $4.23 \times 10^{-12}$ | $4.43 \times 10^{-13}$ | $3.83 \times 10^{-17}$ |
| NR—1st iteration: (72) | $6.13 \times 10^{-5}$ | $2.93 \times 10^{-5}$ | $1.13 \times 10^{-6}$ |
| NR—2nd iteration: (78) | $3.18 \times 10^{-9}$ | $7.69 \times 10^{-10}$ | $7.92 \times 10^{-13}$ |
| NR—3rd iteration | $8.61 \times 10^{-18}$ | $5.31 \times 10^{-19}$ | $3.95 \times 10^{-25}$ |
| NR—4th iteration | $6.31 \times 10^{-35}$ | $2.54 \times 10^{-37}$ | $9.89 \times 10^{-50}$ |

The relative error bounds over the intervals $[k \pi,(k+1) \pi], k \in\{1,2, \cdots\}$, for the inverse of $x-\sin (x)$, naturally, are lower. This is illustrated in Figure 7 where the relative errors for the approximations are shown over the interval $[0,4 \pi]$.


Figure 7. Graph of the relative error in approximations to the inverse of $x-\sin (x)$. Upper three curves: original approximations defined by (69) to (71). Lower three curves: first order approximation as defined by (72).

### 4.5. Applications

The general integral formula for an inverse function (1) leads to

$$
\begin{equation*}
\int_{0}^{y} f^{-1}(\lambda) d \lambda=y f^{-1}(y)-\frac{\left[f^{-1}(y)\right]^{2}}{2}-\cos \left[f^{-1}(y)\right]+1 \tag{79}
\end{equation*}
$$

and approximations arise from utilizing a given approximation for $f^{-1}$. For example, the approximation $f_{0,3}^{-1}$ defined by $(71)$ leads to

$$
\begin{array}{r}
\int_{0}^{y} f^{-1}(\lambda) d \lambda \approx y\left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]-\frac{1}{2}\left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]^{2}-  \tag{80}\\
\cos \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]+1, \quad 0<y \leq \pi
\end{array}
$$

which has a relative error bound of $3.20 \times 10^{-6}$ for $[0, \pi]$. Second, the first-order approximation, as specified by (76), yields, for $0<y \leq \pi$ :

$$
\begin{align*}
& \int_{0}^{y} f^{-1}(\lambda) d \lambda \approx y\left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)-\frac{c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)-\sin \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]-y}{1-\cos \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]}\right]- \\
& \frac{1}{2} \quad\left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)-\frac{c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)-\sin \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]-y}{1-\cos \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]}\right]^{2}-  \tag{81}\\
& \cos \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)-\frac{c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)-\sin \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]-y}{1-\cos \left[c_{0} y^{1 / 3}+c_{1} y+c_{2} \sin (y)\right]}+1\right.
\end{align*}
$$

which has a relative error bound of $2.23 \times 10^{-12}$ for $[0, \pi]$.

## 5. Example III: Analytical Approximations for Inverse Langevin Function

The Langevin function is defined according to

$$
\begin{align*}
& y=L(x)= \begin{cases}\operatorname{coth}(x)-\frac{1}{x}, & x \in(0, \infty) \\
0, & x=0\end{cases}  \tag{82}\\
& L(-x)=-L(x)
\end{align*}
$$

and its inverse, $L^{-1}$, has been the subject of research interest over recent decades, e.g., [1,2]. Graphs of $L$ and $L^{-1}$ are shown in Figure 8 for the positive real line case. The use of the standard exponential definition for the hyperbolic cotangent function leads to

$$
\begin{equation*}
y=L(x)=\frac{x-1+(1+x) e^{-2 x}}{x\left(1-e^{-2 x}\right)}=\frac{n(x)}{d(x)} \tag{83}
\end{equation*}
$$

where $n(x)=x-1+(1+x) e^{-2 x}$ and $d(x)=x\left(1-e^{-2 x}\right)$. This form implies, for fixed $y$, that $x=L^{-1}(y)$ is the solution of

$$
\begin{equation*}
e^{-2 x}=\frac{1-x+x y}{1+x+x y} \tag{84}
\end{equation*}
$$



Figure 8. Graph of the Langevin and inverse Langevin functions.

### 5.1. Approximations

For $x, y$ small, a Taylor series approach, e.g., [19], yields the approximation

$$
\begin{equation*}
L^{-1}(y) \approx 3 y+\frac{9 y^{3}}{5}+\frac{297 y^{5}}{175}+\frac{1539 y^{7}}{875}+\cdots, \quad 0 \leq y \ll 1 . \tag{85}
\end{equation*}
$$

For large $x$, consistent with $y$ approaching one, the left-hand side in (84) becomes vanishingly small leading to the approximation

$$
\begin{equation*}
L^{-1}(y) \approx \frac{1}{1-y}, \quad y \rightarrow 1, y<1 \tag{86}
\end{equation*}
$$

The issue, then, is how to incorporate both approximations into a simple expression that is valid for $y \in[0,1)$. Representative approximations for $L^{-1}$ include:

$$
\begin{gather*}
L_{0,1}^{-1}(y)=\frac{3 y}{1-y} \cdot\left[1-\frac{24 y}{25}+\frac{22 y^{2}}{75}\right],  \tag{87}\\
L_{0,2}^{-1}(y)=3 y+\frac{y^{2}}{5} \cdot \sin \left[\frac{7 y}{2}\right]+\frac{y^{3}}{1-y^{\prime}}  \tag{88}\\
L_{0,3}^{-1}(y)=\frac{y\left(3-y^{2}\right)}{1-y^{2}}-\frac{y^{10 / 3}}{2}+3 y^{5}\left(y-\frac{76}{100}\right)(y-1), \tag{89}
\end{gather*}
$$

and are defined, respectively, in [20-22]. Their respective relative error bounds, associated with the interval $[0,1)$, are: $9.69 \times 10^{-3}, 1.79 \times 10^{-3}$ and $7.22 \times 10^{-4}$. The papers $[1,2,20,23,24]$, for example, detail alternative approximations.

### 5.2. General Schröder-Based Approximations

The general approximation forms for the inverse Langevin function that are detailed below are based on the form $L(x)=n(x) / d(x)$, as given by (83). The result for $f^{(k)}(x)=\frac{n_{k}(x)}{d^{k+1}(x)}$, stated in Lemma 1, yields the following results:

$$
\begin{gather*}
n_{1}(x)=1-2 e^{-2 x}-4 x^{2} e^{-2 x}+e^{-4 x}  \tag{90}\\
n_{2}(x)=-2+6 e^{-2 x}+8 x^{3} e^{-2 x}-6 e^{-4 x}+8 x^{3} e^{-4 x}+2 e^{-6 x}  \tag{91}\\
n_{3}(x)=6-24 e^{-2 x}-16 x^{4} e^{-2 x}+36 e^{-4 x}-64 x^{4} e^{-4 x}-24 e^{-6 x}-  \tag{92}\\
16 x^{4} e^{-6 x}+6 e^{-8 x} \\
n_{4}(x)=-24+120 e^{-2 x}+32 x^{5} e^{-2 x}-240 e^{-4 x}+352 x^{5} e^{-4 x}+240 e^{-6 x}+ \\
352 x^{5} e^{-6 x}-120 e^{-8 x}+32 x^{5} e^{-8 x}+24 e^{-10 x} \tag{93}
\end{gather*}
$$

These functions can be used in the general inverse function approximations stated in Theorem 3. With an initial approximation of $f_{0}^{-1}$, the first- and second-order approximations for $L^{-1}$ are:

$$
\begin{gather*}
f_{1}^{-1}(y)=\left.\frac{x[2-x+x y]-2 x\left[2+2 x^{2}+x y\right] e^{-2 x}+x[2+x+x y] e^{-4 x}}{1-2 e^{-2 x}-4 x^{2} e^{-2 x}+e^{-4 x}}\right|_{x=f_{0}^{-1}(y)}  \tag{94}\\
f_{2}^{-1}(y)=\left.\frac{2 x n_{1}^{3}(x)-2 n_{1}^{2}(x) d(x)[n(x)-y d(x)]-n_{2}(x) d(x)[n(x)-y d(x)]^{2}}{2 n_{1}^{3}(x)}\right|_{x=f_{0}^{-1}(y)} \tag{95}
\end{gather*}
$$

Higher-order approximations follow in a similar manner.

### 5.3. Results

The relative error bounds, based on (87) to (89), for approximations to the inverse Langevin function are tabulated in Table 3. The relative errors associated with the original approximations, (87) to (89), and the associated first-order approximations (94) are shown in Figure 9.

Table 3. Relative error bounds over the interval $[0,1)$ for approximations to the inverse Langevin function based on the original approximations $L_{0,1}^{-1}, L_{0,2}^{-1}$ and $L_{0,3}^{-1}$, as given by (87) to (89).

| Approximation | $\boldsymbol{L}_{\mathbf{0 , 1}}^{-\mathbf{1}}$ | $\boldsymbol{L}_{\mathbf{0 , 2}}^{-\mathbf{1}}$ | $\mathbf{L}_{\mathbf{0 , 3}}^{-\mathbf{1}}$ |
| :--- | :---: | :---: | :---: |
| Original approximation | $9.69 \times 10^{-3}$ | $1.79 \times 10^{-3}$ | $7.22 \times 10^{-4}$ |
| 1st order: (94) | $9.39 \times 10^{-5}$ | $3.20 \times 10^{-6}$ | $3.81 \times 10^{-7}$ |
| 2nd order: (95) | $9.11 \times 10^{-7}$ | $5.73 \times 10^{-9}$ | $2.59 \times 10^{-10}$ |
| 3rd order | $8.80 \times 10^{-9}$ | $1.03 \times 10^{-11}$ | $1.73 \times 10^{-13}$ |
| 4th order | $8.55 \times 10^{-11}$ | $1.84 \times 10^{-14}$ | $1.14 \times 10^{-16}$ |
| 5th order | $8.30 \times 10^{-13}$ | $3.28 \times 10^{-17}$ | $7.35 \times 10^{-20}$ |
| NR—1st iteration | $9.39 \times 10^{-5}$ | $3.20 \times 10^{-6}$ | $3.81 \times 10^{-7}$ |
| NR—2nd iteration | $8.80 \times 10^{-9}$ | $1.03 \times 10^{-11}$ | $1.09 \times 10^{-13}$ |
| NR—3rd iteration | $7.74 \times 10^{-17}$ | $1.05 \times 10^{-22}$ | $8.91 \times 10^{-27}$ |
| NR—4th iteration | $5.98 \times 10^{-33}$ | $1.11 \times 10^{-44}$ | $6.03 \times 10^{-53}$ |



Figure 9. Graph of the relative error in approximations to the inverse Langevin function. Upper three curves: original approximations as given by (87) to (89). Lower three curves: associated first order approximations as specified by (94).

### 5.4. Newton-Raphson Iteration

A second-order Newton-Raphson iteration, which is equivalent to a first-order NewtonRaphson iteration, based on the first-order approximation $f_{1}^{-1}$ defined by (94), yields the approximation

$$
\begin{align*}
f_{N R_{2}}^{-1}(\mathrm{y}) & =f_{1}^{-1}(\mathrm{y})-\frac{f\left[f_{1}^{-1}(\mathrm{y})\right]-y}{f(1)\left[f_{1}^{-1}(\mathrm{y})\right]} \\
& =f_{1}^{-1}(\mathrm{y})-\frac{\left[n\left[f_{1}^{-1}(y)\right]-y d\left[f_{1}^{-1}(y)\right]\right] d\left[f_{1}^{-1}(y)\right]}{n_{1}\left[f_{1}^{-1}(y)\right]} \tag{96}
\end{align*}
$$

For the case of initial approximations defined by (87) to (89), i.e.,

$$
\begin{align*}
& f_{1}^{-1}(y)= \\
& \left.\quad \frac{x[2-x+x y]-2 x\left[2+2 x^{2}+x y\right] e^{-2 x}+x[2+x+x y] e^{-4 x}}{1-2 e^{-2 x}+4 x^{2} e^{-2 x}+e^{-4 x}}\right|_{x \in\left\{L_{0,1}^{-1}(y), L_{0,2}^{-1}(y), L_{0,3}^{-1}(y)\right\}} \tag{97}
\end{align*}
$$

the relative error bounds for the interval [ 0,1 ), respectively, are $8.80 \times 10^{-9}, 1.03 \times 10^{-11}$ and $1.09 \times 10^{-13}$.

### 5.5. Applications

As $\int_{0}^{x} L(\lambda) d \lambda=\ln [\sinh (x)]-\ln (x)$, the general integral result, as given by (1), yields

$$
\begin{equation*}
\int_{0}^{y} L^{-1}(\lambda) d \lambda=y L^{-1}(y)+\ln \left[L^{-1}(y)\right]-\ln \left[\sinh \left[L^{-1}(y)\right]\right], \quad y \in(0,1) \tag{98}
\end{equation*}
$$

and approximations then follow. For example, the approximation $f_{1}^{-1}$ (see (94)) yields the relative error bounds for the integral of the inverse Langevin function, respectively, of $2.72 \times 10^{-9}, 2.02 \times 10^{-12}$ and $8.78 \times 10^{-14}$ for the cases of $f_{0}^{-1}$ specified by (87) to (89).

Direct integration of the original approximations, as given by (87) to (89), yields the approximations

$$
\begin{gather*}
\int_{0}^{y} L^{-1}(\lambda) d \lambda \approx-y+y^{2}-\frac{22 y^{3}}{75}-\ln (1-y)  \tag{99}\\
\int_{0}^{y} L^{-1}(\lambda) d \lambda \approx \frac{-16}{1715}-y+y^{2}-\frac{y^{3}}{3}-\ln (1-y)+\frac{16-98 y^{2}}{1715} \cdot \cos \left[\frac{7 y}{2}\right]+  \tag{100}\\
\frac{8 y}{245} \cdot \sin \left[\frac{7 y}{2}\right]
\end{gather*}
$$

$$
\begin{equation*}
\int_{0}^{y} L^{-1}(\lambda) d \lambda \approx \frac{y^{2}}{2}-\frac{3 y^{13 / 3}}{26}+\frac{19 y^{6}}{50}-\frac{132 y^{7}}{175}+\frac{3 y^{8}}{8}-\ln \left(1-y^{2}\right) \tag{101}
\end{equation*}
$$

with relative error bounds of $6.43 \times 10^{-3}, 1.14 \times 10^{-3}$ and $5.34 \times 10^{-4}$. Use of the approximations, as given by (87) to (89), in (98) yields the respective relative error bounds of $6.71 \times 10^{-5}, 2.22 \times 10^{-6}$ and $3.25 \times 10^{-7}$.

Inverse Langevin Function as Zero Crossing Time of an Impulse Response
Rearranging (84) implies, for fixed $y$ and $0<y<1$, that $x=L^{-1}(y)$ is the solution of

$$
\begin{equation*}
1-x+x y-[1+x+x y] e^{-2 x}=0 \tag{102}
\end{equation*}
$$

The function $h(t)=1-k t-[1+(2-k) t] e^{-2 t}, t>0$, arising from the definition of $k=1-y$ in this equation, is consistent with the impulse response of a linear system with a transfer function defined according to

$$
\begin{equation*}
H(s)=\frac{1}{s}-\frac{k}{s^{2}}-\frac{1 / 2}{1+s / 2}-\frac{1-k / 2}{2(1+s / 2)^{2}} \tag{103}
\end{equation*}
$$

The zero crossing time of the impulse response is $L^{-1}[1-k]$ for $0<k<1$. The impulse response is shown in Figure 10 for the cases of $k \in\{1 / 4,1 / 2,3 / 4\}$. The zero crossing times can be approximated via the approximations detailed above.


Figure 10. Graph of the impulse response of the transfer function defined by (103).

## 6. Example IV: Analytical Approximations for Lambert Function

The Lambert $W$ function, denoted $W$ for the principle branch and real valued case, is a generalization of the logarithm function and its approximation has received increasing attention in the literature, e.g., [25-27]. It is defined as the inverse of $y=f(x)=x e^{x}$ for the case of $x \geq-1, y \geq-1 / e$, i.e.,

$$
\begin{equation*}
x=W(y)=f^{-1}(y) \tag{104}
\end{equation*}
$$

A graph of the Lambert $W$ function is shown in Figure 11.


Figure 11. Graph of $f(x)=x e^{x}$ and its inverse, the Lambert $W$ function, denoted $W$, for the principle branch and real case.

### 6.1. Approximations

The Lambert $W$ function has widespread applications, e.g., [28,29], and, accordingly, its approximation has received significant interest, with the following approximations, for example, being proposed:

$$
\begin{align*}
f_{0,1}^{-1}(y)= & (1+\delta) \ln \left[\frac{6}{5} \cdot \frac{y}{\ln \left[\frac{12}{5} \cdot \frac{y}{\ln (1+12 y / 5]}\right]}\right]-\delta \ln \left[\frac{2 y}{\ln [1+2 y]}\right]  \tag{105}\\
\delta & =0.4586887 \\
f_{0,2}^{-1}(y)= & -1+a \ln \left[\frac{1+b \sqrt{1+e y}}{1+c \ln [1+\sqrt{1+e y}]}\right]  \tag{106}\\
a & =2.036, \quad c=\frac{e^{1 / a}-1-\sqrt{2} / a}{1-\ln (2) e^{1 / a}}, \quad b=\frac{\sqrt{2}}{a}+c \\
f_{0,3}^{-1}(y) & =\ln \left[\frac{1+3 y+y \ln (1+y)}{[1+\ln (1+y)]\left[1+\ln \left[\frac{1+2 y}{1+\ln (1+y)}\right]\right]}\right] \tag{107}
\end{align*}
$$

$f_{0,4}^{-1}(y)=\ln \left[\frac{1+4 y+y \ln \left[\frac{1+2 y}{1+\ln (1+y)}\right]+y \ln (1+y)\left[2+\ln \left[\frac{1+2 y}{1+\ln (1+y)}\right]\right]}{[1+\ln (1+y)]\left[1+\ln \left[\frac{1+2 y}{1+\ln (1+y)}\right]\right]\left[1+\ln \left[\frac{1+3 y+y \ln (1+y)}{[1+\ln (1+y)]\left[1+\ln \left[\frac{1+2 y}{1+\ln (1+y)}\right]\right]}\right]\right]}\right]$
These approximations, respectively, are defined by [30] (Equation (15)), [31] (Equations (19) and (20)), [26] (Equation (33)) and [26] (Equation (35)). The respective relative error bounds for these approximations, and for the interval $[0, \infty)$, are: $1.96 \times 10^{-3}$, $4.53 \times 10^{-3}, 1.33 \times 10^{-3}$ and $7.22 \times 10^{-7}$. Useful overviews of published results can be found in [25-27,31,32].

### 6.2. General Schröder-Based Approximations

Based on the results stated in Theorem 2, the first- to fourth-order approximations for the Lambert $W$ function, and based on an initial approximation of $f_{0}^{-1}$, are:

$$
\begin{gather*}
f_{1}^{-1}(y)=f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-y e^{-f_{0}^{-1}(y)}}{1+f_{0}^{-1}(y)}=\frac{\left[f_{0}^{-1}(y)\right]^{2}+y e^{-f_{0}^{-1}(y)}}{1+f_{0}^{-1}(y)}  \tag{109}\\
f_{2}^{-1}(y)=\frac{\left[f_{0}^{-1}(y)\right]^{2}+y e^{-f_{0}^{-1}(y)}}{1+f_{0}^{-1}(y)}-\frac{\left[2+f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-y e^{\left.-f_{0}^{-1}(y)\right]^{2}}\right.}{2\left[1+f_{0}^{-1}(y)\right]^{3}}  \tag{110}\\
f_{3}^{-1}(y)=\frac{\left[f_{0}^{-1}(y)\right]^{2}+y e^{-f_{0}^{-1}(y)}}{1+f_{0}^{-1}(y)}-\frac{\left[2+f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-y e^{\left.-f_{0}^{-1}(y)\right]^{2}}\right.}{2\left[1+f_{0}^{-1}(y)\right]^{3}}-  \tag{111}\\
\frac{\left[3+f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-y e^{\left.-f_{0}^{-1}(y)\right]^{3}}\right.}{6\left[1+f_{0}^{-1}(y)\right]^{4}} \cdot\left[-1+\frac{3\left[2+f_{0}^{-1}(y)\right]^{2}}{\left[1+f_{0}^{-1}(y)\right]\left[3+f_{0}^{-1}(y)\right]}\right] \\
f_{4}^{-1}(y)=f_{3}^{-1}(y)-\frac{\left[4+f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-y e^{\left.-f_{0}^{-1}(y)\right]^{4}}\right.}{24\left[1+f_{0}^{-1}(y)\right]^{5}} .  \tag{112}\\
{\left[1-\frac{10\left[2+f_{0}^{-1}(y)\right]\left[3+f_{0}^{-1}(y)\right]}{\left[1+f_{0}^{-1}(y)\right]\left[4+f_{0}^{-1}(y)\right]}-\frac{15\left[2+f_{0}^{-1}(y)\right]^{3}}{\left[1+f_{0}^{-1}(y)\right]^{2}\left[4+f_{0}^{-1}(y)\right]}\right]}
\end{gather*}
$$

### 6.2.1. Special Form

For the case consistent with the approximations stated in (107) and (108), where

$$
\begin{equation*}
f_{0}^{-1}(y)=\ln \left[\frac{p(y}{q(y}\right], \tag{113}
\end{equation*}
$$

the first- and second-order approximations, respectively, become

$$
\begin{gather*}
f_{1}^{-1}(y)=\frac{\ln \left[\frac{p(y}{q(y}\right]^{2}+\frac{y q(y)}{p(y)}}{1+\ln \left[\frac{p(y}{q(y}\right]}  \tag{114}\\
f_{2}^{-1}(y)=\frac{\ln \left[\frac{p(y}{q(y}\right]^{2}+\frac{y q(y)}{p(y)}}{1+\ln \left[\frac{p(y}{q(y}\right]}-\frac{\left[2+\ln \left[\frac{p(y}{q(y}\right]\right]\left[\ln \left[\frac{p(y}{q(y}\right]-\frac{y q(y)}{p(y)}\right]^{2}}{2\left[1+\ln \left[\frac{p(y}{q(y}\right]\right]^{3}} \tag{115}
\end{gather*}
$$

### 6.2.2. Explicit Approximation

The use of $f_{0,3}^{-1}(y)$ (see (107)) in the first-order form, as given by (109) or (114), yields the approximation

$$
\begin{equation*}
f_{1}^{-1}(y)=\frac{\ln \left[\frac{1+3 y+y \ln (1+y)}{[1+\ln (1+y)]\left[1+\ln \left[\frac{1+2 y}{1+\ln (1+y)}\right]\right]}\right]^{2}+\frac{y[1+\ln (1+y)]\left[1+\ln \left[\frac{1+2 y}{1+\ln (1+y)}\right]\right]}{1+3 y+y \ln (1+y)}}{1+\ln \left[\frac{1+3 y+y \ln (1+y)}{[1+\ln (1+y)]\left[1+\ln \left[\frac{1+2 y}{1+\ln (1+y)}\right]\right]}\right]} \tag{116}
\end{equation*}
$$

which has a relative error bound for $(0, \infty)$ of $5.12 \times 10^{-6}$.

### 6.3. Hybrid Approximations

Consider a first-order Newton-Raphson iteration based on the second-order approximation $f_{2}^{-1}$ specified by (110), with $f_{0}^{-1}$ defined by (107). The relative error bound associated with $f_{0}^{-1}$ is $1.33 \times 10^{-3}$; the relative error bound associated with $f_{2}^{-1}$ is $2.93 \times 10^{-8}$. The first-order Newton-Raphson approximation is

$$
\begin{equation*}
W(y) \approx f_{2}^{-1}(y)-\frac{f_{2}^{-1}(y)-y e^{-f_{2}^{-1}(y)}}{1+f_{2}^{-1}(y)} \tag{117}
\end{equation*}
$$

and has a relative error bound of $3.44 \times 10^{-15}$.

### 6.4. Results

The relative error bounds associated with Schröder and Newton-Raphson approximations are tabulated in Table 4. The relative errors for selected results are shown in Figure 12.

Table 4. Relative error bounds, over the interval $[0, \infty)$, for approximations to the Lambert $W$ function and based on the original approximations $f_{0,1}^{-1}(y), f_{0,2}^{-1}(y), f_{0,3}^{-1}(y)$ and $f_{0,4}^{-1}(y)$ as defined by (105) to (108). The relative error bounds for $f_{0,1}^{-1}(y)$ occur at increasingly high values as the order of approximation increases. The bounds for the second- and higher-order approximations are given for the interval $\left(0,10^{20}\right)$. The relative error associated with $f_{0,2}^{-1}(y)$ increases for values $\gg 10^{30}$, and the stated bounds are for the interval $\left(0,10^{20}\right)$.

| Approximation | $f_{0,1}^{-1}$ | $f_{0,2}^{-1}$ | $f_{0,3}^{-1}$ | $f_{0,4}^{-1}$ |
| :--- | :---: | :---: | :---: | :---: |
| Original approximation | $1.96 \times 10^{-3}$ | $4.53 \times 10^{-3}$ | $1.33 \times 10^{-3}$ | $7.23 \times 10^{-7}$ |
| 1st order: (109) or (114) | $1.60 \times 10^{-5}$ | $3.02 \times 10^{-4}$ | $5.12 \times 10^{-6}$ | $1.49 \times 10^{-12}$ |

Table 4. Cont.

| Approximation | $f_{\mathbf{0 , 1}}^{-\mathbf{1}}$ | $f_{\mathbf{0 , 2}}^{-\mathbf{1}}$ | $f_{\mathbf{0 , 3}}^{-\mathbf{1}}$ | $f_{\mathbf{0 , 4}}^{-\mathbf{1}}$ |
| :--- | :---: | :---: | :---: | :---: |
| 2nd order: (110) or (115) | $2.96 \times 10^{-7}$ | $2.92 \times 10^{-5}$ | $2.93 \times 10^{-8}$ | $4.31 \times 10^{-18}$ |
| 3rd order: (111) | $7.45 \times 10^{-9}$ | $3.23 \times 10^{-6}$ | $1.94 \times 10^{-10}$ | $1.43 \times 10^{-25}$ |
| 4th order: (112) | $2.02 \times 10^{-10}$ | $3.86 \times 10^{-7}$ | $1.39 \times 10^{-12}$ | $5.06 \times 10^{-29}$ |
| 5th order | $5.70 \times 10^{-12}$ | $4.82 \times 10^{-8}$ | $1.05 \times 10^{-14}$ | $1.88 \times 10^{-34}$ |
| NR—1st iteration: (109) | $1.60 \times 10^{-5}$ | $3.02 \times 10^{-4}$ | $5.12 \times 10^{-6}$ | $1.49 \times 10^{-12}$ |
| NR—2nd iteration | $3.66 \times 10^{-9}$ | $1.49 \times 10^{-6}$ | $9.61 \times 10^{-11}$ | $6.98 \times 10^{-24}$ |
| NR—3rd iteration | $2.89 \times 10^{-16}$ | $3.92 \times 10^{-11}$ | $3.91 \times 10^{-20}$ | $1.62 \times 10^{-46}$ |
| NR—4th iteration | $1.81 \times 10^{-30}$ | $2.79 \times 10^{-20}$ | $7.08 \times 10^{-39}$ | $9.04 \times 10^{-92}$ |



Figure 12. Graphs of the relative error in approximations to the Lambert $W$ function.

### 6.5. Applications

The approximations $f_{0,3}^{-1}$ and $f_{0,4}^{-1}$, as given by (107) and (108), are upper bounds for the Lambert $W$ function [26]. Simulation results indicate that the approximations, as given by (109) to (112), and based on these approximations, are also upper bounds with improved accuracy, and the bounds are detailed in Table 4. Lower bounded functions can be defined based on these upper bounds, as detailed in [18] (Lemma 1). Thus, for example, the second-order approximation given by (110) yields the bounds

$$
\begin{align*}
& \frac{1}{1+\varepsilon_{B}}\left[f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-y e^{-f_{0}^{-1}(y)}}{1+f_{0}^{-1}(y)}-\frac{\left[2+f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-y e^{\left.-f_{0}^{-1}(y)\right]^{2}}\right.}{2\left[1+f_{0}^{-1}(y)\right]^{3}}\right] \\
& \leq W(y) \leq  \tag{118}\\
& f_{0}^{-1}(y)-\frac{f_{0}^{-1}(y)-y e^{-f_{0}^{-1}(y)}}{1+f_{0}^{-1}(y)}-\left.\frac{\left[2+f_{0}^{-1}(y)\right]\left[f_{0}^{-1}(y)-y e^{\left.-f_{0}^{-1}(y)\right]^{2}}\right.}{2\left[1+f_{0}^{-1}(y)\right]^{3}}\right|_{f_{0}^{-1} \in\left\{f_{0,3}^{-1}, f_{0,4}^{-1}\right\}}
\end{align*}
$$

where $\varepsilon_{B}$ is the bound associated with the approximation and as given in Table 4. For example, when $f_{0}^{-1}(y)$ is given by $f_{0,3}^{-1}(y)$ (see (107)), $\varepsilon_{B}=2.93 \times 10^{-8}$ and the relative error bounds associated with the upper and lower bounded approximations are both $2.93 \times 10^{-8}$.

The general integral result given by (1), along with the integral result

$$
\begin{equation*}
\int_{0}^{y} x e^{x} d x=1+(y-1) e^{y} \tag{119}
\end{equation*}
$$

yields

$$
\begin{equation*}
\int_{0}^{y} f^{-1}(\lambda) d \lambda=y f^{-1}(y)+\left[1-f^{-1}(y)\right] e^{f^{-1}(y)}-1, \quad y>0 \tag{120}
\end{equation*}
$$

and approximations then follow. For example, the relative error bounds for the interval $(0, \infty)$ associated with directly utilizing the approximations specified by (105) to (108),
respectively, are: $1.70 \times 10^{-5}, 2.86 \times 10^{-4}$ (for the interval $\left(0,10^{20}\right)$ ), $6.17 \times 10^{-6}$ and $1.81 \times 10^{-12}$. When the approximation $f_{1}^{-1}$ (see (109)) is utilized, the relative error bounds for the integral of the Lambert $W$ function, respectively, are $3.84 \times 10^{-9}, 1.55 \times 10^{-6}$ (for the interval $\left.\left(0,10^{20}\right)\right), 1.11 \times 10^{-10}$ and $8.37 \times 10^{-24}$ for the cases of $f_{0}^{-1}$ specified by (105) to (108). The integrals of the original approximations, as given by (105) to (108), are not known.

## 7. Conclusions

In this paper, Schröder approximations of the first kind, modified for the inverse function approximation case, were utilized to establish general analytical approximation forms for an inverse function. Such general forms can be used to establish arbitrarily accurate analytical approximations, with a set relative error bound, for an inverse function when an initial approximation, typically with low accuracy, is known. Approximations for arcsine, the inverse of $x-\sin (x)$, the inverse Langevin function and the Lambert $W$ function were used to illustrate the approach. Several applications were detailed.

Newton-Raphson iteration can also be used to yield analytical approximations to a given inverse function of arbitrary accuracy given an initial approximation with low to moderate accuracy but, in general, with a more complicated form. The use of a first-order Newton-Raphson iteration based on a Schröder approximation of a set order can lead to approximations that represent a good compromise between accuracy and complexity.

With respect to the root approximation of a function, Schröder approximations of the first kind, based on the inverse of a function, have an advantage over the corresponding generalization of the standard Newton-Raphson method, as explicit solutions for all orders of approximation can be obtained.

## Further Research

The four examples considered illustrate the potential for utilizing Schröder approximations to establish accurate analytical approximations for an inverse function. As this approach is general, there is potential to establish useful analytical approximations for other inverse functions. The starting point is to find an initial approximation with a sufficiently low relative error bound over the domain of approximation. In general, custom approaches are used and advances in finding such approximations are of interest.

The relative error bound, as defined by (32), for the first-order Schröder approximation arises from two assumptions and the use of second-order Taylor series approximations that underpin (29). The use of first-order Taylor series leads, in general, to inaccurate results, and the complexity associated with the use of second-order Taylor series approximations complicates analysis. Further research to establish general relative error bounds, in terms of the relative bound of the initial approximation, for first-, second- and higher-order Schröder approximations is warranted.
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## Appendix A. Proof of Theorem 1

Useful references include [33] and the Faà die Bruno formula, e.g., [34]. A direct proof follows from the inverse function theorem, which states, for a real, monotonic and differentiable function, that

$$
\begin{equation*}
D\left[f^{-1}(y)\right]=\left.\frac{1}{f^{(1)}(x)}\right|_{x=f^{-1}(y)}=\frac{1}{f^{(1)}\left[f^{-1}(y)\right]} \tag{A1}
\end{equation*}
$$

Successive differentiation and use of the chain rule yield:

$$
\begin{gather*}
D^{(2)}\left[f^{-1}(y)\right]=\left.\frac{-f^{(2)}(x)}{\left[f^{(1)}(x)\right]^{3}}\right|_{x=f^{-1}(y)}  \tag{A2}\\
D^{(3)}\left[f^{-1}(y)\right]=\frac{-f^{(3)}(x)}{\left[f^{(1)}(x)\right]^{4}}+\left.\frac{3\left[f^{(2)}(x)\right]^{2}}{[f(1)(x)]^{5}}\right|_{x=f^{-1}(y)}  \tag{A3}\\
D^{(4)}\left[f^{-1}(y)\right]=\frac{-f^{(4)}(x)}{[f(1)(x)]^{5}}+\frac{10 f^{(2)}(x) f^{(3)}(x)}{\left[f^{(1)}(x)\right]^{6}}-\left.\frac{15\left[f^{(2)}(x)\right]^{3}}{[f(1)(x)]^{7}}\right|_{x=f^{-1}(y)}  \tag{A4}\\
D^{(5)}\left[f^{-1}(y)\right]=\frac{-f^{(5)}(x)}{\left[f^{(1)}(x)\right]^{6}}+\frac{15 f^{(2)}(x) f^{(4)}(x)}{\left[f^{(1)}(x)\right]^{7}}+\frac{10\left[f^{(3)}(x)\right]^{2}}{\left[f^{(1)}(x)\right]^{7}}- \\
\frac{105\left[f^{(2)}(x)\right]^{2} f^{(3)}(x)}{\left[f^{(1)}(x)\right]^{8}}+\left.\frac{105\left[f^{(2)}(x)\right]^{4}}{\left[f^{(1)}(x)\right]^{9}}\right|_{x=f^{-1}(y)}  \tag{A5}\\
D^{(6)}\left[f^{-1}(y)\right]=\frac{-f^{(6)}(x)}{\left[f^{(1)}(x)\right]^{7}}+\frac{21 f^{(2)}(x) f^{(5)}(x)}{\left[f^{(1)}(x)\right]^{8}}+\frac{35 f^{(3)}(x) f^{(4)}(x)}{\left[f^{(1)}(x)\right]^{8}}-\frac{210\left[f^{(2)}(x)\right]^{2} f^{(4)}(x)}{\left[f^{(1)}(x)\right]^{9}}-  \tag{A6}\\
\frac{280 f^{(2)}(x)\left[f^{(3)}(x)\right]^{2}}{\left[f^{(1)}(x)\right]^{9}}+\frac{1260\left[f^{(2)}(x)\right]^{3} f^{(3)}(x)}{\left[f^{(1)}(x)\right]^{10}}-\left.\frac{945\left[f^{(2)}(x)\right]^{5}}{\left[f^{(1)}(x)\right]^{11}}\right|_{x=f^{-1}(y)}
\end{gather*}
$$

## Appendix B. Proof of Lemma 1

A general formula for $f^{(k)}$, where $f(x)=n(x) / d(x)$, can be obtained from Leibniz's rule for differentiation of the product of two functions, see, for example, [35]. The proof for the stated iterative algorithm follows from the differentiation of $f(x)=n(x) / d(x)$, which yields

$$
\begin{equation*}
f^{(1)}(x)=\frac{n^{(1)}(x) d(x)-d^{(1)}(x) n(x)}{d^{2}(x)}=\frac{n_{1}(x)}{d^{2}(x)} \tag{A7}
\end{equation*}
$$

where $n_{1}(x)=d(x) n^{(1)}(x)-n(x) d^{(1)}(x)$. Differentiation of $f^{(1)}$ yields

$$
\begin{equation*}
f^{(2)}(x)=\frac{n_{1}^{(1)}(x) d(x)-2 d^{(1)}(x) n_{1}(x)}{d^{3}(x)}=\frac{n_{2}(x)}{d^{3}(x)} \tag{A8}
\end{equation*}
$$

where $n_{2}(x)=d(x) n_{1}^{(1)}(x)-2 n_{1}(x) d^{(1)}(x)$. Differentiation of $f^{(2)}$ yields

$$
\begin{equation*}
f^{(3)}(x)=\frac{n_{2}^{(1)}(x) d(x)-3 d^{(1)}(x) n_{2}(x)}{d^{4}(x)}=\frac{n_{3}(x)}{d^{4}(x)} \tag{A9}
\end{equation*}
$$

where $n_{3}(x)=d(x) n_{2}^{(1)}(x)-3 n_{2}(x) d^{(1)}(x)$. The required general relationship of

$$
\begin{equation*}
f^{(k)}(x)=\frac{n_{k}(x)}{d^{k+1}(x)}, \quad n_{k}(x)=d(x) n_{k-1}^{(1)}(x)-k n_{k-1}(x) d^{(1)}(x), \tag{A10}
\end{equation*}
$$

then follows.

## Appendix C. Derivative of $f^{(k)}$ for the Case of $f(x)=\frac{n(x)}{d(x)}$

With $f(x)=\frac{n(x)}{d(x)}$, the result $f^{(k)}(x)=\frac{n_{k}(x)}{d^{k+1}(x)}$, stated in Lemma 1, yields the following results for the derivatives of $f^{-1}$ :

$$
\left.\begin{gather*}
D\left[f^{-1}(y)\right]=\left.\frac{1}{f^{(1)}(x)}\right|_{x=f^{-1}(y)}=\left.\frac{d^{2}(x)}{n_{1}(x)}\right|_{x=f^{-1}(y)}  \tag{A11}\\
D^{(2)}\left[f^{-1}(y)\right]=\left.\frac{-f^{(2)}(x)}{\left[f^{(1)}(x)\right]^{3}}\right|_{x=f^{-1}(y)}=\left.\frac{-d^{3}(x)}{n_{1}^{3}(x)} \cdot n_{2}(x)\right|_{x=f^{-1}(y)}  \tag{A12}\\
D^{(3)}\left[f^{-1}(y)\right]=\left.\frac{-d^{4}(x)}{n_{1}^{4}(x)} \cdot n_{3}(x) \cdot\left[1-\frac{3 n_{2}^{2}(x)}{n_{1}(x) n_{3}(x)}\right]\right|_{x=f^{-1}(y)}  \tag{A13}\\
D^{(4)}\left[f^{-1}(y)\right]=\left.\frac{-d^{5}(x)}{n_{1}^{5}(x)} \cdot n_{4}(x) \cdot\left[1-\frac{10 n_{2}(x) n_{3}(x)}{n_{1}(x) n_{4}(x)}+\frac{15 n_{2}^{3}(x)}{n_{1}^{2}(x) n_{4}(x)}\right]\right|_{x=f^{-1}(y)}  \tag{A14}\\
D^{(5)}\left[f^{-1}(y)\right]=\frac{-d^{6}(x)}{n_{1}^{6}(x)} \cdot n_{5}(x) \cdot\left[1-\frac{15 n_{2}(x) n_{4}(x)}{n_{1}(x) n_{5}(x)}-\frac{10 n_{3}^{2}(x)}{n_{1}(x) n_{5}(x)}+\right.  \tag{A15}\\
\left.\frac{105 n_{2}^{2}(x) n_{3}(x)}{n_{1}^{2}(x) n_{5}(x)}-\frac{105 n_{2}^{4}(x)}{n_{1}^{3}(x) n_{5}(x)}\right]
\end{gather*}\right|_{x=f^{-1}(y)} .\left[\begin{array}{l}
\text { }
\end{array}\right.
$$

## Appendix D. Inverse of $x$ - $\operatorname{Sin}(x)$ : Use of Periodicity and Anti-Symmetry

Establishing the inverse of $f(x)=x-\sin (x)$ is facilitated by the following two results:
Lemma 2. Inverse of a Function Comprising a Linear and a Periodic Component. Consider a function $f$ that is monotonically increasing from zero and comprises a linear component plus a periodic component, with a period, $x_{p}$, such that

$$
\begin{align*}
& f(x)=\beta x+f_{p}(x), \\
& f_{p}(x)=f_{p}\left(x+k x_{p}\right), \quad f_{p}(x)=0, \quad k \in\{0,1,2, \cdots\}, \quad x>0 . \tag{A16}
\end{align*}
$$

For the case of $x_{1}=x+k x_{p}, 0 \leq x<x_{p}, k \in\{0,1,2, \cdots\}$, it follows that

$$
\begin{equation*}
y_{1}=f\left(x_{1}\right)=f\left(x+k x_{p}\right)=k \beta x_{p}+f(x)=y+k y_{p}, \tag{A17}
\end{equation*}
$$

where $y_{p}=\beta x_{p}$ and $y=f(x)$. The inverse function then satisfies the relationship

$$
\begin{equation*}
f^{-1}\left(y+k y_{p}\right)=f^{-1}(y)+\frac{k y_{p}}{\beta}, \quad 0 \leq y<y_{p}, \quad k \in\{0,1,2, \cdots\} \tag{A18}
\end{equation*}
$$

For the case of $f(x)=x-\sin (x)$, consistent with $\beta=1, x_{p}=2 \pi$ and $y_{p}=2 \pi$, it follows that

$$
\begin{equation*}
f^{-1}(y)=f^{-1}(y-2 k \pi)+2 k \pi, \quad 2 k \pi \leq y<2 k \pi+2 \pi . \tag{A19}
\end{equation*}
$$

Proof. The first result follows very simply:

$$
\begin{equation*}
f\left(x+k x_{p}\right)=\beta\left[x+k x_{p}\right]+f_{p}\left(x+k x_{p}\right)=k \beta x_{p}+f(x) \tag{A20}
\end{equation*}
$$

The second result follows from the definitions $y_{1}=y+k y_{p}, x_{1}=x+k x_{p}, x_{1}=f^{-1}\left(y_{1}\right)$ and $x=f^{-1}(y)$, which imply that

$$
\begin{equation*}
x_{1}=f^{-1}\left(y_{1}\right)=f^{-1}\left(y+k y_{p}\right), \quad x_{1}=x+k x_{p}=f^{-1}(y)+\frac{k y_{p}}{\beta} . \tag{A21}
\end{equation*}
$$

Equating these two results yields the required result: $f^{-1}\left(y+k y_{p}\right)=f^{-1}(y)+\frac{k y_{p}}{\beta}$.
For the case of $f(x)=x-\sin (x)$, consistent with $\beta=1, x_{p}=2 \pi$ and $y_{p}=2 \pi$, it follows that

$$
\begin{array}{lc}
f^{-1}(z+2 k \pi)=f^{-1}(z)+2 k \pi, & 0 \leq z<2 \pi  \tag{A22}\\
f^{-1}(y)=f^{-1}(y-2 k \pi)+2 k \pi, & 2 k \pi \leq y<2 k \pi+2 \pi
\end{array}
$$

assuming $z=y-2 k \pi$.
Lemma 3. Use of Anti-Symmetric Nature off in Defining $f^{-1}$. For the case of $f(x)=x-\sin (x)$, which is antisymmetric over the interval $[0,2 \pi]$ and around the point $(\pi, \pi)$, it follows that

$$
\begin{gather*}
f(x)=2 \pi-f(2 \pi-x), \quad x \in[\pi, 2 \pi],  \tag{A23}\\
f^{-1}(y)=2 \pi-f^{-1}(2 \pi-y), \quad y \in[\pi, 2 \pi] . \tag{A24}
\end{gather*}
$$

Proof. Consider the illustration shown in Figure A1. From the definition $f(x)=x-\sin (x)$, it follows that
$f(\pi+\Delta)=\pi+\Delta+\sin (\Delta), \quad f(\pi-\Delta)=\pi-\Delta-\sin (\Delta), \quad \Delta \in[0, \pi]$.
Thus, $f(\pi+\Delta)+f(\pi-\Delta)=2 \pi$, and with $x=\pi+\Delta x \in[\pi, 2 \pi]$, the first result $f(x)=2 \pi-f(2 \pi-x), x \in[\pi, 2 \pi]$, follows.

In a similar manner, consider $\delta, \delta \in[0, \pi]$, such that $f^{-1}(\pi+\delta)=f(\pi+\Delta)$ and $f^{-1}(\pi-\delta)=f(\pi-\Delta)$. It then follows that
$f^{-1}(\pi+\delta)=\pi+\Delta+\sin (\Delta), \quad f^{-1}(\pi-\delta)=\pi-\Delta-\sin (\Delta), \quad \Delta, \delta \in[0, \pi]$
Thus, $f^{-1}(\pi+\delta)+f^{-1}(\pi-\delta)=2 \pi$. With $y=\pi+\delta, y \in[\pi, 2 \pi]$, the second required result

$$
\begin{equation*}
f^{-1}(y)=2 \pi-f^{-1}(2 \pi-y) \tag{A27}
\end{equation*}
$$

follows.


Figure A1. Illustration of the definitions $\Delta$ and $\delta$ and the anti-symmetric nature of $f$ and $f^{-1}$ around the point $(\pi, \pi)$.
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