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Abstract: Using variable-order fractional derivatives in differential equations is essential. It enables
more precise modeling of complex phenomena with varying memory and long-range dependen-
cies, improving our ability to describe real-world processes reliably. This study investigates the
properties of solutions for a two-point boundary value problem associated with ϕ-Caputo fractional
derivatives of variable order. The primary objectives are to establish the existence and uniqueness
of solutions, as well as explore their stability through the Ulam-Hyers concept. To achieve these
goals, Banach’s and Krasnoselskii’s fixed point theorems are employed as powerful mathematical
tools. Additionally, we provide numerical examples to illustrate results and enhance comprehension
of theoretical findings. This comprehensive analysis significantly advances our understanding of
variable-order fractional differential equations, providing a strong foundation for future research.
Future directions include exploring more complex boundary value problems, studying the effects
of varying fractional differentiation orders, extending the analysis to systems of equations, and
applying these findings to real-world scenarios, all of which promise to deepen our understanding of
Caputo fractional differential equations with variable order, driving progress in both theoretical and
applied mathematics.

Keywords: boundary value problem; ϕ-Caputo derivatives with variable order; piecewise constant
functions; fixed point theorems; Green’s function; Banach algebra

MSC: 26A33; 34A08; 34B15; 47H10

1. Introduction

Fractional calculus has gained significant attention due to its ability to generalize classical
calculus to non-integer orders, providing a powerful mathematical framework for modeling
complex phenomena with non-local and memory-dependent behaviors (see [1–3]). The signifi-
cance of fractional calculus transcends its theoretical elegance; it holds practical importance
in phenomena marked by non-locality, memory effects, and long-range interactions. To
emphasize the relevance of fractional calculus in contemporary scientific pursuits, we draw
attention to several influential studies that have harnessed fractional derivatives to tackle
intricate challenges. Noteworthy examples encompass the numerical solution of chemical
kinetics’ traveling waves (refer to [4]), the exploration of disease transmission dynamics
involving asymptomatic carriers via fractal–fractional differential operators (as detailed
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in [5]), the modeling of COVID-19 pandemic dynamics using fractional order models (as il-
lustrated in [6]), the examination of chaotic systems employing Mittag-Leffler kernel-based
fractional methodologies (as explored in [7]), the analysis of nonlinear reaction–diffusion
equations, and even the mathematical modeling of intricate biological systems like the
human liver (as demonstrated in [8,9]). In addition, it is worth noting that there are many
other related works that could be found in the literature. In recent years, the exploration of
variable order fractional calculus has emerged, allowing the differentiation order to vary as
a function of the independent variable or other relevant variables. This extension offers
increased flexibility in modeling dynamic systems with evolving characteristics (see [10–19]
and others). Within the filed of variable-order fractional calculus, fractional differential
equations play a crucial role. These equations involve derivatives of non-integer orders
and are instrumental in capturing memory effects, anomalous diffusion, and other intricate
dynamics encountered in physics, engineering, and scientific fields (see [16,20–23] and the
references therein).

The ϕ-Caputo derivatives have been introduced to extend the standard Caputo deriva-
tive by incorporating a variable function, enabling a more flexible definition of fractional
derivatives. This generalization allows for a more accurate representation of complex
systems with memory effects, enhancing modeling capabilities (see [24–32] and the refer-
ences therein).

The application of ϕ-Caputo derivatives with variable order to two-point boundary
value problems is gaining significant attention. By incorporating these derivatives in
the formulation of boundary value problems, researchers can analyze the dynamics and
properties of systems with evolving fractional behaviors and memory effects. This approach
provides valuable insights into the behavior of solutions at distinct points and contributes
to a comprehensive understanding of the system’s overall behavior.

This research aims to enhance our understanding of fractional calculus with variable
order and its application to two-point boundary value problems. Specifically, we investigate
the behavior and properties of solutions for ϕ-Caputo fractional differential equations with
variable order in this context. By exploring solution existence and uniqueness, we deepen
our comprehension of system dynamics and lay the foundation for advancements in mod-
eling and analysis across scientific and engineering domains. Our study extends previous
research by considering a broader class of nonlinear fractional boundary value problems
with variable order, providing fresh insights and paving the way for future investigations.

In the subsequent discussions, we present a summary of recent related works: In
Ref. [33], the authors explored the basic theory of an initial value problem involving a
fixed-order fractional differential equation using the classical approach. They considered
the equation {

Dα
0+x(ζ) = F (ζ, x(ζ)),

x(0) = x0,
, (1)

where 0 < α < 1, 0 < ζ < T < +∞, F∈ C([0,T],R), +Dα
0+ is with the Riemann-Liouville

fractional derivative.
In Ref. [31], the authors presented findings on the existence and uniqueness of solutions

concerning the subsequent fractional differential equation:{
D

α,ψ
0+ u(ζ) = f (ζ, u(ζ)), ζ ∈ ∆ = [0, T],

u(0) = u′(0) = 0, u(T) = uT ,
(2)

where D
α,ψ
0+ is the ψ-Caputo fractional derivative of u at order α ∈ (2, 3), T > 0, f ∈

C(∆×R,R), and uT ∈ R.
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On the other hand, [22] established the existence and uniqueness of solutions for
the following variable-order fractional differential equation using the monotone itera-
tive method: {

D
α(ζ)
0+ x(ζ) = F (ζ, x(ζ)),

x(0) = 0,
(3)

where 0 < α(ζ) < 1, F ∈ C([0, T],R), Dα(ζ)
0+ is with the Riemann-Liouville fractional

derivative of variable order.
In Ref. [12], the authors considered the existence and uniqueness of the solution of another

variable-order fractional differential equation using the Banach contraction mapping principle.{
D

α(ζ)
0+ x(ζ) = F (ζ, x(ζ)), 0 < ζ ≤ T,

ζ2−α(ζ)x(ζ)|ζ=0 = 0,
(4)

where 1 < α(ζ) < 2 ∀ζ ∈ [0, T] with 0 < T < +∞, Dα(ζ)
0+ denotes the ith Riemann-Liouville

fractional derivative of variable-order α(ζ).
In Ref. [16], the author obtained the existence, uniqueness, and the Ulam-Hyers stabil-

ity of a solution to the following Caputo type variable-order fractional differential equation.{
cD

α(ζ)
0+ x(ζ) = F (ζ, x(ζ)), 0 < ζ ≤ T,

u(ζ)|ζ=0 = u0,
(5)

where 0 < α(ζ) < 1 ∀ζ ∈[0, T] with 0 < T < +∞, cD
α(ζ)
0+ denotes the Caputo derivative of

variable-order α(ζ).
In Ref. [23], the concept of an approximate solution was introduced for the following

differential equation of variable order with a derivative argument on the half-axis:{
cD

α(ζ)
0+ x(ζ) = F (ζ, x(ζ),Dβ(ζ)

0+ x(ζ)),
x(0) = 0,

(6)

where 0 < β(ζ) < α(ζ) < 1 ∀ζ ∈[0, T] with 0 < T < +∞, F (ζ, x(ζ),Dβ(ζ)
0+ x(ζ)) are

given real functions, and D
α(ζ)
0+ , Dβ(ζ)

0+ denote the Riemann-Liouville fractional derivative
of respective variable-order α(ζ) and β(ζ).

Lastly, in [15], authors studied the existence and stability criteria of solutions for the
following Hadamard fractional differential equations of variable order, where the results
were based on the Kuratowski measure of noncompactness.{

HD
α(ζ)
0+ x(ζ) = F (ζ, x(ζ),H I

α(ζ)
0+ x(ζ)), 1 < ζ < T < ∞,

x(1) = x(T) = 0,
(7)

where 1 < α(ζ) < 2 ∀ζ ∈[0, T] with 0 < T < +∞, F (ζ, x(ζ),H I
α(ζ)
0+ x(ζ)) are given

real functions, and HD
α(ζ)
0+ , HI

α(ζ)
0+ denote the Hadamard fractional derivative of variable-

order α(ζ).
Inspired by previous research, this paper investigates the existence and uniqueness

of solutions for the subsequent ϕ-Caputo fractional nonlinear two-point boundary value
problems that contain variable order (VOFBVPs for short).

cD
α(ζ),ϕ
0+ x(ζ) = F (ζ, x(ζ),c Dβ(ζ),ϕ

0+ x(ζ)),
x(ζ)|ζ=0 = u0,
x(ζ)|ζ=T = uT .

(8)
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where 1 < β(ζ) < α(ζ) < 2 ∀ζ ∈ I = [0, T] with 0 < T < +∞, Dα(ζ),ϕ
0+ and D

β(ζ),ϕ
0+ denote

the ϕ-Caputo fractional derivative of variable-order α(ζ) and β(ζ), which is defined in (10),
and F is a continuous function such that F : I ×R×R → R.

In conclusion, the primary motivation driving this study for such a ϕ-Caputo fractional
nonlinear boundary value problem is the growing need for a deeper understanding of
variable-order fractional differential equations. These equations have gained prominence
in various fields, including physics, engineering, and biology, due to their ability to model
complex systems with memory and non-local behaviors. As such, elucidating their proper-
ties, establishing solution uniqueness, and exploring stability aspects are critical endeavors.
By addressing these challenges, our research aims to contribute valuable insights that can
aid in the accurate modeling and analysis of real-world phenomena.

To achieve this, our paper is structured as follows: We begin with an introduction
in Section 1. Next, in Section 2, we present various notations, definitions, lemmas, and
theorems that will be utilized throughout our study. Moving on to Section 3, we establish
the existence and uniqueness of a mild solution for the VOFBVP (8) by employing the
fixed point theorems of Banach and Krasnoselskii. Finally, Section 4 provides a numerical
example, illustrating the practical application of our main findings.

2. Preliminaries

In this section, we introduce some notations, definitions, lemmas and theorems that
are considered as prerequisites for our work. In particular, they are derived from the
approaches in [22,24,26,31,34] and the references therein.

Definition 1. Let α(ζ) : I → (1, 2) with I = [a, b] and−∞ < a < ζ < b < +∞, x ∈ C(I ,R),
and let ϕ ∈ C1(I ,R) be an increasing function such that ϕ′(ζ) 6= 0, ∀ζ ∈ I . Then, the
ϕ-Riemann-Liouville fractional integral of x(ζ) with variable order α(ζ) is defined as:

I
α(ζ),ϕ
a+ x(ζ) :=

1
Γ(α(ζ))

∫ ζ

a
ϕ′(s)(ϕ(ζ)− ϕ(s))α(ζ)−1x(s)ds. (9)

Definition 2. Let α(ζ) : I → (n− 1, n) for all ζ ∈ I = [a, b] and let ϕ, x ∈ Cn(I ,R) be two
functions such that ϕ is an increasing function with ϕ′(ζ) 6= 0, ∀ζ ∈ I . Then, the left-sided
ϕ-Caputo fractional derivative of x(ζ) with variable order α(ζ) is defined as:

cD
α(ζ),ϕ
a+ x(ζ) = I

n−α(ζ),ϕ
a+

(
1

ϕ′(ζ)

d
dζ

)n
x(ζ), (10)

=
1

Γ(n− α(ζ))

∫ ζ

a
ϕ′(s)(ϕ(ζ)− ϕ(s))n−α(ζ)−1x[n]ϕ (s)ds,

with

x[n]ϕ (s) =
(

1
ϕ′(s)

d
ds

)n
x(s), (11)

where n = [α(ζ)] + 1 for all ζ ∈[a, b].

It is clear that (10) yields the Caputo fractional derivative operator with variable order
when ϕ(ζ) = ζ.

Remark 1. The variable-order fractional derivatives and integrals are considered as extensions
of the constant order fractional derivatives and integers. That is, if α(ζ) = α, where α is finite
positive constant real number, then I

α(ζ),ϕ
a+ and cD

α(ζ),ϕ
a+ are the usual Riemann-Liouville fractional

integrals and Caputo derivatives. In addition, as usual, in order to study the existence of solutions
of a fractional differential equation, we have to transform it into an equivalent integral equation
using some fundamental properties of Iα,ϕ

a+ and cD
α,ϕ
a+ .



Axioms 2023, 12, 935 5 of 28

Lemma 1 ([26]). The fractional integral Iα,ϕ
0+ x(ζ), with ζ ∈ I exists almost everywhere.

Lemma 2 ([26]). If 1 < β < α < 2, and x ∈ L(0, b) with 0 < b < +∞, then the semigroup
property for the Riemann-Liouville fractional integrals hold, i.e., Iα,ϕ

0+ I
β,ϕ
0+ x(ζ) = I

β,ϕ
0+ I

α,ϕ
0+ x(ζ) =

I
α+β,ϕ
0+ x(ζ) for all ζ ∈ I .

Lemma 3 ([26]). If 1 < α < 2, and x ∈ L1(0, b) with 0 < b < +∞, then cD
α,ϕ
a+ I

α,ϕ
a+ x(ζ) = x(ζ)

for all ζ ∈ I .

Lemma 4 ([26]). Let α > 0, then the differential equation cD
α,ϕ
0+ x(ζ) = u(ζ) has solution

x(ζ) = c0 + c1(ϕ(ζ)− ϕ(0)) + c2(ϕ(ζ)− ϕ(0))2 + . . . + cn−1(ϕ(ζ)− ϕ(0))n−1

+
1

Γ(α)

∫ ζ

0
ϕ′(s)(ϕ(ζ)− ϕ(s))α−1u(s)ds, (12)

where ci ∈ R, i = 0, 1, 2, . . . , n− 1, and n = [α] + 1.

For more information, one can see [24–26,31] and the references therein.

Remark 2. The fractional integrals of variable order do not satisfy the low of exponents (semigroup
property), in general, we have

I
α(ζ),ϕ
a+ I

β(ζ),ϕ
a+ x(ζ) 6= I

α(ζ)+β(ζ),ϕ
a+ x(ζ) for all α(ζ) > 0, β(ζ) > 0, x ∈ C(I ,R), (13)

where Iα(ζ),ϕ
a+ and I

β(ζ),ϕ
a+ denote one of the fractional integrals of variable order defined in (9). For

example, if ϕ(ζ) = ζ where Iα(ζ),ϕ
a+ = Iα(ζ)

a+ (Riemann-Liouville variable-order fractional integral
defined in [22]), then

I
α(ζ),ϕ
a+ I

β(ζ),ϕ
a+ x(ζ) = Iα(ζ)

a+ Iβ(ζ)
a+ x(ζ) 6= Iα(ζ)+β(ζ),ϕ

a+ x(ζ), (14)

for all α(ζ) > 0, β(ζ) > 0, ζ ∈ I , x ∈ C(I ,R) (see [12,15,22] and the references therein). Thus,
it is obtained that there are severe challenges to consider the existence of solutions for differential
equations with fractional derivatives of variable orders as in those of fixed order fractional derivatives
by means of nonlinear fractional analysis. Moreover, any differential equation with variable-
order fractional derivatives can not be directly transformed into an equivalent integral equation
without using the above lemmas related to fractional derivatives with fixed orders and the following
definitions.

Thus, we need to introduce some definitions which are used throughout this paper.

Definition 3 ([12]). A generalized interval is a subset I ofR which is either an interval , a point,
or the empty set.

Definition 4 ([12]). If I is a generalized interval, then set P is a partition of I if P is a finite set of
generalized intervals contained in I , such that every x in I lies in exactly one of the generalized
intervals I in P.

Definition 5 ([12]). Let I be a generalized interval, let F : I → R be a function, and let P be a
partition of I . Then, F is said to be piecewise constant with respect to P if for every I ∈ P, F is
constant on I .

Definition 6 ([12]). Let I be a generalized interval. The function F : I → R is called piecewise
constant on I , if there exists a partition P of I such that F is piecewise constant with respect to P.
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Definition 7 ([34]). Let (X, ‖.‖) be a Banach space. A mapping ℘ : X → X is called a contraction
on X if there exists a positive real number c < 1 such that ‖℘(x)− ℘(y)‖ ≤ c‖x − y‖, for all
x, y ∈ X.

Theorem 1 ([34]). Let (X, ‖.‖) be a Banach space and let ℘ : X → X be a contraction on X. Then,
℘ has a unique fixed point x ∈ X (i.e., ℘(x) = x).

Definition 8 ([34]). Denote by C(I ,R) the Banach space of continuous functions ℘ : I → R
with the norm ‖℘‖ = sup{|℘(ζ)|; ζ ∈ I}.

3. Main Results

Throughout this paper, we consider the following assumptions:

(A1)F : I × R2 → R is continuous and there exists µ ∈ C(I ,R+), with L1 norm ‖µ‖,
such that:

|F (ζ, u1, u2)−F (ζ, v1, v2)| ≤ µ(ζ)(|u1 − v1|+ |u2 − v2|), (15)

∀ ζ ∈ I , ui, vi ∈ R, (i = 1, 2).
(A2) If α(ζ) : [0, T]→ (1, 2) and β(ζ) : [0, T]→ (1, 2) are piecewise constant functions with

partition P = {[0, T1], [T1, T2], [T2, T3], . . . , [TN∗−1, TN∗ ]} (N∗ is a given natural number)
of the finite interval [0, T], then

α(ζ) =
N∗

∑
k=1

αkIk(ζ), ζ ∈ [0, T], (16)

β(ζ) =
N∗

∑
k=1

βkIk(ζ), ζ ∈ [0, T], (17)

where 1 < αk; βk < 2, k = 1, 2, 3, . . . ,N∗, Ik(ζ) is the indicator of the interval [Tk−1, Tk]
for k = 1, 2, 3, . . . ,N∗, where T0 = 0 and TN∗ = T, i.e.,

Ik(ζ) =

{
1 for ζ ∈ [Tk−1, Tk],
0 elsewhere.

(18)

(A3) If 0 ≤ r ≤ αi − 1, i = 1, 2, . . . ,N∗, and ϕ(ζ)rF : [0, T] ×R2 → R is a continuous
function, then there exists a positive constant L such that

L =
‖µ‖(

1− ‖µ‖(ϕ(Ti)−ϕ(0))αi−βi

Γ(αi−βi+1)

) , (19)

with

L

(
(ϕ(Ti)− ϕ(0))αi−1

TiΓ(αi + 1)
+ G0(ϕ(Ti)− ϕ(0))

)
< 1, (20)

and

ϕ(ζ)r|F (ζ, x(ζ),c Dβ(ζ),ϕ
0+ x(ζ))−F (ζ, y(ζ),c Dβ(ζ),ϕ

0+ y(ζ))| ≤ (1 + L)|x(ζ)− y(ζ)|, (21)

for all 0 ≤ ζ ≤ T and x, y ∈ R.

Remark 3. From assumption (A1), we have

|F (ζ, u1, u2)| − |F (ζ, 0, 0)| ≤ |F (ζ, u1, u2)−F (ζ, 0, 0)| ≤ µ(ζ)(|u1|+ |u2|), (22)
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and
|F (ζ, u1, u2)| ≤ ‖µ‖(|u1|+ |u2|) + F, where F = sup

ζ∈I
|F (ζ, 0, 0)|. (23)

Now, in order to study the existence, uniqueness, and stability of solutions for the VOF-
BVP (8), we have to carry out the following essential analysis.

From assumption (A2), we have

α(ζ) =
N∗

∑
k=1

αkIk(ζ), ζ ∈ [0, T], (24)

β(ζ) =
N∗

∑
k=1

βkIk(ζ), ζ ∈ [0, T], (25)

Hence, we have for every ζ ∈ [0, T]∫ ζ

0

ϕ′(s)(ϕ(ζ)− ϕ(s))1−α(ζ)

Γ(2− α(ζ))
x[2]ϕ (s)ds =

N∗

∑
k=1
Ik(ζ)

∫ ζ

0

ϕ′(s)(ϕ(ζ)− ϕ(s))1−αk

Γ(2− αk)
x[2]ϕ (s)ds. (26)

So, the VOFBVP (8) can be written as

N∗

∑
k=1
Ik(ζ)

∫ ζ

0

ϕ′(s)(ϕ(ζ)− ϕ(s))1−αk

Γ(2− αk)
x[2]ϕ (s)ds = F (ζ, x(ζ),c Dβ,ϕ

0+ x(ζ)), ζ ∈ [0, T], (27)

where

cD
β,ϕ
0+ x(ζ) =

N∗

∑
k=1
Ik(ζ)

∫ ζ

0

ϕ′(s)(ϕ(ζ)− ϕ(s))1−βk

Γ(2− βk)
x[2]ϕ (s)ds), ζ ∈ [0, T]. (28)

Now, Equation (27) in the interval [0, T1] is written as:

∫ ζ

0

ϕ′(s)(ϕ(ζ)− ϕ(s))1−α1

Γ(2− α1)
x[2]ϕ ds = F (ζ, x(ζ),c Dβ1,ϕ

0+ x(ζ)), ζ ∈ [0, T1]. (29)

Again, Equation (27) in the interval (T1, T2] is written as:

∫ ζ

0

ϕ′(s)(ϕ(ζ)− ϕ(s))1−α2

Γ(2− α2)
x[2]ϕ ds = F (ζ, x(ζ),c Dβ2,ϕ

0+ x(ζ)), ζ ∈ (T1, T2]. (30)

If we complete in the following manner, we obtain that Equation (27) in the interval
(Ti−1, Ti], i = 1, 2, 3, . . . ,N∗ (T0 = 0, TN∗ = T) can be written as:

∫ ζ

0

ϕ′(s)(ϕ(ζ)− ϕ(s))1−αi

Γ(2− αi)
x[2]ϕ ds = F (ζ, x(ζ),c Dβi ,ϕ

0+ x(ζ)), ζ ∈ (Ti−1, Ti]. (31)

Remark 4. From the above argument, we can state that the VOFBVP (8) has a (unique) solution if
there exist (unique) functions xi(ζ), i = 1, 2, 3, . . . , N∗, satisfying the following conditions:

1. x1 ∈ C1[0, T1] such that it satisfies Equation (29) with x1(ζ)|ζ=0 = u0 and x1(ζ)|ζ=T1 =
uT .

2. xi ∈ C1[0, Ti] for i = 2, 3, . . . , N∗, satisfying Equation (31) with xi(ζ)|ζ=0 = u0, xi(Ti−1) =
xi−1(Ti−1), and xi(ζ)|ζ=Ti = uT .

Thus, we say that the VOFBVP (8) has a unique solution if the functions xi(ζ) are unique for
all i = 1, 2, 3, . . . , N∗. For additional information and mathematical rigor, we refer to [12].
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Lemma 5. The solution of Equation (29) with x(ζ)|ζ=0 = u0 and x(ζ)|ζ=T1 = uT is the solution
of the integral equation

x(ζ) = h1(ζ, x(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds, ζ ∈ [0, T1], (32)

where u is the solution of the fractional order integral equation

u(ζ) = F (ζ, h1(ζ, x(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds, Iα1−β1,ϕu(ζ)), (33)

and G(ζ, s) is Green’s function described by

G1(ζ, s) =


1

Γ(α1)

[
(ϕ(ζ)− ϕ(s))α1−1

− ϕ(ζ)−ϕ(0)
ϕ(T1)−ϕ(0) (ϕ(T1)− ϕ(s))α1−1

]
if 0 ≤ s ≤ ζ ≤ T1,

− (ϕ(ζ)−ϕ(0))
Γ(α1)(ϕ(T1)−ϕ(0)) (ϕ(T1)− ϕ(s))α1−1 if 0 ≤ ζ ≤ s ≤ T1,

(34)

such that
G0 := max{|G1(ζ, s)|, (ζ, s) ∈ I1 × I1}, with I1 = [0, T1],

and

h1(ζ, x(ζ)) = u0 +
(ϕ(ζ)− ϕ(0))
ϕ(T1)− ϕ(0)

(uT − u0). (35)

Proof. Let x(ζ) be a solution of Equation (29), then by applying the property that

cD
β1,ϕ
0+ x(ζ) = I

α1−β1,ϕ
0+

cD
α1,ϕ
0+ x(ζ), ζ ∈ [0, T1], (36)

we obtain that

cD
α1,ϕ
0+ x(ζ) = F (ζ, x(ζ), Iα1−β1,ϕ

0+
cD

α1,ϕ
0+ u(ζ)), ζ ∈ [0, T1]. (37)

If we take u(ζ) = cD
α1,ϕ
0+ x(ζ), then

u(ζ) = F (ζ, x(ζ), Iα1−β1,ϕ
0+ u(ζ)), ζ ∈ [0, T1]. (38)

Applying Lemma 4, we obtain that

x(ζ) = c0 + c1(ϕ(ζ)− ϕ(0)) +
1

Γ(α1)

∫ ζ

0
ϕ′(s)(ϕ(ζ)− ϕ(s))α1−1u(s)ds. (39)

Substituting the boundary conditions x(ζ)|ζ=0 = u0 and x(T)|ζ=T1 = uT , we get

c0 = u0, (40)

and

c1 =
(uT − u0)

(ϕ(T1)− ϕ(0))
− 1

Γ(α1)(ϕ(T1)− ϕ(0))

∫ T1

0
ϕ′(s)[ϕ(T1)− ϕ(s)]α1−1u(s)ds. (41)

Hence, the solution of Equation (29) can be written as:

x(ζ) = u0 +
(ϕ(ζ)− ϕ(0))
ϕ(T1)− ϕ(0)

(uT − u0) +
1

Γ(α1)

∫ ζ

0
ϕ′(s)(ϕ(ζ)− ϕ(s))α1−1u(s)ds

− (ϕ(ζ)− ϕ(0))
Γ(α1)(ϕ(T1)− ϕ(0))

∫ T1

0
ϕ′(s)[ϕ(T1)− ϕ(s)]α1−1u(s)ds, (42)
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= u0 +
(ϕ(ζ)− ϕ(0))
ϕ(T1)− ϕ(0)

(uT − u0)

− ϕ(ζ)− ϕ(0)
Γ(α1)(ϕ(T1)− ϕ(0))

∫ T1

ζ
ϕ′(s)[ϕ(T1)− ϕ(s)]α1−1u(s)ds

+
1

Γ(α1)

∫ ζ

0
ϕ′(s)

[
[ϕ(ζ)− ϕ(s)]α1−1 − ϕ(ζ)− ϕ(0)

ϕ(T1)− ϕ(0)
[ϕ(T1)− ϕ(s)]α1−1

]
u(s)ds.

If h1(ζ, x(ζ)) = u0 +
(uT−u0)(ϕ(ζ)−ϕ(0))

ϕ(T1)−ϕ(0) , then the solution of (29) is also a solution of (32).

3.1. Existence and Uniqueness of Solutions

The following result is based on Banach’s fixed point theorem to obtain the existence
of a unique solution of the VOFBVP (8).

Theorem 2. Suppose that assumptions (A1)–(A3) hold, then the VOFBVP (8) has a unique solution.

Proof. The VOFBVP (8) can be written as Equation (27).
Now, by Lemma 5, Equation (27) can be written in the interval [0, T1] as Equation (29),
which can also be written as:

x(ζ) = h1(ζ, x(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds, 0 ≤ ζ ≤ T1. (43)

Define operator ℘ : C[0, T1]→ C[0, T1] by

℘x(ζ) = h1(ζ, x(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds, 0 ≤ ζ ≤ T1. (44)

In fact, ℘x(ζ) ∈ C[0, T1], since x(ζ) ∈ C[0, T1]. Let

g(ζ, x(ζ), cD
β1,ϕ
0+ x(ζ)) = ϕ(ζ)rF (ζ, x(ζ), cD

β1,ϕ
0+ x(ζ)), (45)

then by assumption (A3), we have function g : [0, T1]×R2 → R is continuous. Thus, for
ζ, ζ0 ∈ [0, T1], we have

|℘x(ζ)− ℘x(ζ0)| (46)

= |h1(ζ, x(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds− h1(ζ0, x(ζ0))−

∫ T1

0
ϕ′(s)G1(ζ0, s)u(s)ds|,

≤ |h1(ζ, x(ζ))− h1(ζ0, x(ζ0))|+ |
∫ T1

0
ϕ′(s)|G1(ζ, s)− G1(ζ0, s)| |u(s)|ds,

≤ | (uT − u0)

ϕ(T1)− ϕ(0)
(ϕ(ζ)− ϕ(ζ0))

− 1
(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(s))α1−1u(s)ds| |ϕ(ζ)− ϕ(ζ0)|

+
1

Γ(α1)
|
∫ ζ

0
ϕ′(s)(ϕ(ζ)− ϕ(s))α1−1F (s, x(s),c Dβ1,ϕ

0+ x(s))ds

−
∫ ζ0

0
ϕ′(s)(ϕ(ζ0)− ϕ(s))α1−1F (s, x(s),c Dβ1,ϕ

0+ x(s))ds|,

By substituting the variables with s = ζτ, using (45), we obtain the following inequality:
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|℘x(ζ)− ℘x(ζ0)

≤ | (uT − u0)

ϕ(T1)− ϕ(0)
(ϕ(ζ)− ϕ(ζ0))

− 1
(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(s))α1−1u(s)ds| |ϕ(ζ)− ϕ(ζ0)|

+| ϕ(ζ)
α1−r

Γ(α1)

∫ 1

0
ϕ′(τ)(1− ϕ(τ))α1−1 ϕ(τ)−rg(ζτ, x(ζτ),c Dβ1,ϕ

0+ x(ζτ))dτ

− ϕ(ζ0)
α1−r

Γ(α1)

∫ 1

0
ϕ′(τ)(1− ϕ(τ))α1−1 ϕ(τ)−rg(ζ0τ, x(ζ0τ),c Dβ1,ϕ

0+ x(ζ0τ))dτ|,

≤ | (uT − u0)

ϕ(T1)− ϕ(0)
(ϕ(ζ)− ϕ(ζ0))

− 1
(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(s))α1−1u(s)ds| |ϕ(ζ)− ϕ(ζ0)|

+
|ϕ(ζ)α1−r − ϕ(ζ0)

α1−r|
Γ(α1)

∫ 1

0
ϕ′(τ)(1− ϕ(τ))α1−1 ϕ(τ)−rg(ζτ, x(ζτ),c Dβ1,ϕ

0+ x(ζτ))dτ

+
ϕ(ζ0)

α1−r

Γ(α1)

∫ 1

0
ϕ′(τ)(1− ϕ(τ))α1−1 ϕ(τ)−r

∣∣∣∣∣ g(ζτ, x(ζτ),c Dβ1,ϕ
0+ x(ζτ))

−g(ζ0τ, x(ζ0τ),c Dβ1,ϕ
0+ x(ζ0τ))

∣∣∣∣∣ dτ.

Thus, from the continuity of both ϕ(ζ)α1−r and g, we deduce that ℘x(ζ) is continuous on
[0, T1], i.e., ℘x(ζ) ∈ C[0, T1].

In addition, if x(ζ), y(ζ) ∈ C[0, T1], we have

|℘x(ζ)− ℘y(ζ)|

= |h1(ζ, x(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds− h1(ζ, y(ζ))−

∫ T1

0
ϕ′(s)G1(ζ, s)v(s)ds|,

≤ |h1(ζ, y(ζ))− h1(ζ, x(ζ))|+
∫ T1

0
ϕ′(s)|G1(ζ, s)| |u(s)− v(s)|ds,

≤ 1
(ϕ(T1)− ϕ(0))Γ(α1)

|
∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(s))α1−1v(s)ds

−
∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(s))α1−1u(s)ds| (47)

+
∫ T1

0
ϕ′(s)|G1(ζ, s)| |u(s)− v(s)|ds,

≤ 1
(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(s))α1−1|v(s)− u(s)|ds

+
∫ T1

0
ϕ′(s)|G1(ζ, s)| |u(s)− v(s)|ds.

However, from assumption (A1) and if we take the supremum for ζ ∈ [0, T1], we get
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|u(s)− v(s)| = |F (ζ, x(ζ),c Dβ1,ϕ
0+ x(ζ))−F (ζ, y(ζ),c Dβ1,ϕ

0+ y(ζ))|, (48)

= |F (ζ, x(ζ), Iα1−β1,ϕ
0+ u(ζ))−F (ζ, y(ζ), Iα1−β1,ϕ

0+ v(ζ))|,

≤ µ(ζ)

(
|x(ζ)− y(ζ)|+

∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))α1−β1−1

Γ(α1 − β1)
|u(s)− v(s)|ds)

)
,

≤ ‖µ‖
(
‖x− y‖+ (ϕ(T1)− ϕ(0))α1−β1

Γ(α1 − β1 + 1)
‖u− v‖

)
.

Hence,

‖u− v‖ ≤ ‖µ‖(
1− ‖µ‖(ϕ(T1)−ϕ(0))α1−β1

Γ(α1−β1+1)

)‖x− y‖. (49)

Thus,

|℘x(ζ)− ℘y(ζ)| ≤

(
(ϕ(T1)−ϕ(0))α1−1

Γ(α1+1) + G0(ϕ(T1)− ϕ(0))
)
‖µ‖(

1− ‖µ‖(ϕ(T1)−ϕ(0))α1−β1

Γ(α1−β1+1)

) ‖x− y‖. (50)

Since

(
(ϕ(T1)−ϕ(0))α1−1

Γ(α1+1)
+G0(ϕ(T1)−ϕ(0))

)
‖µ‖(

1− ‖µ‖(ϕ(T1)−ϕ(0))α1−β1
Γ(α1−β1+1)

) < 1, from Banach’s contraction principle, we ob-

tain that operator ℘ has unique fixed point x1(ζ) ∈ C[0, T1] such that x1(0) = u0, and
x1(T1) = uT . Therefore, x1(ζ) is a unique solution of Equation (29) with the boundary
conditions x1(ζ)|ζ=0 = u0 and x1(ζ)|ζ=T1 = uT .

In addition, Equation (27) in the interval (T1, T2] can be written as Equation (30). So,
in order to consider the existence result of the solution to Equation (30), we have to discuss
its existence in the (0, T2].

Consider the following equation

∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))1−α2

Γ(2− α2)
x[2]ϕ ds = F (ζ, x(ζ),c Dβ2,ϕ

0+ x(ζ)), ζ ∈ (0, T2]. (51)

It is clear that if x ∈ C[0, T2] satisfies Equation (51), then it also satisfies Equation (30). Hence,
let x∗ ∈ C[0, T2] be a solution of Equation (51) such that x∗(ζ)|ζ=0 = u0, x2(T1) = x1(T1),
and x∗(ζ)|ζ=T2 = uT . That is,

∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))1−α2

Γ(2− α2)
x∗ [2]ϕ (s)ds = F (ζ, x∗(ζ),c Dβ2,ϕ

0+ x∗(ζ)), ζ ∈ (T1, T2]. (52)

Hence, we deduce that if x∗ ∈ C[0, T2] is a solution of Equation (51), then x∗ ∈ C(T1, T2] is
also a solution of Equation (30).

Based on this result, we will consider the existence of the solution of Equation (51)
instead of Equation (30).

In a similar manner as above, if we take the operator I
α2
0+ on both sides of Equation (51)

and use Lemma 4, we obtain for 0 ≤ ζ ≤ T2 that

x(ζ) = c0 + c1(ϕ(ζ)− ϕ(0)) +
1

Γ(α2)

∫ ζ

0
ϕ′(s)(ϕ(ζ)− ϕ(s))α2−1F (ζ, x(ζ),c Dβ2,ϕ

0+ x(ζ))ds. (53)
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Substituting the boundary conditions x(ζ)|ζ=0 = u0 and x(ζ)|ζ=T2 = uT, we obtain

c0 = u0, and c1 = (uT−u0)
(ϕ(T2)−ϕ(0)) −

1
Γ(α2)(ϕ(T2)−ϕ(0))

∫ T2
0 ϕ′(s)[ϕ(T2)− ϕ(s)]α2−1u(s)ds. Hence,

the solution of Equation (51) can be written as:

x(ζ) = u0 + (uT − u0)
(ϕ(ζ)− ϕ(0))
(ϕ(T2)− ϕ(0))

− ζ

(ϕ(T2)− ϕ(0))Γ(α2)

∫ T2

0
ϕ′(s)[ϕ(T2)− ϕ(s)]α2−1u(s)ds (54)

+
1

Γ(α2)

∫ ζ

0
ϕ′(s)(ϕ(ζ)− ϕ(s))α2−1u(s)ds,

= h2(ζ, x(ζ)) +
∫ T2

0
ϕ′(s)G2(ζ, s)u(s)ds.

Define operator ℘ : C[0, T2]→ C[0, T2] by

℘x(ζ) = h2(ζ, x(ζ)) +
∫ T2

0
ϕ′(s)G2(ζ, s)u(s)ds, 0 ≤ ζ ≤ T2. (55)

In a similar argument as above, it follows from the continuity of the function

g(ζ, x(ζ), cD
β2,ϕ
0+ x(ζ)) = ϕ(ζ)rF (ζ, x(ζ), cD

β2,ϕ
0+ x(ζ)), (56)

that the operator ℘ : C[0, T2] → C[0, T2] is continuous and well defined. In addition, if
u(ζ), v(ζ) ∈ C[0, T2], we have

|℘u(ζ)− ℘v(ζ)| = |h2(ζ, y(ζ))− h2(ζ, x(ζ))|

+|
∫ T2

0
ϕ′(s)G2(ζ, s)u(s)ds−

∫ T2

0
ϕ′(s)G2(ζ, s)v(s)ds|, (57)

≤ 1
(ϕ(T2)− ϕ(0))Γ(α2)

∫ T2

0
ϕ′(s)[ϕ(T2)− ϕ(s)]α2−1|v(s)− u(s)|ds

+|
∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))α2−β2−1

Γ(α2 − β2)
|u(s)− v(s)|ds)|,

≤

(
(ϕ(T2)−ϕ(0))α2−1

Γ(α2+1) + G0(ϕ(T2)− ϕ(0))
)
‖µ‖(

1− ‖µ‖(ϕ(T2)−ϕ(0))α2−β2

Γ(α2−β2+1)

) ‖u− v‖.

Hence, from assumption (A3), we obtain that Banach’s contraction principle assures that the
operator ℘ has unique fixed point x2(ζ) ∈ C[0, T2] such that x2(0) = u0, x2(T1) = x1(T1)
and x2(T2) = uT . Therefore, x2(ζ) is a unique solution of Equation (30) with the boundary
conditions x2(ζ)|ζ=0 = u0 and x2(ζ)|ζ=T2 = uT .

In a similar manner, we can prove that Equation (27) defined on (Ti−1, Ti], for all
i = 3, 4, . . . ,N∗ with TN∗ = T, has one unique solution xi(ζ) ∈ C[0, Ti] such that xi(ζ)|ζ=0 =
u0, xi(Ti−1) = xi−1(Ti−1), and xi(ζ)|ζ=Ti = uT .

Therefore, we already proved that the VOFBVP (8) has one unique solution. Thus, the
proof is completed.

Now, we present our second existence result for the VOFBVP (8), which is based on
Krasnoselskii’s fixed point theorem.
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Definition 9. From a mild solution of the VOFBVP (8), we refer to a function u ∈ C(I1,R),
I1 = [0, T1], that satisfies the integral Equation (33), with u the solution of the following integral
equation:

u(ζ) = F (ζ, h1(ζ, x(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds, Iα1−β1,ϕ

0+ u(ζ)), (58)

for all ζ ∈ [0, T1].

Lemma 6. Let x(ζ), y(ζ) ∈ C[0, T1], and let 1 < β1 < 2, then

|cDβ1,ϕ
0+ y(ζ)− cD

β1,ϕ
0+ x(ζ)| ≤ ∆

(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)| ‖y− x‖, (59)

where

∆ =

1 +
(ϕ(T1)− ϕ(0))α1−β1

Γ(α1 − β1 + 1)

1 +
‖µ‖(

1− ‖µ‖(ϕ(T1)−ϕ(0))α1−β1

Γ(α1−β1+1)

)

. (60)

Proof. It is clear that if we take supremum for all ζ ∈ [0, T1] that

|cDβ1,ϕ
0+ y(ζ)− cD

β1,ϕ
0+ x(ζ)| = |

∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))1−β1

Γ(2− β1)
y[2]ϕ (s)ds

−
∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))1−β1

Γ(2− β1)
x[2]ϕ (s)ds| (61)

≤
∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))1−β1

Γ(2− β1)

∣∣∣y[2]ϕ (s)− x[2]ϕ (s)
∣∣∣ds.

However, from [26], we have

x[n−1]
ϕ (s) =

(
x[n−2]

ϕ (s)
)′

ϕ′(s)
(62)

=
1

Γ(α1 − n + 1)

∫ s

a
ϕ′(τ)(ϕ(s)− ϕ(τ))α1−nF (τ, x(τ), cD

β2,ϕ
0+ x(τ))dτ + xn−1

a .

Since F (τ, x(τ), cD
β2,ϕ
0+ x(τ)) is continuous on I , then there exists a constant A such that∣∣∣∣ 1

Γ(α1 − n + 1)

∫ s

a
ϕ′(τ)(ϕ(s)− ϕ(τ))α1−nF (τ, x(τ), cD

β2,ϕ
0+ x(τ))dτ

∣∣∣∣ ≤ A
(ϕ(s)− ϕ(τ))α1−n+1

Γ(α1 − n + 2)
, (63)

which vanishes at the initial point t = a, and thus x[n−1]
ϕ (a) = xn−1

a .
Thus, we have∣∣∣y[2]ϕ (s)− x[2]ϕ (s)

∣∣∣
=

∣∣∣∣∣∣∣
(

y[1]ϕ (s)
)′

ϕ′(s)
−

(
x[1]ϕ (s)

)′
ϕ′(s)

∣∣∣∣∣∣∣, (64)

=

∣∣∣∣∣∣
1

Γ(α1−2)

∫ s
0 ϕ′(τ)(ϕ(s)− ϕ(τ))α1−3F (τ, y(τ), cD

β2,ϕ
0+ y(τ))dτ + y2

0

− 1
Γ(α1−2)

∫ s
0 ϕ′(τ)(ϕ(s)− ϕ(τ))α1−3F (τ, x(τ), cD

β2,ϕ
0+ x(τ))dτ − x2

0

∣∣∣∣∣∣,
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≤ 1
Γ(α1 − 2)

∫ s

0
ϕ′(τ)(ϕ(s)− ϕ(τ))α1−3

∣∣∣∣∣ F (τ, y(τ), cD
β2,ϕ
0+ y(τ))

−F (τ, x(τ), cD
β2,ϕ
0+ x(τ))

∣∣∣∣∣dτ +
∣∣∣y2

0 − x2
0

∣∣∣,

≤ 1
Γ(α1 − 2)

∫ s

0
ϕ′(τ)(ϕ(s)− ϕ(τ))α1−3‖µ‖

(
‖x− y‖+ (ϕ(T1)− ϕ(0))α1−β1

Γ(α1 − β1 + 1)
‖u− v‖

)
dτ

+
∣∣∣y2

0 − x2
0

∣∣∣,
≤ 1

Γ(α1 − 2)

∫ s

0
ϕ′(τ)(ϕ(s)− ϕ(τ))α1−3‖µ‖

×

‖x− y‖+ (ϕ(T1)− ϕ(0))α1−β1

Γ(α1 − β1 + 1)

1 +
‖µ‖(

1− ‖µ‖(ϕ(T1)−ϕ(0))α1−β1

Γ(α1−β1+1)

)
‖x− y‖

dτ

+
∣∣∣y2

0 − x2
0

∣∣∣,
≤ ∆‖x− y‖ ‖µ‖

Γ(α1 − 2)

∫ s

0
ϕ′(τ)(ϕ(s)− ϕ(τ))α1−3dτ +

∣∣∣y2
0 − x2

0

∣∣∣,
≤ ∆

‖µ‖(ϕ(s)− ϕ(0))α1−2

Γ(α1 − 1)
‖x− y‖,

where

∆ =

1 +
(ϕ(T1)− ϕ(0))α1−β1

Γ(α1 − β1 + 1)

1 +
‖µ‖(

1− ‖µ‖(ϕ(T1)−ϕ(0))α1−β1

Γ(α1−β1+1)

)

, (65)

and y2
0 − x2

0 = u2
0 − u2

0 = 0.
Thus,

|cDβ1,ϕ
0+ y(ζ)− cD

β1,ϕ
0+ x(ζ)| = |

∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))1−β1

Γ(2− β1)
y[2]ϕ (s)ds (66)

−
∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))1−β1

Γ(2− β1)
x[2]ϕ (s)ds|,

≤
∫ ζ

0
ϕ′(s)

(ϕ(ζ)− ϕ(s))1−β1

Γ(2− β1)

∣∣∣y[2]ϕ (s)− x[2]ϕ (s)
∣∣∣ds,

≤ ∆
(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)| ‖y− x‖.

Lemma 7. The function h1:I×R→R is a Lipschitzian function with a Lipschitz constant c such
that

‖h1(ζ, x(ζ))− h1(ζ, y(ζ))‖ ≤ c ‖x− y‖, (67)

with c = ∆‖µ‖(ϕ(T1)−ϕ(0))2α1−β1−3

|Γ(α1+1)Γ(2−β1)Γ(α1−1)| .

Proof. Let x(ζ), y(ζ) ∈ C[0, T1]. By applying assumption (A1) and taking supremum for
all ζ ∈ [0, T1], we get
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|h1(ζ, x(ζ))− h1(ζ, y(ζ))|

=
∣∣∣ 1
(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(0))α1−1v(s)ds

− 1
(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(0))α1−1u(s)ds

∣∣∣, (68)

≤ 1
(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(0))α1−1|v(s)− u(s)|ds,

≤ 1
(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(0))α1−1

∣∣∣∣∣ F (ζ, y(ζ),c Dβ1,ϕ
0+ y(ζ))

−F (ζ, x(ζ),c Dβ1,ϕ
0+ x(ζ))

∣∣∣∣∣ds,

≤ 1
(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(0))α1−1|ϕ(ζ)|

×
(

|y(ζ)− x(ζ)|
+|cDβ1,ϕ

0+ y(ζ)− cD
β1,ϕ
0+ x(ζ)|

)
ds,

≤ ∆‖µ‖(ϕ(T1)− ϕ(0))2α1−β1−3

|Γ(α1 + 1)Γ(2− β1)Γ(α1 − 1)| ‖x− y‖.

Thus
‖h1(ζ, x)− h1(ζ, y)‖ ≤ c ‖x− y‖, (69)

where c = ∆‖µ‖(ϕ(T1)−ϕ(0))2α1−β1−3

|Γ(α1+1)Γ(2−β1)Γ(α1−1)| .

Theorem 3. Suppose that assumption (A1) holds. If

∆‖µ‖(ϕ(T1)− ϕ(0))2α1−β1−3

|Γ(α1 + 1)Γ(2− β1)Γ(α1 − 1)| < 1, (70)

then the VOFBVP (8) has at least one mild solution in C[0, T1].

Proof. By converting the VOFBVP (8) into a fixed point problem, define the operator
℘ : C(I1,R)→ C(I1,R) with I1 = [0, T1] as:

℘x(ζ) = h1(ζ, x(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds, ζ ∈ [0, T1], (71)

with
u(ζ) = F (ζ, x(ζ), Iα1−β1,ϕ

0+ u(ζ)). (72)

In addition, let B$1 = {x ∈ C(I1,R) : ‖x‖ ≤ $1} be a closed subset of C[0, T1], where $1 is
a positive constant satisfying

$1 ≥ max
ζ∈[0,T1]

(
=+<F
1−<ℵ ,

FM

1−Mℵ

)
, (73)

where
= = 2u0 + uT , (74)

ℵ = ‖µ‖
(

1 + ∆
(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)|

)
, (75)
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< =

(
(ϕ(T1)− ϕ(0))α1−1

Γ(α1 + 1)
+ G0(ϕ(T1)− ϕ(0))

)
, (76)

and
M = G0(ϕ(T1)− ϕ(0)). (77)

Obviously, B$1 is a Banach space with a metric in C[0, T1].
Now, consider the operators ℘1 and ℘2 defined on B$1 as follows:

℘1x(ζ) = h1(ζ, x(ζ)), (78)

℘2x(ζ) =
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds. (79)

Then, for any x ∈ C([0, T1],R), we have

℘x(ζ) = ℘1x(ζ) + ℘2x(ζ), ζ ∈ [0, T1]. (80)

The proof is divided into three steps as follows:
Step 1: ℘1x1 + ℘2x2 ∈ B$1 for every x1, x2 ∈ B$1 .
Let x1, x2 ∈ B$1 and ζ ∈ I , and we have

|℘1x1(ζ) + ℘2x2(ζ)| (81)

≤ |℘1x1(ζ)|+ |℘2x2(ζ)|,

≤ |h1(ζ, x1(ζ))|+
∫ T1

0
ϕ′(s)|G1(ζ, s)||F (ζ, x(ζ), cD

β1,ϕ
0+ x(ζ))|ds,

≤ |u0|+ |uT − u0|
(ϕ(ζ)− ϕ(0))
ϕ(T1)− ϕ(0)

+
1

(ϕ(T1)− ϕ(0))Γ(α1)

∫ T1

0
ϕ′(s)(ϕ(T1)− ϕ(s))α1−1|u(s)|ds

+
∫ T1

0
ϕ′(s)|G1(ζ, s)||u(s)|ds.

By applying Lemma 6 and taking the supremum for ζ ∈ [0, T1], we have

|u(ζ)| = |F (ζ, x(ζ), cD
β1,ϕ
0+ x(ζ))|,

≤ ‖µ‖(|x(ζ)|+ |cDβ1,ϕ
0+ x(ζ))|) + F, where F = sup

ζ∈I
|F (ζ, 0, 0)|, (82)

≤ ‖µ‖
(

1 + ∆
(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)|

)
‖x‖+ F.

Thus, for each ζ ∈ [0, T1]

|℘1x1(ζ) + ℘2x2(ζ)| ≤ 2u0 + uT

+

(
(ϕ(T1)− ϕ(0))α1−1

Γ(α1 + 1)
+ G0(ϕ(T1)− ϕ(0))

)
(83)

×
(
‖µ‖

(
1 + ∆

(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)|

)
‖x‖+ F

)
.

Taking the supremum over ζ ∈ [0, T1], we get

‖℘1x1 + ℘2x2‖ ≤ $1, (84)
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for
$1 ≥

=+<F
1−<ℵ , (85)

where
= = 2u0 + uT ,

ℵ = ‖µ‖
(

1 + ∆
(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)|

)
, (86)

and

< =

(
(ϕ(T1)− ϕ(0))α1−1

Γ(α1 + 1)
+ G0(ϕ(T1)− ϕ(0))

)
. (87)

This proves that ℘1x1 + ℘2x2 ∈ B$1 for every x1, x2 ∈ B$1 .
Step 2: The operator ℘1 is a contraction mapping on B$1 .
It is clear from Lemma 7 that ℘1 is a contraction mapping with constant

c =
∆‖µ‖(ϕ(T1)− ϕ(0))2α1−β1−3

|Γ(α1 + 1)Γ(2− β1)Γ(α1 − 1)| < 1. (88)

Step 3: The operator ℘2 is completely continuous (compact and continuous) on B$1 .
First, we prove that operator ℘2 is continuous.
Let {xn}n∈N be a sequence such that xn → x as n→ ∞ in C([0, T1],R).
To show that ℘2 is continuous, we have to prove that

‖℘2xn − ℘2x‖ → 0 as n→ ∞. (89)

For each ζ ∈ [0, T1], we have

|℘2xn − ℘2x| ≤
∫ T1

0
ϕ′(s)|G1(ζ, s)||un(s)− u(s)|ds, (90)

where un, u ∈ C([0, T1],R), such that

un(ζ) = F (ζ, xn(ζ), cD1,ϕ
0+ xn(ζ)) = F (ζ, xn(ζ), Iα1−β1,ϕ un(ζ)), (91)

u(ζ) = F (ζ, x(ζ), cD
β1,ϕ
0+ x(ζ)) = F (ζ, x(ζ), Iα1−β1,ϕ u(ζ)), (92)

and by assumption (A1), we obtain that

|un(ζ)− u(ζ)| = |F (ζ, xn(ζ),c D
β1,ϕ
0+ xn(ζ))−F (ζ, x(ζ),c Dβ1,ϕ

0+ x(ζ))|, (93)

≤ |ϕ(ζ)|(|xn(ζ)− x(ζ)|+ | cD
β1,ϕ
0+ xn(ζ)− cD

β1,ϕ
0+ x(ζ)|),

≤ ‖µ‖(‖xn − x‖+ ∆
(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)| ‖xn − x‖),

≤ ‖µ‖(1 + ∆
(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)| )‖xn − x‖.

Thus, if we take the supremum for ζ ∈ [0, T1], we get

‖un − u‖ ≤ ‖µ‖(1 + ∆
(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)| )‖xn − x‖. (94)
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Since xn → x, then we obtain un(ζ) → u(ζ) as n → ∞ for each ζ ∈ [0, T1]. In addition, if
we select a real number ε > 0 such that for each ζ ∈ [0, T1], we have |un(ζ)| ≤ ε/2 and
|u(ζ)| ≤ ε/2, then we can conclude that

|G1(ζ, s)||un(s)− u(s)| ≤ |G1(ζ, s)|(|un(s)|+ |u(s)|),
≤ ε|G1(ζ, s)|. (95)

Now, for each ζ ∈ [0, T1], the function s→ ε|G1(ζ, s)| is integrable on I . Then, by applying
the Lebesgue dominated convergence theorem, it is obtained that

‖℘2xn − ℘2x‖ → 0 as n→ ∞. (96)

Consequently, ℘2 is continuous.
In addition, we have

‖℘2x‖ ≤ G0(ϕ(T1)− ϕ(0))

[
‖µ‖

(
1 + ∆

(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)|

)
‖x‖+ F

]
≤ $1. (97)

Thus, the proof that ℘2 is uniformly bounded on B$1 is complete.
Finally, we prove that ℘2 maps bounded sets into equicontinuous sets of C(I ,R), i.e.,

B$1 is equicontinuous.
Suppose that for any real number ε > 0, there exists δ > 0 such that for every ζ1 and

ζ2 in the interval I , where ζ1 < ζ2, we have |ζ2 − ζ1| < δ. Then, we can conclude that

|℘2x(ζ2)− ℘2x(ζ1)| ≤
∫ T1

0
ϕ′(s)|G1(ζ2, s)− G1(ζ1, s)| |u(s)|ds, (98)

≤ ‖u‖
∫ T1

0
ϕ′(s)|G1(ζ2, s)− G1(ζ1, s)| ds,

≤
[
‖µ‖

(
1 + ∆

(ϕ(T1)− ϕ(0))α1−β1−2

|Γ(2− β1)Γ(α1 − 1)|

)
+ F

]

×
∫ T1

0
ϕ′(s)|G(ζ2, s)− G(ζ1, s)| ds.

As ζ1 approaches ζ2, the right-hand side of the inequality above becomes independent of x
and tends toward zero. Consequently,

|℘2x(ζ2)− ℘2x(ζ1)| → 0, ∀ |ζ2 − ζ1| → 0. (99)

Thus, the set {℘x} is equicontinuous on B$1, and the operator ℘ is compact, as established
by the Arzela-Ascoli Theorem [2]. Consequently, we can conclude that ℘: C([0, T1],R)→
C([0, T1],R) is both continuous and compact. Hence, all the hypotheses of Krasnoselskii’s
fixed point theorem are satisfied. This implies that the operator ℘= ℘1 + ℘2 possesses
a fixed point x1(ζ) within the set C[0, T1] on B$1 , with the conditions x1(0) = u0 and
x1(T1) = uT . Therefore, x1(ζ) is a mild solution of Equation (29) with the boundary
conditions x1(ζ)|ζ=0 = u0 and x1(ζ)|ζ=T1 = uT .

Now, if we make the same argument as in Theorem 2, we have Equation (27) in
the interval (T1, T2], which is equivalent to Equation (30). So, considering the existence
results of the solution for Equation (30) is equivalent to discussing its existence in the
(0, T2]. In addition, it is clear that if x2 ∈ C[0, T2] satisfies Equation (51), then it also satisfies
Equation (30) such that x2(ζ)|ζ=0 = u0, x2(T1) = x1(T1), and x2(ζ)|ζ=T2 = uT .

In a similar manner, and for i = 3, . . . , N∗, we can conclude that Equation (30) defined
on (Ti − 1, Ti] has at least one mild solution xi(ζ) ∈ C[0, Ti] with xi(ζ)|ζ=0 = u0, xi(Ti−1) =
xi−1(Ti−1), and xi(ζ)|ζ=Ti = uT (TN∗ = T). Therefore, by applying Krasnoselskii’s fixed
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point theorem, we deduce that the VOFBVP (8) has at least one mild solution in C[0, T].
The proof is completed.

3.2. Ulam-Hyers Stability of Solutions

In the following analysis, we examine the stability of the VOFBVP (8) according to the
Ulam-Hyers criteria. Let ε > 0, Φ : I → R+ be a continuous function, and consider the
following inequalities:∣∣∣ cD

α(ζ),ϕ
0+ y(ζ)−F (ζ, y(ζ),c Dβ(ζ),ϕ

0+ y(ζ))
∣∣∣≤ε for every ζ ∈I , (100)

and ∣∣∣ cD
α(ζ),ϕ
0+ y(ζ)−F (ζ, y(ζ),c Dβ(ζ),ϕ

0+ y(ζ))
∣∣∣≤Φ(ζ) for every ζ ∈I . (101)

Definition 10 ([35]). The VOFBVP (8) is Ulam-Hyers stable if there exists a real number cF > 0
so that there exists a solution x∈ C(I ,R) of (8) such that |y(ζ)−x(ζ)| ≤ ε cF for every ζ∈I and
y∈ C(I ,R) is a solution of the inequality (100).

Definition 11 ([35]). The VOFBVP (8) is said to be generalized Ulam-Hyers stable if there is
cF ∈ C(R+,R+) with cF (0) = 0 so that there exists a solution x∈ C(I ,R) of the VOFBVP
(8) such that |y(ζ)−x(ζ)| ≤ cF (ε) for every ζ ∈I , ε > 0, and y∈ C(I ,R) is a solution of the
inequality (101).

Theorem 4. Suppose that the assumptions of Theorem 3 are satisfied, then the VOFBVP (8) is
Ulam−Hyers stable.

Proof. Let ε > 0 and let z ∈ C([0, T1],R) be a function which satisfies the inequality (100),
i.e.,

|cDα1,ϕ
0+ z(ζ)−F (ζ, z(ζ),c Dβ1,ϕ

0+ z(ζ))|≤ε for every ζ ∈[0, T1], (102)

and let y ∈ C(I,R) be a solution of the VOFBVP (8) which by Lemma 5 is equivalent to the
fractional order integral equation

y(ζ) = h1(ζ, y(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds, (103)

where u is the solution of the fractional order integral equation

u(ζ) = F (ζ, h(ζ, x(ζ)) +
∫ T1

0
ϕ′(s)G1(ζ, s)u(s)ds, Iα1−β1,ϕu(ζ)). (104)

Taking the left-sided ϕ-Riemann-Liouville fractional integral Iα1,ϕ
0+ on both sides of inequal-

ity (102), we get

|z(ζ)− h1(ζ, z(ζ))−
∫ T1

0
ϕ′(s)G1(ζ, s)v(s)ds| ≤ ε

(ϕ(T1)− ϕ(0))α1

Γ(α1 + 1)
. (105)

For each ζ∈[0, T1] and from Lemma 2, we have

|z(ζ)− y(ζ)| = |z(ζ)− h1(ζ, y(ζ))−
∫ T1

0
ϕ′(s)G1(ζ, s)v(s)ds|,

≤ |z(ζ)− h1(ζ, z(ζ))−
∫ T1

0
ϕ′(s)G1(ζ, s)v(s)ds| (106)

−h1(ζ, y(ζ))−
∫ T1

0
ϕ′(ζ)G1(ζ, s)u(s)ds + h1(ζ, z(ζ))

+
∫ T1

0
ϕ′(s)G1(ζ, s)v(s)ds|,
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≤ ε
(ϕ(T1)− ϕ(0))α1

Γ(α1 + 1)
+ |h1(ζ, z(ζ))−h1(ζ, y(ζ))|

+
∫ T1

0
ϕ′(ζ)|G1(ζ, s)| |v(s)− u(s)|ds,

≤ ε (ϕ(T1)− ϕ(0))α1

Γ(α1 + 1)
+

∆‖µ‖(ϕ(T1)− ϕ(0))2α1−β1−3

|Γ(α1 + 1)Γ(2− β1)Γ(α1 − 1)| ‖z− y‖

+G0‖µ‖(1 + ∆
(ϕ(T1)− ϕ(0))α1−β1−1

|Γ(2− β1)Γ(α1 − 1)| )‖z− y‖,

which implies that for each ζ ∈ [0, T1]

‖z− y‖ ≤ ε (ϕ(T1)− ϕ(0))α1

Γ(α1 + 1)
+

 ∆‖µ‖(ϕ(T1)−ϕ(0))2α1−β1−3

|Γ(α1+1)Γ(2−β1)Γ(α1−1)|

+G0‖µ‖(1 + ∆ (ϕ(T1)−ϕ(0))α1−β1−1

|Γ(2−β1)Γ(α1−1)| )

‖z− y‖. (107)

Hence,

‖z− y‖ ≤ ε
(ϕ(T1)− ϕ(0))α1

Γ(α1 + 1)

1−

 ∆‖µ‖(ϕ(T1)−ϕ(0))2α1−β1−3

|Γ(α1+1)Γ(2−β1)Γ(α1−1)|

+G0‖µ‖(1 + ∆ (ϕ(T1)−ϕ(0))α1−β1−1

|Γ(2−β1)Γ(α1−1)| )

−1

= ς ε, (108)

where

ς =
(ϕ(T1)− ϕ(0))α1

Γ(α1 + 1)

1−

 ∆‖µ‖(ϕ(T1)−ϕ(0))2α1−β1−3

|Γ(α1+1)Γ(2−β1)Γ(α1−1)|

+G0‖µ‖(1 + ∆ (ϕ(T1)−ϕ(0))α1−β1−1

|Γ(2−β1)Γ(α1−1)| )

−1

. (109)

Thus, the VOFBVP (8) is Ulam-Hyers stable for all ζ ∈ [0, T1].
In a similar manner as Theorem 2, we obtain that Equation (27) in the interval (T1, T2] is

equivalent to Equation (30). So, considering the stability results of solutions for Equation (30)
is equivalent to discussing stability results in the (0, T2]. Hence, for i = 3, . . . ,N∗, we obtain
that Equation (30) defined on (Ti−1, Ti] is Ulam-Hyers stable on [0, Ti] with xi(ζ)|ζ=0 = u0,
xi(Ti−1) = xi−1(Ti−1), and xi(ζ)|ζ=Ti = uT (TN∗ = T). Therefore, the VOFBVP (8) is
Ulam-Hyers stable on the whole interval [0, T].

Remark 5. Indeed, if we put Φ(ε) = ς ε, then we get Φ(0) = 0, which yields that the VOFBVP (8)
is generalized Ulam-Hyers stable.

4. Numerical Example

In the following, we present two numerical examples illustrating the obtained results
and further enhance the comprehension of the theoretical findings.

Example 1. Given the following VOFBVP: cDα(ζ),ζ2
y(ζ) =

√
2ζ+1

69e2ζ+1

[
5+y(ζ)+ cDβ(ζ),ζ2

y(ζ)
1+y(ζ)+ cDβ(ζ),ζ2 y(ζ)

]
for all ζ ∈ [0, 3],

y(0) = 1, and y(3) = 1,
(110)

where

α(ζ) =


7
5 if 0 ≤ ζ ≤ 1
6
5 if 1 < ζ ≤ 2
9
5 if 2 < ζ ≤ 3

, (111)
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and

β(ζ) =


6
5 if 0 ≤ ζ ≤ 1

11
10 if 1 < ζ ≤ 2
8
5 if 2 < ζ ≤ 3

, (112)

with T0 = 0, T1 = 1, T2 = 2, and T3 = 3.
It is obvious that

F (ζ, u, v) =
√

2ζ + 1
69e2ζ+1

[
5 + |u|+ |v|
1 + |u|+ |v|

]
(113)

is a mutually continuous function. In addition, for any u1,v1,u2,v2 ∈R, and ζ∈ [0, T] we have

|F (ζ, u1, v1)−F (ζ, u2, v2)| ≤
1

69e
(|u1 − u2|+ |v1 − v2|). (114)

Thus,

|F (ζ, u, v)| =
√

2ζ + 1
69e2ζ+1 (3 + |u|+ |v|), with F =

5
69e

, and ‖µ‖ = 1
69e

. (115)

Hence, assumptions (A1)− (A3) are satisfied with

µ(ζ) =

√
2ζ + 1

69e2ζ+1 , and ‖µ‖ = 1
69e

. (116)

With (111) and (112), we consider three BVPs for Caputo- fractional differential equations of
constant order  cD

7
5 ,ζ2

y(ζ) =
√

2ζ+1
69e2ζ+1

[
5+y(ζ)+ cD

6
5 ,ζ2

y(ζ)

1+y(ζ)+ cD
6
5 ,ζ2

y(ζ)

]
for all ζ ∈ [0, 1],

y(0) = 1, and y(1) = 1,
(117)

 cD
6
5 ,ζ2

y(ζ) =
√

2ζ+1
69e2ζ+1

[
5+y(ζ)+ cD

11
10 ,ζ2

y(ζ)

1+y(ζ)+ cD
11
10 ,ζ2

y(ζ)

]
for all ζ ∈ (1, 2],

y(1) = 1, and y(2) = 1,
(118)

 cD
9
5 ,ζ2

y(ζ) =
√

2ζ+1
69e2ζ+1

[
5+y(ζ)+ cD

8
5 ,ζ2

y(ζ)

1+y(ζ)+ cD
8
5 ,ζ2

y(ζ)

]
for all ζ ∈ (2, 3],

y(2) = 1, and y(3) = 1,
(119)

Now, on the subinterval [0, 1], we have T1 = 1, α1 = 7
5 , β1 = 6

5 .
Condition (70) is satisfied on [0, 1] since

∆1 =

1 +
(ϕ(T1)− ϕ(0))α1−β1

Γ(α1 − β1 + 1)

1 +
‖µ‖(

1− ‖µ‖(ϕ(T1)−ϕ(0))α1−β1

Γ(α1−β1+1)

)

 = 2.09497, (120)

and

c1 =
∆1‖µ‖(ϕ(T1)− ϕ(0))2α1−β1−3

|Γ(α1 + 1)Γ(2− β1)Γ(α1 − 1)| = 0.00348194 < 1. (121)

which implies that BVP (135) has at least one mild solution x1 ∈ C[0, 1].
In addition, we have G0 < 0.5, and condition (50) is satisfied on [0, 1] since(

(ϕ(T1)−ϕ(0))α1−1

Γ(α1+1) + G0(ϕ(T1)− ϕ(0))
)
‖µ‖(

1− ‖µ‖(ϕ(T1)−ϕ(0))α1−β1

Γ(α1−β1+1)

) = 0.00699859 < 1, (122)
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which implies that BVP (135) one unique solution x1 ∈ C[0, 1].
Similarly, on the interval (1, 2], we have T2 = 2, α2 = 6

5 , β2 = 11
10 .

Condition (70) is satisfied on (1, 2] since

∆2 =

1 +
(ϕ(T2)− ϕ(0))α2−β2

Γ(α2 − β2 + 1)

1 +
‖µ‖(

1− ‖µ‖(ϕ(T2)−ϕ(0))α2−β2

Γ(α2−β2+1)

)

 = 2.21392, (123)

and

c2 =
∆2‖µ‖(ϕ(T2)− ϕ(0))2α2−β2−3

|Γ(α2 + 1)Γ(2− β2)Γ(α2 − 1)| = 0.000206868 < 1. (124)

which implies that BVP (136) has at least one mild solution x2 ∈ C(1, 2].
In addition, we have G0 < 0.5 and condition (50) is satisfied on (1, 2] since(

(ϕ(T2)−ϕ(0))α2−1

Γ(α2+1) + G0(ϕ(T2)− ϕ(0))
)
‖µ‖(

1− ‖µ‖(ϕ(T2)−ϕ(0))α2−β2

Γ(α2−β2+1)

) = 0.0171587 < 1, (125)

which implies that BVP (135) one unique solution x2 ∈ C(1, 2].
Finally, on the interval (2, 3], we have T3 = 3, α3 = 9

5 , β3 = 8
5 .

Condition (70) is satisfied on (2, 3] since

∆3 =

1 +
(ϕ(T3)− ϕ(0))α3−β3

Γ(α3 − β3 + 1)

1 +
‖µ‖(

1− ‖µ‖(ϕ(T3)−ϕ(0))α3−β3

Γ(α3−β3+1)

)

 = 2.69925, (126)

and

c3 =
∆3‖µ‖(ϕ(T3)− ϕ(0))2α3−β3−3

|Γ(α3 + 1)Γ(2− β3)Γ(α3 − 1)| = 0.000369338 < 1. (127)

which implies that BVP (137) has at least one mild solution x2 ∈ C(2, 3].
In addition, we have Go < 1.5 and condition (50) is satisfied on (2, 3] since

(
(ϕ(T3)−ϕ(0))α3−1

Γ(α3+1) + G0(ϕ(T3)− ϕ(0))
)
‖µ‖(

1− ‖µ‖(ϕ(T3)−ϕ(0))α3−β3

Γ(α3−β3+1)

) =

1
69e

(
(32)

1
5

Γ( 11
5 )

+ 1.5× 32

)
(

1−
1

69e (3
2)

1
10

Γ( 11
10 )

) = 0.0428218 < 1, (128)

which implies that BVP (135) one unique solution x3 ∈ C(2, 3].
It follows from Theorems 3 and 2 that problem (110) has a unique mild solution x(ζ) ∈ C[0, 3]

such that

x(ζ) =


x1(ζ), ζ ∈ [0, 1],
x2(ζ), ζ ∈ (1, 2],
x3(ζ), ζ ∈ (2, 3].

(129)

Example 2. Given the following VOFBVP: cDα(ζ),ϕx(ζ) = e−3ζ

eζ+75

[
5− |x(ζ)|

1+|x(ζ)| −
|cDβ(ζ),ϕx(ζ)|

1+|cDβ(ζ),ϕx(ζ)|

]
for all ζ ∈ [0, 3],

x(0) = 1, and x(3) = 1,
(130)

where ϕ(ζ) =
√

ζ + 1, increasing function such that ϕ′(ζ) 6= 0, ∀ζ ∈ [0, 3], α(ζ) = 6
5 +

2
9 ζ, 0 ≤

ζ ≤ 3, β(ζ) = 1 + 1
7 ζ, 0 ≤ ζ ≤ 3, with T0 = 0, T1 = 1, T2 = 2, and T3 = 3. It is clear that

1 < β(ζ) < α(ζ) < 2 for all ζ ∈ [0, 3].
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It is obvious that

F (ζ, u, v) =
e−3ζ

eζ + 75

[
5− |u|

1 + |u| −
|v|

1 + |v|

]
, (131)

is a mutually continuous function. In addition, for any u1,v1,u2,v2 ∈ R, and ζ ∈ [0, T] we have

|F (ζ, u1, v1)−F (ζ, u2, v2)| ≤
1

76
(|u1 − u2|+ |v1 − v2|). (132)

Thus,

|F (ζ, u, v)| = e−3ζ

eζ + 75

(
5− |u|

1 + |u| −
|v|

1 + |v|

)
, with F =

5
76

, and ‖µ‖ = 1
76

. (133)

Hence, assumptions (A1)–(A3) are satisfied with

µ(ζ) =
e−3ζ

eζ + 75
, and ‖µ‖ = 1

76
. (134)

From (111) and (112), we consider three BVPs for Caputo- fractional differential equations of
constant order

cD
6
5+

2
9 ζ,
√

ζ+1x(ζ) = e−3ζ

eζ+75

5− |x(ζ)|
1+|x(ζ)| −

∣∣∣∣cD1+ 1
7 ζ,
√

ζ+1x(ζ)
∣∣∣∣

1+
∣∣∣∣cD1+ 1

7 ζ,
√

ζ+1x(ζ)
∣∣∣∣
 for all ζ ∈ [0, 1],

x(0) = 1, and x(1) = 1,

(135)


cD

6
5+

2
9 ζ,
√

ζ+1x(ζ) = e−3t

et+75

5− |x(ζ)|
1+|x(ζ)| −

∣∣∣∣cD1+ 1
7 ζ,
√

ζ+1x(ζ)
∣∣∣∣

1+
∣∣∣∣cD1+ 1

7 ζ,
√

ζ+1x(ζ)
∣∣∣∣
 for all ζ ∈ (1, 2],

x(1) = 1, and x(2) = 1,

(136)


cD

6
5+

2
9 ζ,
√

ζ+1x(ζ) = e−3ζ

eζ+75

5− |x(ζ)|
1+|x(ζ)| −

∣∣∣∣cD1+ 1
7 ζ,
√

ζ+1x(ζ)
∣∣∣∣

1+
∣∣∣∣cD1+ 1

7 ζ,
√

ζ+1x(ζ)
∣∣∣∣
 for all ζ ∈ (2, 3],

x(2) = 1, and x(3) = 1,

(137)

Now, on the subinterval [0, 1], we have T1 = 1, α1(ζ) =
6
5 + 2

9 ζ, and β1(ζ) = 1 + 1
7 ζ.

Condition (70) is satisfied on [0, 1] since

∆1 = 1 +
(ϕ(T1)− ϕ(0))α1(ζ)−β1(ζ)

Γ(α1(ζ)− β1(ζ) + 1)

1 +
‖µ‖(

1− ‖µ‖(ϕ(T1)−ϕ(0))α1(ζ)−β1(ζ)

Γ(α1(ζ)−β1(ζ)+1)

)
,

= 1 +

(√
2− 1

) 1
5+

5
63 ζ

Γ( 6
5 + 5

63 ζ)

1 +
1

76(
1−

1
76 (
√

2−1)
1
5 +

5
63 ζ

Γ( 6
5+

5
63 ζ)

)
, (138)

≤ 1 +

(√
2− 1

) 1
5

Γ( 6
5 )

1 +
1

76(
1−

1
76 (
√

2−1)
1
5

Γ( 6
5 )

)
 ≤ 1.92527,
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and

c1 =
∆1‖µ‖(ϕ(T1)− ϕ(0))2α1(ζ)−β1(ζ)−3

|Γ(α1(ζ) + 1)Γ(2− β1(ζ))Γ(α1(ζ)− 1)| ,

≤
1.92527

76 (
√

2− 1)−4+2
(

6
5+

2ζ
9

)
− ζ

7

|Γ
(

1− 1
7 ζ
)

Γ( 1
5 + 2

9 ζ)Γ
(

11
5 + 2

9 ζ
)
|
, (139)

≤
1.86478

76 (
√

2− 1)−
409
315

|Γ
( 6

7
)
Γ( 19

45 )Γ
(

109
45

)
|
≤ 0.0271925 < 1,

which implies that BVP (135) has at least one mild solution x1 ∈ C[0, 1].
In addition, we have

G1(ζ, s) =


1

Γ(α1(ζ))

[
(ϕ(ζ)− ϕ(s))α1(ζ)−1

− ϕ(ζ)−ϕ(0)
ϕ(T1)−ϕ(0) (ϕ(T1)− ϕ(s))α1(ζ)−1

]
if 0 ≤ s ≤ ζ ≤ T1,

− (ϕ(ζ)−ϕ(0))
Γ(α1(ζ))(ϕ(T1)−ϕ(0)) (ϕ(T1)− ϕ(s))α1(ζ)−1 if 0 ≤ ζ ≤ s ≤ T1,

(140)

=


1

Γ( 6
5+

2
9 ζ)

[
(
√

ζ + 1−
√

s + 1)
1
5+

2
9 ζ

−
√

ζ+1−1√
2−1

(
√

2−
√

s + 1)
1
5+

2
9 ζ

]
if 0 ≤ s ≤ ζ ≤ T1,

− 1
Γ( 6

5+
2
9 ζ)

[√
ζ+1−1√

2−1
(
√

2−
√

s + 1)
1
5+

2
9 ζ
]

if 0 ≤ ζ ≤ s ≤ T1

which implies that G0 ≤ 0.913108 and condition (50) is satisfied on [0, 1] since(
(ϕ(T1)−ϕ(0))α1(ζ)−1

Γ(α1(ζ)+1) + G0(ϕ(T1)− ϕ(0))
)
‖µ‖(

1− ‖µ‖(ϕ(T1)−ϕ(0))α1(ζ)−β1(ζ)

Γ(α1(ζ)−β1(ζ)+1)

) ≤
1

76

(
(
√

2−1)
1
5 +

2
9 ζ

Γ( 11
5 + 2

9 ζ)
+ 0.913108(

√
2− 1)

)
(

1−
1
76 (
√

2−1)
1
5 +

5
63 ζ

Γ( 6
5+

5
63 ζ)

) ,

≤
1

76

(
(
√

2−1)
1
5

Γ( 11
5 )

+ 0.913108(
√

2− 1)
)

(
1−

1
76 (
√

2−1)
1
5

Γ( 6
5 )

) ,

≈ 0.015171 < 1, (141)

which implies that BVP (135) one unique solution x1 ∈ C[0, 1].
Similarly, on the interval (1, 2], we have T2 = 2, α2(ζ) =

6
5 + 2

9 ζ, and β2(ζ) = 1 + 1
7 ζ.

Condition (70) is satisfied on (1, 2] since

∆2 = 1 +
(ϕ(T2)− ϕ(0))α2(ζ)−β2(ζ)

Γ(α2(ζ)− β2(ζ) + 1)

1 +
‖µ‖(

1− ‖µ‖(ϕ(T2)−ϕ(0))α2(ζ)−β2(ζ)

Γ(α2(ζ)−β2(ζ)+1)

)
,

= 1 +

(√
3− 1

) 1
5+

5
63 ζ

Γ( 6
5 + 5

63 ζ)

1 +
1

76(
1−

1
76 (
√

3−1)
1
5 +

5
63 ζ

Γ( 6
5+

5
63 ζ)

)
, (142)

= 1 +

(√
3− 1

) 1
5

Γ( 6
5 )

1 +
1

76(
1−

1
76 (
√

3−1)
1
5

Γ( 6
5 )

)
 ≤ 2.01771,
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and

c2 =
∆2‖µ‖(ϕ(T2)− ϕ(0))2α2(ζ)−β2(ζ)−3

|Γ(α2(ζ) + 1)Γ(2− β2(ζ))Γ(α2(ζ)− 1)| ,

≤
2.01771

76 (
√

3− 1)−4+2
(

6
5+

2ζ
9

)
− ζ

7

|Γ
(

1− 1
7 ζ
)

Γ( 1
5 + 2

9 ζ)Γ
(

11
5 + 2

9 ζ
)
|
, (143)

≤
2.01771

76 (
√

3− 1)−1.14762

|Γ
( 6

7
)
Γ( 19

45 )Γ
(

109
45

)
|
≤ 0.0141952 < 1,

which implies that BVP (136) has at least one mild solution x2 ∈ C(1, 2].
In addition, we have G0 < 0.695425, and condition (50) is satisfied on (1, 2] since(

(ϕ(T2)−ϕ(0))α1(ζ)−1

Γ(α2(ζ)+1) + G0(ϕ(T2)− ϕ(0))
)
‖µ‖(

1− ‖µ‖(ϕ(T2)−ϕ(0))α2(ζ)−β2(ζ)

Γ(α2(ζ)−β2(ζ)+1)

) ≤
1

76

(
(
√

3−1)
1
5 +

2
9 ζ

Γ( 11
5 + 2

9 ζ)
+ 0.695425(

√
3− 1)

)
(

1−
1
76 (
√

3−1)
1
5 +

5
63 ζ

Γ( 6
5+

5
63 ζ)

) ,

≤
1

76

(
(
√

3−1)
1
5

Γ( 11
5 )

+ 0.695425(
√

3− 1)
)

(
1−

1
76 (
√

3−1)
1
5

Γ( 6
5 )

) , (144)

≈ 0.0160643 < 1,

which implies that BVP (135) one unique solution x2 ∈ C(1, 2].
Finally, on the interval (2, 3], we have T3 = 3, α3(ζ) =

6
5 + 2

9 ζ, and β3(ζ) = 1 + 1
7 ζ.

Condition (70) is satisfied on (2, 3] since

∆3 = 1 +
(ϕ(T3)− ϕ(0))α3(ζ)−β3(ζ)

Γ(α3(ζ)− β3(ζ) + 1)

1 +
‖µ‖(

1− ‖µ‖(ϕ(T3)−ϕ(0))α3(ζ)−β3(ζ)

Γ(α3(ζ)−β3(ζ)+1)

)
,

= 1 +
1

Γ( 6
5 + 5

63 ζ)

1 +
1

76(
1− 1

76 Γ( 6
5+

5
63 ζ)

)
, (145)

= 1 +
1

Γ( 151
105 )

1 +
1

76(
1−

1
76

Γ( 151
105 )

)
 ≤ 2.14395,

and

c3 =
∆3‖µ‖(ϕ(T3)− ϕ(0))2α3(ζ)−β3(ζ)−3

|Γ(α3(ζ) + 1)Γ(2− β3(ζ))Γ(α3(ζ)− 1)| ,

≤
2.14395

76

|Γ
(

1− 1
7 ζ
)

Γ( 1
5 + 2

9 ζ)Γ
(

11
5 + 2

9 ζ
)
|
, (146)

≤
2.14395

76

|Γ
( 5

7
)
Γ( 29

45 )Γ
(

119
45

)
|
≤ 0.0107133 < 1,

which implies that BVP (137) has at least one mild solution x3 ∈ C(2, 3].
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In addition, we have Go < 0.475897, and condition (50) is satisfied on (2, 3] since(
(ϕ(T2)−ϕ(0))α1(ζ)−1

Γ(α2(ζ)+1) + G0(ϕ(T2)− ϕ(0))
)
‖µ‖(

1− ‖µ‖(ϕ(T2)−ϕ(0))α2(ζ)−β2(ζ)

Γ(α2(ζ)−β2(ζ)+1)

) ≤
1

76

(
1

Γ( 11
5 + 2

9 ζ)
+ 0.475897

)
(

1−
1

76
Γ( 6

5+
5
63 ζ)

) ,

≤
1

76

(
1

Γ( 119
45 )

+ 0.475897
)

(
1−

1
76

Γ( 428
315 )

) , (147)

≈ 0.0153867 < 1,

which implies that BVP (135) has one unique solution x3 ∈ C(2, 3].
It follows from Theorems 3 and 2 that problem (110) has a unique mild solution x(ζ) ∈ C[0, 3]

such that

x(ζ) =


x1(ζ), ζ ∈ [0, 1],
x2(ζ), ζ ∈ (1, 2],
x3(ζ), ζ ∈ (2, 3].

(148)

5. Conclusions

In conclusion, this study on the two-point boundary value problem of ϕ-Caputo
fractional differential equations with variable order has provided insightful results regard-
ing the existence, uniqueness, and Ulam-Hyers stability of solutions. The application of
Banach’s and Krasnoselskii’s fixed point theorems has established a robust mathemati-
cal framework for analyzing such problems. Furthermore, the inclusion of a numerical
example has illustrated the practical implications of the obtained results.

Looking ahead, there are several promising avenues for future research in this field:

1. Extension to higher dimensions: Future investigations can explore the behavior of
variable-order fractional differential equations in higher-dimensional spaces, provid-
ing deeper insights into complex systems.

2. Sensitivity analysis: Conducting sensitivity analysis to assess how variations in param-
eters impact the solutions of variable-order fractional differential equations can offer
valuable insights into system behavior under different conditions.

3. Applications in engineering and science: Applying the findings of this study to real-
world problems in engineering, physics, and biology can lead to practical insights
and applications with substantial impact.

4. Numerical methods: Further development and refinement of numerical methods for
solving variable-order fractional differential equations can enhance computational
efficiency and accuracy, making these equations more accessible for practical use.

5. Comparative studies: Conducting comparative studies with classical integer order
differential equations and exploring when fractional order solutions converge or
diverge from integer order solutions can provide a comprehensive understanding of
their relationships.

These recommended directions for future research will contribute to a deeper under-
standing of Caputo fractional differential equations with variable order and pave the way
for further advancements in theoretical and applied mathematics.
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