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Abstract: Measures generating classical orthogonal polynomials are determined by Pearson’s equa-
tion, whose parameters usually provide the positivity of the measures. The case of general complex
parameters (nonstandard) is also of interest; the non-Hermitian orthogonality with respect to (now
complex-valued) measures is considered on curves in C. Some applications lead to multiple orthog-
onality with respect to a number of such measures. For a system of r orthogonality measures, the
perfectness is an important property: in particular, it implies the uniqueness for the whole family
of corresponding multiple orthogonal polynomials and the (r + 2)-term recurrence relations. In
this paper, we introduce a unified approach which allows to prove the perfectness of the systems
of complex measures satisfying Pearson’s equation with nonstandard parameters. We also study
the polynomials satisfying multiple orthogonality relations with respect to a system of discrete mea-
sures. The well-studied families of multiple Charlier, Krawtchouk, Meixner and Hahn polynomials
correspond to the systems of measures defined by the difference Pearson’s equation with standard
real parameters. Using the same approach, we verify the perfectness of such systems for general
parameters. For some values of the parameters, discrete measures should be replaced with the
continuous measures with non-real supports.

Keywords: classical orthogonal polynomials; discrete orthogonal polynomials; Pearson’s equation;
Rodrigues’s formula; multiple orthogonality; Hermite–Padé polynomials; perfectness; normality of
indices; nearest-neighbor recurrence relations
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1. Introduction

Let C[z] be the linear space of polynomials with complex coefficients, and let there
be r ∈ Z>0 linear functionals lj : C[z]→ C, j = 1, . . . , r. Each of the functionals lj may be
defined by a sequence of its moments sj,k := lj(zk−1), k ∈ Z>0.

Given a (multi-)index n = (n1, . . . , nr) ∈ Zr
>0, a non-trivial polynomial Pn ∈ C[z] of

degree at most
|n| := n1 + · · ·+ nr

is called a (type II) multiple orthogonal polynomial if it satisfies the following orthogonality
conditions:

lj
(

Pn(z)zk) = 0, k = 0, . . . , nj − 1, j = 1, . . . , r. (1)

These orthogonality conditions reduce to a homogeneous linear algebraic system for
the coefficients of Pn, which always has a nontrivial solution.

The polynomials Pn play the role of denominators of the Hermite–Padé approximants
Qn,j
Pn

for a set of formal power series f j(z) := ∑∞
k=1

sj,k

zk . That is, the following interpolation
conditions at infinity are satisfied:

(Pn f j −Qn,j)(z) = O(z−nj−1) as z→ ∞, j = 1, . . . , r. (2)
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It is an easy exercise to show that the orthogonality conditions (1) are equivalent to
the interpolation conditions (2). The corresponding numerators Qn,j can be defined as the
polynomial parts of power series expansions of Pn f j at infinity.

On applying a construction of this kind, C. Hermite proved [1] that the number e is
transcendental. Some modern applications of multiple orthogonality to number theory can
be found in reviews [2,3] and papers [4,5]. Other important applications include random
matrices [6], spectral theory [7] and integrable systems [8].

Definition 1. The index n is called normal, if any non-trivial polynomial Pn satisfying deg Pn 6
|n| and (1) has deg Pn = |n|.

Normality implies the uniqueness of the rational Hermite–Padé approximants, as well
as the uniqueness of the multiple orthogonal polynomials up to multiplication by a nonzero
constant.

Definition 2. The system of functionals lj is called perfect if all its indices n ∈ Zr
>0 are normal.

The definition of perfect systems was given by K. Mahler in [9]. In the case r = 1, the
above notions reduce to ordinary orthogonal polynomials with respect to a functional and
to the Padé approximants. For r = 1, the notion of perfectness reduces to the so-called
quasi-definiteness of the functional; see ([10], p. 16).

Consider the particular case of functionals determined by positive continuous weights wj
on an interval E of the real line:

lj(Q) =
∫

E
Q(x)wj(x)dx, Q ∈ C[x].

The system of weights wj is called an AT system if for each n ∈ Zr
>0 any nontrivial

linear combination with polynomial coefficients

r

∑
j=1

Ajwj, Aj ∈ R[x], deg Aj < nj,
r

∑
j=1

A2
j 6≡ 0,

has at most |n| − 1 zeros on E. It is not hard to show [11], that AT-systems are perfect,
i.e., that the corresponding systems of linear functionals are perfect. Moreover, the cor-
responding polynomials Pn have |n| simple zeros in E. These properties are helpful for
constructing generalized Gaussian quadratures; see [12–14].

Among special functions, an important role is played by classical orthogonal poly-
nomials. They can be written in terms of hypergeometric functions; they admit explicit
representations through Rodrigues’s formula and so on. Classification (see [15]) of such
polynomials for r = 1 can rely on differential Pearson’s equation for the orthogonality
weight

(σw)′ = τw, (3)

where σ and τ are polynomials such that deg σ 6 2 and deg τ 6 1. In this way, one obtains
classical polynomials named after Hermite, Laguerre and Jacobi; one also obtains the Bessel
polynomials orthogonal with respect to a complex measure on a complex curve.

It is also of interest to consider a system of classical weights wj satisfying Pearson’s
equation with the common σ, but distinct τj. For standard restrictions on coefficients of σ
and τj, this is also an AT-system, and the corresponding orthogonal polynomials admit
explicit expressions via Rodrigues’s formula. Such systems are classified in [16,17].

Multiple orthogonal polynomials constructed in this manner turn to be closely related
to certain problems from the theory of random matrices. In particular, the multiple Her-
mite polynomials account for probabilistic characteristics of non-intersecting Brownian
bridges [18] and eigenvalues of Gaussian unitary ensembles with an external source [19].
The multiple Laguerre polynomials lead to the so-called Wishart ensembles [20]. These
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polynomials together with the Jacobi–Piñeiro polynomials [21] (i.e., the multiple Jacobi
polynomials) are related to interesting problems in percolation theory [22].

Classical weights with nonstandard parameters are also of interest. In this case, the
orthogonality with respect to complex measures wj(z)dz is considered [23] on complex
curves. For r = 1, the questions of uniqueness and of the asymptotic behavior of classi-
cal orthogonal polynomials with nonstandard parameters were studied in works [24–26].
For r > 1, the Jacobi–Piñeiro polynomials with nonstandard parameters allowed to con-
struct a counterexample to the Gaudin Bethe Ansatz conjecture; see [27].

In this work, we study the perfectness of systems of weights satisfying differential
Pearson’s equation with nonstandard parameters. Note that an analogous question for
the multiple Wilson and Jacobi–Piñeiro polynomials was considered in the remarkable
paper [28]. Our approach may be seen as a development of the approach of [28]: we rely
on raising operators, which allows us to treat the case of difference Pearson’s equations in
a similar manner.

On replacing the differential Pearson’s equation with its difference analogue

(σw)(x + 1)− (σw)(x) = (τw)(x), (4)

one arrives at the classification of classical polynomials orthogonal with respect to discrete
measures: the Charlier, Meixner, Hahn and Krawtchouk polynomials. These families
of polynomials were treated in detail in monograph [29]. Moreover, it is known that,
for instance, the Meixner polynomials for some nonstandard values of parameters turn into
the Meixner–Pollaczek polynomials whose orthogonality weight is continuous; see [30].
An analogous connection exists [31] between discrete and continuous Hahn polynomials.
We revisit this phenomenon in Section 5. Modern applications of discrete orthogonal
polynomials may be found in ref. [32].

The classification of discrete multiple orthogonal polynomials (the case r > 1) based
upon difference Pearson’s equation (4) was made in the striking paper [33]. A relation
of multiple Charlier polynomials to representations of the Heisenberg–Weyl algebra was
found in [34]. There is an expression of the Hermite–Padé approximants for the remainder
terms of power series of exponential functions via the multiple Charlier polynomials
with nonstandard parameters; see [35]. The multiple Meixner polynomials arise in the
description of non-Hermitian oscillator Hamiltonians [36,37]. Applications of the multiple
Meixner–Pollaczek polynomials to the six-vertex model were studied in [38]. By applying
our unified approach to normality and perfectness, we give a detailed answer for which
values of the parameters, the systems of weights defined by difference Pearson’s equation,
are perfect.

In ([39], Theorem 23.1.11) (see also [40]), W. Van Assche proved that multiple or-
thogonal polynomials induced by perfect systems satisfy the so-called nearest-neighbor
recurrence relations on the lattice of indices. This leads to applications in discrete integrable
systems [41,42] and spectral problems on graphs [43,44]. Asymptotic properties of the
recurrence coefficients were investigated in [45]. Our approach allows us to show that
already a subset of such recurrent relations may only exist for perfect systems.

2. Results
2.1. Continuous Classical Weights

Consider r analytic nontrivial functions w1, . . . , wr satisfying Pearson’s equation

(σ(z)wj(z))′ = τj(z)wj(z), (5)

where σ and τj are polynomials such that deg σ 6 2 and deg τj 6 1, j = 1, . . . , r. We
consider a system of complex-valued measures wj(z)dz supported on curves Γj ⊂ C
possessing finite moments

∫
Γj

zkwj(z)dz of all orders k = 0, 1, . . . . Each curve Γj here is
either closed, or connects zeros of σ. If deg σ < 2, we say that its absent zeros are at infinity.
The function wj is assumed continuous on Γj possibly except for the endpoints.
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Define functionals on polynomials via

lj(Q) :=
∫

Γj

Q(z)wj(z)dz (6)

and consider the corresponding multiple orthogonal polynomials. Observe that the multi-
plication of wj by a nonzero constant does not affect the orthogonality conditions (1). It is
also clear that Pn times any non-zero constant gives another solution to (1), so the multiple
orthogonal polynomials are usually normalized in a certain way: for instance, one can
consider the so-called monic polynomials, i.e., those with leading coefficients equal to 1. Due
to analyticity of the integrand in (6), the curves Γj may be replaced by any homotopically
equivalent curve such that the value of the intergral in (6) remains the same.

2.1.1. One Continuous Weight

Let us briefly review the classical case of one weight, that is r = 1. Here, we omit the
lower index of the weight and put (w, Γ, τ) := (w1, Γ1, τ1).

It is well known (see Table 1) that there are four types of nontrivial weights satisfy-
ing (5) such that the type of w depends on the degree of the polynomial σ and multiplicity
of its zeros. Here, we list these weights (up to shift and stretch of the independent variable)
and the contours for all values of the parameters (including non-standard):

(a’) The Jacobi weight zα(1− z)β, when σ(z) = z(1− z) has two distinct zeros, and
hence τ(z) = −(2 + α + β)z + α + 1. The curve Γ = ΓJ

α,β here is a line interval,
a circle cut (or not) at one point, or a smooth closed curve sometimes referred to as
the Dürer folium, see Figure 1:

ΓJ
α,β =



(0, 1), if <α,<β > −1;
{eit : t ∈ (0, 2π)}, if α ∈ C \Z>0 and <β > −1;
{1− eit : t ∈ (0, 2π)}, if β ∈ C \Z>0 and <α > −1;
{ 1

2 eit : t ∈ (0, 2π]}, if α, β ∈ Z<0;
{ 1

2 + iei|t| sin t
2 : t ∈ (−2π, 2π]}, if α, β ∈ C \Z.

(b’) The Bessel weight zαe1/z, when σ(z) = z2 has a double zero, so τ(z) = (2 + α)z− 1.
The curve Γ here is the cardioid Γ = ΓB =

{
(eit − 1)2 : t ∈ (0, 2π)

}
. For α ∈ Z, one

can also take ΓB to be the unit circle ΓB = {z : |z| = 1}.

(c’) The Laguerre weight zαe−z, when σ(z) = z, so τ(z) = −z + α + 1. Here we
take Γ = ΓL

α to be either the positive semi-axis, or a parabola encircling it:

Γ =

{
(0,+∞), if <α > −1;{
− (e−it − 1)−2 : t ∈ (0, 2π)

}
, if α ∈ C \Z>0.

(d’) The Hermite weight e−z2
, when σ(z) ≡ 1, and hence τ(z) = −2z. Here we

put Γ = ΓH = (−∞,+∞).
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Figure 1. The integration curve for the Jacobi weight when α, β ∈ C \ Z. The colors correspond to
continuous branches of zα and (1− z)β: the principal branches are in blue, blue changes to green
as (1− z)β passes to another branch, and green changes to red as zα passes to another branch. Note
that zα(1− z)β is continuous on the whole curve.

Table 1. Weights for classical orthogonal polynomials.

Jacobi Bessel Laguerre Hermite

w(x) xα(1− x)β xαe
1
x xαe−γx e−x2−γx

σ(x) x(1− x) x2 x 1

τ(x) −(2 + α + β)x + α + 1 (α + 2)x− 1 −γx + α + 1 −2x− γ

Standard
parameters α > −1, β > −1 — α > −1, γ > 0 γ ∈ R

Proposition 1. The weight w is quasi-definite on the curve Γ defined above in the following cases:

• If and only if α, β, α + β + 1 ∈ C \Z<0 in the case (a’);
• If and only if α + 1 ∈ C \Z<0 in the case (b’);
• If and only if α ∈ C \Z<0 in the case (c’);
• In the case (d’).

Remark 1. In all cases (a’)–(d’), the corresponding orthogonal polynomial Pn(z) may be found via
Rodrigues’s formula:

Pn(z) =
const
w(z)

· dn

dzn

(
σn(z)w(z)

)
. (7)

Here the index n ∈ Z>0 is the scalar.

Proposition 1 mostly contains known results: for instance, [24] (Theorem 3.2) derives
the quasi-definiteness in the Jacobi case (a′) from the uniqueness of the solution of the
corresponding matrix Riemann–Hilbert problem. Our Proposition 1 is a particular case of
the more general result stated in the next section devoted to multiple orthogonality.

2.1.2. Multiple Continuous Weights

In the general case r > 1, possible weights solving the Pearson’s equation in (5) clearly
coincide with those listed above in (a′)–(d′). Moreover, since all weights w1, . . . , wr share
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the same polynomial σ, only combinations of same-type weights are possible. Nevertheless,
the contours may (and in some situations must) be different. The details will be clear below.

It is shown in [17] that, for some of the combinations of weights, Rodrigues’s operators
(appearing on the right-hand side of (7)) commute, and hence their compositions yield
Rodrigues’s formulae, producing the corresponding multiple orthogonal polynomials.
The authors of [17] identified combinations (up to a linear transform of the variable and
normalization) with commuting Rodrigues’s operators. For j = 1, . . . , r, we have the
following:

(a) The system of weights wj(z) = zαj(1− z)β on curves Γj = ΓJ
αj ,β

defines the Jacobi-
Piñeiro polynomials;

(b) The system of weights wj(z) = zαj e1/z on curves Γj = ΓB defines the multiple Bessel
polynomials;

(c) The system of weights wj(z) = zαj e−z on curves Γj = ΓL
αj

defines the multiple
Laguerre I polynomials;

(d) The system of weights wj(z) = e−z2−γjz on curves Γj = ΓH defines the multiple
Hermite polynomials;

(e) The system of weights wj(z) = zβe−γjz, γj 6= 0, on curves Γj = γ−1
j · Γ

L
β defines the

multiple Laguerre II polynomials.

Theorem 1. Let a system of weights w1, . . . , wr on curves Γ1, . . . , Γr be as one of those defined
in (a)–(e). This system is perfect if and only if the following hold:

• αk − αj ∈ C \Z and αk, β, αk + β + 1 ∈ C \Z<0 in the case (a);
• αk − αj ∈ C \Z and αk + 1 ∈ C \Z<0 in the case (b);
• αk − αj ∈ C \Z and αk ∈ C \Z<0 in the case (c);
• γk 6= γj and γk ∈ C in the case (d);
• β ∈ C \Z<0 and γk 6= γj, γk ∈ C \ {0} in the case (e)

for all k, j = 1, . . . , r with k 6= j.

Remark 2. It is known [17], and we show it in Section 4 that orthogonal polynomials for the
systems of weights listed in (a)–(e) may be found through Rodrigues’s formula

Pn(z) =


const
w1(z)

( r−1

∏
j=1

dnj

dznj
zαj+nj−αj+1

)
dnr

dznr

(
σ(z)

z

)|n|
znr wr(z) for (a)–(c);

const
w1(z)

( r−1

∏
j=1

dnj

dznj
e(γj+1−γj)z

)
dnr

dznr
σ|n|(z)wr(z) for (d)–(e),

(8)

where the factors in the products are differential operators.

The Jacobi–Piñeiro case was considered in [28], where the perfectness was deduced
from an explicit formula for the determinant Dn defined in (13) below.

2.2. Weights Satisfying Difference Pearson’s Equation

Under ∆ and ∇, we understand the forward and backward finite differences, respec-
tively:

∆ f (z) = f (z + 1)− f (z), ∇ f (z) = f (z)− f (z− 1).

Consider r meromorphic in C functions w1, . . . , wr satisfying difference Pearson’s
equation

∆
(
σ(z)wj(z)

)
= τj(z)wj(z) (9)
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where σ and τj are polynomials such that deg σ 6 2 and deg τj 6 1, j = 1, . . . , r. Let us
note that the solutions of (9) are defined up to a multiplier, which can be an arbitrary
meromorphic function with period 1.

We will consider two kinds of functionals. The first kind is defined by a complex
measure with discrete support:

lj(Q) :=
N

∑
x=0

Q(x)wj(x) =
∫

Q(z)dµj(z), µj(z) :=
N

∑
x=0

wj(x)δ(z− x),

where δ is the Dirac delta function, and N ∈ Z>0 ∪ {∞}. The second kind of functionals is

lj(Q) :=
∫

Lj

Q(z)w̃j(z)dz,

where w̃j stands for some other solution of (9), i.e., ∆
wj
w̃j
≡ 0, and Lj is a smooth curve in C

encircling the support of discrete measure µj so that either it is closed, or both its ends are
at infinity. The current section is devoted to multiple orthogonal polynomials with respect
to the above functionals.

2.2.1. One Weight

It is well known (see Table 2) that there are four types of nontrivial weights satis-
fying the difference Pearson’s equation (4). There are four families of classical discrete
orthogonal polynomials, namely the Charlier, Meixner, Krawtchouk and Hahn polyno-
mials. For standard parameters, the Charlier and Meixner weights are supported on an
infinite set Z+, while the Krawtchouk and Hahn polynomials are supported on the finite
set {0, 1, . . . , N} of integers. These four families can be characterized by a difference version
of Rodrigues’s formula.

Table 2. Weights for classical orthogonal polynomials of discrete variable.

Hahn Krawtchouk Meixner Charlier

w(x)
(α + 1)x(β + 1)N−x

Γ(x + 1)Γ(N − x + 1)
bx

Γ(x+1)Γ(N−x+1)

bxΓ(x + α)

Γ(x + 1)
bx

Γ(x + 1)

σ(x) x(N − x + β + 1) x x x

τ(x) + σ(x) (x + α + 1)(N − x) b(x + α) b(N − x) b

Standard
parameters α, β > −1, N ∈ Z>0 b > 0, N ∈ Z>0 α>0, 0<b<1 b > 0

Let us list these weights and integration contours for all (including nonstandard)
parameters. We use the notation

(a)x = Γ(a + x)/Γ(a)

for the Pochhammer symbol; for x ∈ Z>0, it reduces to (a)x = a · (a + 1) · · · (a + x− 1).

(i’) The Hahn weight is

w(z) =
(α + 1)z(β + 1)N−z

Γ(z + 1)Γ(N − z + 1)

and µ is defined and supported on {0, . . . , N} if N ∈ Z>0. Furthermore,

w̃(z) := Γ(z + α + 1)Γ(z− N)Γ(−z)Γ(N − z + β + 1).
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Under the conditions

α + 1, β + 1, (α + β + N + 2), −N ∈ C \Z60, (10)

we consider the curve L = LH
α,β,N ending at ±i∞ and separating {−α− 1,−α−

2, . . . } ∪ {N, N − 1, . . . } from {β + N + 1, β + N + 2, . . . } ∪ {0, 1, . . . }.

If any of the parameters violates (10), then without loss of generality, it is enough
only to consider the case N ∈ Z>0. Indeed, the continuous weight w̃(z) still
corresponds to the discrete weight w(z) or w(N− z) after relabeling its parameters.
For instance, it corresponds to w(z) on exchanging α + 1 ↔ −N and β ↔ β +
N − α− 1 in the case α + 1 ∈ Z60.

(ii’) The Krawtchouk weight is

w(z) =
bz

Γ(z + 1)Γ(N − z + 1)

and µ is defined and supported on {0, . . . , N} if N ∈ Z>0. Let us note that the
Krawtchouk weight transforms into the Meixner weight after (b, N)→ (−b,−α).
So the nonstandard parameters can be found in the next entry (iii’).

(iii’) The Meixner weight is

w(z) =
bzΓ(z + α)

Γ(z + 1)
.

For 0 < |b| < 1 the measure µ is suppoted on Z>0. Let α 6∈ Z60 and b /∈ {0, 1}.
Put

w̃(z) =
πeiπz

sin(πz)
w(z) = (−b)zΓ(z + α)Γ(−z).

Unless b > 0, the curve L = LM
b,α is defined analogously to the Hahn case, namely

it separates {−α,−α− 1, . . . } from {0, 1, . . . } and ends at ±i∞. For |b| 6= 1, we
can take the curve L = LM

b,α with the ends at infinity in the closed halfplane
where (−b)z is bounded and still separating {−α,−α− 1, . . . } from {0, 1, . . . }.

(iv’) The Charlier weight is

w(z) =
bz

Γ(z + 1)
,

with the only condition b 6= 0. The discrete measure of orthogonality µ is sup-
ported on Z>0.

Proposition 2. The functional l corresponding to one of the weights described above in (i’)–(iv’) is
quasi-definite if and only if

(i’) α + 1, β + 1, α + β + N + 2, −N ∈ C \Z60 for the Hahn weight;
(ii’) b ∈ C \ {0,−1} and N ∈ C \Z>0 for the Krawtchouk weights;
(iii’) α ∈ C \Z60 and b ∈ C \ {0, 1} for the Meixner weight;
(iv’) b ∈ C \ {0} for the Charlier weight.

Given that N ∈ Z>0 in the cases (i’) and (ii’), all indices n 6 N for the corresponding system of
orthogonal polynomials are normal if and only if

• α, β ∈ C \ {−1,−2, . . . , 1− N}, α + β ∈ C \ {−2,−3, . . . ,−2N} in (i’), and
• b ∈ C \ {0,−1} in (ii’).

This proposition is a particular case of Theorem 2 from the next section.



Axioms 2023, 12, 89 9 of 27

2.2.2. Multiple Weights

Analogously to Section 2.1.2, the general case r > 1 only allows certain combina-
tions of same-type weights solving the difference Pearson’s equation (9), because all
weights w1, . . . , wr are supposed to share the same polynomial σ. Just like in the con-
tinuous case, we consider the orthogonality with respect to several functionals lj, where
each lj is already defined in the previous paragraph. There are several families of multiple
orthogonal polynomials corresponding to the system lj and retaining Rodrigues’s formula:
the multiple Charlier, multiple Meixner I and II, multiple Krawtchouk and multiple Hahn
polynomials (see [33]).

The multiple Charlier polynomials correspond to N = ∞ and wj(x) =
bx

j
Γ(x+1) . The mul-

tiple Hahn polynomials correspond to w(α,β)
N,j (x) =

(αj+1)xΓ(β+1)N−x
Γ(x+1)Γ(N−x+1) ; for non-integer values

of N we arrive at the multiple continuous Hahn polynomials. The multiple Krawtchouk

polynomials correspond to w(b)
N,j(x) =

bx
j

Γ(x+1)Γ(N−x+1) . In fact, for non-integer values of N,
they can be reduced to the multiple Meixner polynomials.

The most involved cases are the multiple Meixner polynomials. Indeed, the weights

w(α,b)
j (x) =

bx
j Γ(x+α)

Γ(x+1) for the Meixner I polynomials for α ∈ Z60 transform to the Krawtchouk
weights for N = −α. If |bj| < 1, then we have discrete orthogonality on Z>0. If |bj| > 1, then
we introduce a change of variable bj → 1/bj, x → −x− α, cf. ([10], p. 177, Equation (3.6)).
If |bj| = 1 and bj 6= 1, then we need to consider the Meixner–Pollaczek polynomials,
cf. ([10], p. 180, Equations (3.17), (3.21), and (3.22)). Similarly, one or several weights

w(α,b)
j (x) =

bxΓ(x+αj)

Γ(x+1) for the multiple Meixner II polynomials with αj ∈ Z60 transform to
the Krawtchouk weights. Furthermore, depending on |b|, one can consider discrete or
continuous orthogonality. We treat the Meixner weights in more detail in Section 5.1.

Theorem 2. The systems of functionals l1, . . . , lr generating multiple orthogonal polynomials are
perfect if and only if

(i) αk + 1, β + 1, αk + β + N + 2, −N ∈ C \Z60, as well as αj − αk /∈ Z as j 6= k for the
multiple Hahn weights;

(ii) bj ∈ C \ {0,−1}, N ∈ C \ Z>0 and bj 6= bk as j 6= k for the multiple Krawtchouk
weights;

(iii) bj ∈ C \ {0, 1} and α ∈ C \Z60, as well as bj 6= bk as j 6= k for the multiple Meixner I
weights;

(iv) bj ∈ C \ {0} and bj 6= bk as j 6= k for the multiple Charlier weights;

(v) b ∈ C \ {0, 1} and αk ∈ C \ Z60, in addition to αj − αk /∈ Z as j 6= k for the multiple
Meixner II weights.

Given that N ∈ Z>0 in the cases (i) and (ii), all indices |n| 6 N for the corresponding system of
orthogonal polynomials are normal if and only if

• αk, β ∈ C \ {−1,−2, . . . , 1− N}, αk + β ∈ C \ {−2,−3, . . . ,−2N} simultaneously with
αj − αk /∈ {−N + 1,−N + 2, . . . , N − 1} as j 6= k in (i), and

• bk ∈ C \ {0,−1} together with bj 6= bk as j 6= k in (ii).

Remark 3. In the last theorem, in the cases (i) and (ii) with N ∈ Z>0, only the indices satisfying
|n| 6 N + 1 may be normal: indeed, the polynomial (x− N)N+1 of degree N + 1 is orthogonal to
monomials of all non-negative integer degrees. An analogous remark may be applied to the case (iii)
when α ∈ Z60 and to the case (v) when αj ∈ Z60 and nj 6 −αj.

Analogously to the continuous case, we show that the difference Rodrigues’s for-
mula (25) given below produces the orthogonal polynomials under the conditions of
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Theorem 2. Up to normalization, this formula coincides with Rodrigues’s formula obtained
in [33] for standard values of the parameters.

2.3. Nearest-Neighbor Recurrence and Perfectness

It is known that, if n and n+ ek are normal indices, then the monic multiple orthogonal
polynomials satisfy the so-called nearest neighbor recurrence relations:

xPn(x) = Pn+ek (x) + bn,kPn(x) +
r

∑
j=1

an,jPn−ej(x), (11)

where Pn−ej = 0 when nj = 0, and

an,j =

{
lj
(
xnj Pn

)
/lj
(
xnj−1Pn−ej

)
, if nj 6= 0,

0, if nj = 0

and a similar representation for bn,k uses type-I multiple polynomials; see ([39], Theo-
rem 23.1.11) and [40] for the details. The converse (in a sense) to this assertion is presented
by the following fact, whose proof given below uses methods similar to those of Theorem 1.

Proposition 3. For every n ∈ Zr
+, let there be some polynomial Pn of degree |n| satisfying the

orthogonality conditions (1), such that

xPn(x) = Pn+ek(n)(x) + bnPn(x) +
r

∑
j=1

an,jPn−ej(x) (12)

holds for some k(n) ∈ {1, . . . , r} and some complex numbers bn and an,j, where we put an,jPn−ej(x)
≡ 0 as nj = 0. Then this system of functionals l1, . . . , lr is perfect if and only if for j = 1, . . . , r
the values of an,j are nonzero whenever nj 6= 0, as well as lj(Pν) 6= 0 for ν = (ν1, . . . νr) ∈ {0, 1}r

with νj = 0.

Note that, if for every n ∈ Zr
>0 the relation (12) holds not only for some k(n), but for

all k = 1, . . . , r as in (11), then each Pn is automatically a monic polynomial of degree |n|
provided that P(0,...,0)(x) ≡ 1.

3. Basic Theory

We introduce a notationOn for all nontrivial polynomials of deg Pn 6 |n|, satisfying (1).
Clearly, On ∪ {0} is a linear space of positive dimension. Let us now review some basic
facts related to normality and perfectness.

We say that a k1 × k2 matrix A is a Hankel matrix if its entries on each antidiagonal
are equal, that is, if it can be written as A = (ai+j)

k1,k2
i,j=1. Given an index n ∈ Zr

>0 and

sj,k = lj(zk−1)—the moments of functionals lj, put

Hn :=



s1,1 s1,2 . . . s1,|n|
s1,2 s1,3 . . . s1,|n|+1

...
...

. . .
...

s1,n1 s1,n1+1 . . . s1,|n|+n1−1
s2,1 s2,2 . . . s2,|n|

...
...

. . .
...

sr,nr sr,nr+1 . . . sr,|n|+nr−1


and Dn := det Hn (D(0,...,0) = 1), (13)

so that Dn is a determinant of order |n| containing r rectangular Hankel blocks of sizes n1×
|n|, n2 × |n|, . . . , nr × |n|. It turns out that the condition Dn 6= 0 is necessary and sufficient
for the normality of n; see Lemma 1 below.
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Lemma 1 (see, for example, ([39], §23.1) or [11]). Let l1, . . . , lr be linear functionals C[z]→ C.
Then the normality of an index n is equivalent to Dn 6= 0, where Dn is the determinant defined
in (13).

Proof. Observe that for a polynomial Pn(x) = ∑
|n|
k=0 ckzk, the orthogonality conditions (1)

may be written as

Hn ·
[
c0, c1, . . . , c|n|−1

]T
= −c|n| ·

[
s1,|n|+1, . . . , s1,|n|+n1

, s2,|n|+1, . . . , sr,|n|+nr

]T
,

and for Dn 6= 0, this linear system has a unique solution. So, the orthogonal polyno-
mial Pn(x) = ∑

|n|
k=0 ckzk in this case is defined uniquely up to multiplication by a nonzero

constant, and hence n is normal. On fixing c|n| = Dn, Cramer’s rule yields

Pn(x) :=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

s1,1 s1,2 . . . s1,|n|+1
s1,2 s1,3 . . . s1,|n|+2

...
...

. . .
...

s1,n1 s1,n1+1 . . . s1,|n|+n1
s2,1 s2,2 . . . s2,|n|+1

...
...

. . .
...

sr,nr sr,nr+1 . . . sr,|n|+nr

1 x . . . x|n|

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣

s1,|n|+1
s1,|n|+2

Hn ...
sr,|n|+nr

1 x . . . x|n|

∣∣∣∣∣∣∣∣∣∣∣∣
. (14)

At the same time, for Dn = 0, the orthogonality conditions (1) can be satisfied by a
polynomial of degree strictly less than |n|, namely, by Pn(x) = ∑

|n|−1
k=0 ckzk for any nontrivial

solution c0, . . . , c|n|−1 of the homogeneous system

Hn ·
[
c0, c1, . . . , c|n|−1

]T
= [0, 0, . . . , 0]T .

Therefore, the index n in this case is not normal.

Remark 4. Let us point out that the right-hand side of (14) satisfies the orthogonality conditions (1)
regardless of whether Dn vanishes or not. So, for Dn = 0 and Pn(x) defined from (14), the con-
dition Pn(x) 6≡ 0 is equivalent to that Pn(x) is the only solution of (1) up to multiplication by a
nonzero constant. For instance, if r = 1 and l(Q) = Q(0) + Q′(0) + Q′′(0)/2, then for n = 2
every polynomial of degree 6 2 satisfying (1) is equal to x− 1 times some constant.

The next fact on perfectness is a variant of ([28], Lemma 3.4).

Lemma 2. Let N ∈ Z>0 ∪ {∞}. For the linear functionals l1, . . . , lr to have all indices n, |n| 6 N,
normal (and to form a perfect system when N = ∞), it is necessary and sufficient that for each
index n ∈ Zr

>0 with |n| 6 N, there exists a polynomial Pn ∈ On of degree |n| such that for |n| < N
it satisfies Pn /∈ ⋃r

k=1On+ek .

Proof. The “only if” part follows directly from the definition of normality. The “if” part
follows by induction in |n|. For the base of the induction, observe that the index (0, . . . , 0)
is always normal, as the corresponding orthogonal polynomial is not supposed to obey any
orthogonality conditions.

Now, suppose that the index n with 0 < |n| 6 N is not normal, while all indices ν
satisfying |ν| < |n| are normal. Then there is a polynomial Q ∈ On of degree m < |n|.
Moreover, there is also some k ∈ {1, . . . , r} and index ν = (ν1, . . . , νr) satisfying |ν| = m,
as well as νj + δj,k 6 nj for j = 1, . . . , r with δj,k denoting the Kronecker delta such that
Q ∈ Oν. Consequently, the normality of ν implies that Pν must coincide with Q up
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to multiplication by a constant. The equality Q = const · Pν is, however, impossible
because Q ∈ On and Pν /∈ Oν+ek . So, the index n can only be normal. By induction, we
prove the normality of all the indices n with |n| 6 N.

Another proof of Lemma 2. The “only if” part follows directly from the definition of nor-
mality. The “if” part follows by induction in |n|. For the base of the induction, observe that
the index (0, . . . , 0) is always normal, as the corresponding orthogonal polynomial is not
supposed to obey any orthogonality conditions.

Now, suppose that the index n + ek with |n| < N for some k ∈ {1, . . . , r} is not
normal, while the index n is normal. Then Dn 6= 0 and Dn+ek = 0. Write the orthogonal
polynomial Pn via the determinant formula (14), then lk(Pnxnk ) = Dn+ek = 0, which
contradicts to Pn /∈ On+ek .

Proof of Proposition 3

Observe that if for a polynomial Q the conditions Q ∈ On and lj(xnj Q) = 0 are
simultaneously satisfied, then Q ∈ On+ej . Therefore, by Lemma 2 the perfectness is
equivalent to that lj(xnj Pn) 6= 0 for all j = 1, . . . , r and n ∈ Zr

+.
On multiplying (12) for nj > 0 by xnj−1 and then acting by lj, we arrive at

lj(xnj Pn) = an,jlj(xnj−1Pn−ej). (15)

In particular, the “only if” assertion of the proposition immediately follows from this
identity: an,j = 0 for some n and j implies absence of the perfectness by Lemma 2, while
the conditions lj(Pν) 6= 0 for ν = (ν1, . . . νr) ∈ {0, 1}r with νj = 0 are clearly necessary
for perfectness.

For the “if” assertion, observe that all indices satisfying |n| 6 1 are normal: trivially
when |n| = 0, and by the proposition’s assumption lj(1) 6= 0 when |n| = 1. By induction
in N ∈ Z>0, let us show that each index n with |n| = N + 1 is normal provided that
all indices satisfying |n| 6 N are normal. According to Lemma 2, it is enough to prove
that lj(xnj Pn) 6= 0 for all j and n with |n| = N. For each j such that nj > 0, we immediately
have lj(xnj Pn) 6= 0 due to (15). The case nj = 0 and nk 6 1 for all k follows from the
proposition’s conditions.

Now, let nj = 0 and nk > 2 for some k. Then lj(xnj · Pn) = 0 would mean that Pn ∈
On+ej , and hence Pn ∈ On+ej−ek . Due to the normality of the index n + ej − ek, the polyno-
mial Pn then would be identically equal to Pn+ej−ek up to normalization. That would mean
that Pn+ej−ek ∈ On+ej and

0 = lk(xnk−1Pn+ej−ek ) = an+ej−ek ,klk(xnk−2Pn+ej−2ek ),

which contradicts the induction hypothesis.
Note that the explicit form of the nearest-neighbor-recurrence coefficients for the

Jacobi–Piñeiro, multiple Laguerre and Hermite polynomials are known [40]. Therefore,
Theorem 1 can be proved using Proposition 3. However, we use another approach based
on raising operators that we also apply to Theorem 2.

4. Proof of Theorem 1

First let us recall some of the details we need below. All systems of weights listed
in (a)–(e) just before Theorem 1 are of two sorts depending on the ratios of the weights:
namely, for j, k running over 1, . . . , r

wj(x)
wk(x)

=

{
xαj−αk for (a)–(c);
e(γk−γj)x for (d)–(e).

(16)
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At the same time, the following commutation properties hold:

1
xa−1

d
dx

xa 1
xb−1

d
dx

xb =

(
a + x

d
dx

)(
b + x

d
dx

)
=

1
xb−1

d
dx

xb 1
xa−1

d
dx

xa,

1
eax

d
dx

eax 1
ebx

d
dx

ebx =

(
a +

d
dx

)(
b +

d
dx

)
=

1
ebx

d
dx

ebx 1
eax

d
dx

eax.

So, iterative application of these identities yields

x−αj
dnj

dxnj
xαj+nj−αk

dnk

dxnk
xαk+nk =

1
xαj

d
dx

xαj+1

xαj+1 · · ·
xαj+nj

xαk

d
dx

xαk+1

xαk+2 · · ·
d

dx
xαk+nk

=

(
αj + 1 + x

d
dx

)
nj

(
αk + 1 + x

d
dx

)
nk

= x−αk
dnk

dxnk
xαk+nk−αj

dnj

dxnj
xαk+nj and

eγjx dnj

dxnj
e(γk−γj)x dnk

dxnk
e−γkx =

(
γj +

d
dx

)nj
(

γk +
d

dx

)nk

= eγkx dnk

dxnk
e(γj−γk)x dnj

dxnj
e−γjx,

whenever nj, nk ∈ Z+. This commutativity along with (16) allows us to take the indices
in any order, which is important for the compositions of the so-called raising operators.
Given k = (k1, . . . , kr), by

w
(α+kjej ,β+|k|)
j (x) :=

xkj
(

σ(x)
x

)|k|
wj(x) for (a)–(c);

σ|k|(x)wj(x) for (d)–(e)
(17)

we denote the weight wj corresponding to the parameters α + k jej and β + |k| instead of
respectively α and β (if any of them presents); the parameter γ in (d)–(e) remains the same,
so we omit it from the notation. In particular, w(α,β)

j (x) ≡ wj(x) Now introduce the raising

operators Φ(α,β)
j defined on polynomials by

Φ(α,β)
j [Q](x) =

1

w(α,β)
j (x)

d
dx

w
(α+ej ,β+1)
j (x)Q(x) (18)

allow us to rewrite Rodrigue’s formula (8) up to a normalization as

Pn(x) =
(

∏ 16j6r
06kj6nj

Φ(α+k,β+|k|)
j

)
[1] with k = (k1, . . . , kr), (19)

where the terms of the product are taken so that km increases for each m = 1, . . . , r, while
the terms for different j may be mixed. In other words, the order of k can follow any of the
paths in Zr

+ from the origin to n of length |n|. In particular, the left-most (outer) operator

is Φ(α,β)
j for some j. The next lemma connects the polynomials determined via (19) with

the orthogonality conditions (1).
By O(α,β)

n , we denote the set On for the functionals

lj(Q) =
∫

Γj

Q(x)w(α,β)
j (x) dx. (20)

Lemma 3. Let k ∈ {1, . . . , r}, and let the parameters α, β, γ satisfy the corresponding conditions of
Theorem 1. Then, given a polynomial Q, the conditions Q ∈ O(α+ek ,β+1)

n−ek
and Φ(α,β)

k [Q] ∈ O(α,β)
n

for Φ(α,β)
k defined in (18) are equivalent.
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Proof. Let m ∈ Z+ and consider the cases (a)–(c). Application of (18) and (16) and observ-
ing that the off-integral terms in the integration by parts disappear yield

∫
Γj

xmΦ(α,β)
k [Q](x) · wj(x)dx =

∫
Γj

xαj−αk+m d
dx

(
Q(x)w(α+ek ,β+1)

k (x)
)

dx

= −
∫

Γj

(αj − αk + m)xαj−αk+m−1Q(x)w(α+ek ,β+1)
k (x)dx

=


−m

∫
Γk

xm−1Q(x)w(α+ek ,β+1)
k (x)dx, if k = j;

(αk − αj −m)
∫

Γj

xmQ(x)w(α+ek ,β+1)
j (x)dx, if k 6= j.

Here, the right-hand side vanishes precisely when the left-hand side does. For j 6= k,
the coefficient near the integral on the right-hand side is nonzero due to αj − αk /∈ Z.

Therefore, Φ(α,β)
k [Q] ∈ O(α,β)

n if and only if Q ∈ O(α+ek ,β+1)
n−ek

.
Analogously, in the cases (d)–(e) from (16), (17), (18) and the vanishing of the off-

integral terms when integrating by parts, we have

∫
Γj

xmΦ(α,β)
k [Q](x) · wj(x)dx =

∫
Γj

eγk−γj xm d
dx

(Q(x)σ(x)wk(x))dx

= −
∫

Γj

(
(γk − γj)x + m

)
xm−1Q(x)eγk−γj σ(x)wk(x)dx

= −m
∫

Γj

xm−1Q(x)w(α+ek ,β+1)
j (x)dx + (γj − γk)

∫
Γj

xmQ(x)w(α+ek ,β+1)
j (x)dx,

where α is now a dummy parameter. The right-hand side of the last equality also vanishes
precisely when the left-hand side does. For j 6= k, the coefficient near the latter integral
on the right-hand side is nonzero due to γj 6= γk. The equality holds for all m ∈ Z>0,

and consequently Φ(α,β)
k [Q] ∈ O(α,β)

n if and only if Q ∈ O(α+ek ,β+1)
n−ek

.

Remark 5. If the conditions of Theorem 1 hold for the cases (a)–(c) except that αj − αk ∈ Z for

some j 6= k, then we can reorder j and k so that αj − αk > 0. Then the condition Q ∈ O(α+ek ,β+1)
n−ek

for nj = αj − αk implies Φ(α,β)
k [Q] ∈ O(α,β)

n+ej
, as is seen from the proof of Lemma 3.

Similarly, if in the cases (d)–(e) we have γj = γk for some j 6= k, then Q ∈ O(α+ek ,β+1)
n−ek

implies Φ(α,β)
k [Q] ∈ O(α,β)

n+ej
.

Proof of Theorem 1. For each index n we construct a polynomial P(α,β)
n according to Ro-

drigues’s formula (8), which is equivalent to the formula (19) comprising |n| iterations of
the raising operator (18) applied to P(α+n,β+|n|)

(0,...,0) (x) ≡ 1. As is seen from (19), this construc-
tion is correct, as the resulting polynomials do not depend on the path from the origin
to n, determining the order of the iterations. Moreover, due to P(α+n,β+|n|)

(0,...,0) ∈ O(α+n,β+|n|)
(0,...,0)

Lemma 3 guarantees that P(α,β)
n ∈ O(α,β)

n .
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Now we argue by contradiction. Let there exist an index n such that P(α,β)
n ∈⋃r

k=1O
(α,β)
n+ek

. Then Lemma 3 iterated |n| times yields P(α+n,β+|n|)
(0,...,0) ∈ ⋃r

k=1O
(α+n,β+|n|)
ek , which

may be tested directly:

lk(P(α,β)
(0,...,0)) =

∫
Γk

wk(x)dx =



Ck
Γ(αk + 1)Γ(β + 1)

Γ(αk + β + 2)
, in the case (a);

Ck
Γ(αk + 2)

, in the case (b);

CkΓ(αk + 1), in the case (c);
Ckβ−α−1

k Γ(α + 1), in the case (d);

eγ2
k /4√π, in the case (e).

(21)

Note that, for non-integer values of αk (resp. α or β) one needs to take the continuous
branch of xαk (respectively xα or xβ) over the whole integration contour. In the cases (a),
(c) and (d), the constant Ck equals 1 when the integration contour is a line interval. Then
Hankel’s formula yields Ck = 2πi for a cardioid in (b) and, via the reflection formula, Ck =
2ieiπαk sin(παk) and Ck = 2ieiπα sin(πα) for a closed contour turning around the origin
in (c) and (d), respectively. In the case (a), we have

Ck =


−4eπi(αk+β) sin(παk) sin(πβ), if αk, β /∈ Z;
2ieαkπi sin(παk), if αk /∈ Z, β ∈ Z>0;
2ieβπi sin(πβ), if β /∈ Z, αk ∈ Z>0,

see ([46], Section 1.6), also ([47], p. 59) or [24]. Under the conditions of the theorem,
the right-hand side of (21) does not vanish. This contradiction implies that P(α,β)

n ∈ O(α,β)
n \⋃r

k=1O
(α,β)
n+ek

for every n ∈ Zr
z>0.

Now, if the parameters of the weights fall outside the conditions listed in the theo-
rem, then the normality fails for certain indices as is seen from Lemma 3, Remark 5 and
formula (21).

Note that in the cases (a) and (c), if αk or β is a negative integer, then it is impossible
to introduce the perfect functionals l1, . . . , lr so that the polynomials given by (8) would
satisfy (1) for all indices n. Observe that already for r = 1, the Jacobi case for α or β ∈ Z<0
can sometimes provide a perfect system, although the orthogonality conditions then cannot
be written in the form (1): the linear functional for that must be replaced by a bilinear form
as is done in [48,49]. (Indeed, from [24,49] it essentially follows that the perfectness of
(certain limits of) the monic Jacobi polynomials with these bilinear forms is equivalent to at
least one of the conditions α + β + 2 /∈ Z60 and α ∈ {β− 1, β, β + 1}.)

Let us show that (1) does not fit the proper orthogonality conditions for, say, the case β /∈
Z<0 and −α = N ∈ Z>0 of Jacobi polynomials determined by (7) when the indices are
allowed to be greater than N. Observe that the lower triangular matrix

U :=
[ 1

k!
dkP(α,β)

n

dxk (0)
]∞

n,k=0
,

of the Jacobi polynomials’ coefficients and, hence, its inverse U−1 is a block-diagonal
(consisting of two blocks on the diagonal each, the first block is of size N × N), so the
right-hand side of the formula

[
l
(

xkxn)]∞

n,k=0
= l

U−1 ·


P(α,β)

0

P(α,β)
1

...

·


P(α,β)
0

P(α,β)
1

...


T

·
(
U−1)T

 = U−1 ·
[
l(P(α,β)

k P(α,β)
n )

]∞

n,k=0
·
(
U−1)T, (22)
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is also a block-diagonal matrix. At the same time, the matrix on the left-hand side must
have the Hankel structure due to l

(
xkxn) = l

(
xk+n), cf. (13). This contradiction shows

that the corresponding bilinear form must allow the Gram matrix to have a block-diagonal
structure. The case α /∈ −N and −β = N ∈ N follows on choosing

U :=
[ 1

k!
dkP(α,β)

n

dxk (1)
]∞

n,k=0
,

and replacing x by 1− x on the left-hand side of (22).

5. Proof of Theorem 2

A proof via the generalized Vandermonde determinants [33] does not work in the
case of complex parameters: it exploits that an integral of a real continuous non-vanishing
function is nonzero. Instead, we rely on Lemma 2 and on properties of the raising opera-
tors (18).

First, let us describe some properties of the classical multiple discrete polynomials.
Given an index m ∈ Zr

>0 reflecting the shift of the parameters, put

wj(x; m) =



wj(x), for the Charlier weight;

w(α+|m|,b)
j (x), for the Meixner I weight;

w(α+m,b)
j (x), for the Meixner II weight;

w(b)
N−|m|,j(x), for the Krawtchouk weight;

w(α+m,β+|m|)
N−|m|,j (x), for the Hahn weight.

(23)

Accordingly, the raising operator can be written in the form

Ψ(m)
j [Q](x) = − 1

wj(x, m)
∇
(
wj(x; m + ej)Q(x)

)
=

wj(x− 1; m + ej)

wj(x, m)
Q(x− 1)−

wj(x; m + ej)

wj(x, m)
Q(x).

(24)

The ratios of weights on the right-hand side of this equality are polynomials: namely,

wj(x− 1; m + ej)

wj(x, m)
=: uj(x, m) and

wj(x; m + ej)

wj(x, m)
=: vj(x, m),

where (assuming bj = (αj + 1)(β + 1) in the Hahn case)

uj
(

x; (0, . . . , 0)
)
=

1
bj

σ(x) and vj
(

x; (0, . . . , 0)
)
=

1
bj

(
σ(x) + τj(x)

)
.

Lemma 4. The raising operators commute in the sense that, if k, j ∈ {1, . . . , r} and m ∈ Zr
>0,

then
Ψ(m)

j

[
Ψ
(m+ej)

k [Q](x)
]
= Ψ(m)

k

[
Ψ(m+ek)

j [Q](x)
]

Proof. For j 6= k,

Ψ(m)
j

[
Ψ
(m+ej)

k [Q]

]
(x) = Ψ(m)

j
[
uk(x; m + ej))Q(x− 1)− vk(x; m + ej)Q(x)

]
= uj(x; m)

(
uk(x− 1; m + ej))Q(x− 2)− vk(x− 1; m + ej)Q(x− 1)

)
− vj(x; m)

(
uk(x; m + ej))Q(x− 1)− vk(x; m + ej)Q(x)

)
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The lemma follows from that the coefficients here are symmetric. Indeed, near Q(x− 2)
we have

uj(x, m)uk(x− 1, m + ej) =

{
x(x− 1)(N − x + β)2, for the Hahn weights;

1
bjbk

x(x− 1), otherwise,

the coefficient vj(x, m)vk(x, m + ej) near Q(x) equals
1, for the Charlier weights;
(x + αj + mj)(x + αk + mk), for the Meixner weights;
(N − |m| − 1− x)2, for the Krawtchouk weights;
(x + αj + mj)(x + αk + mk)(N − |m| − 1− x)2, for the Hahn weights,

and the coefficient uj(x, m)vk(x− 1, m + ej) + vj(x, m)uk(x, m + ej) near −Q(x− 1) is

x(b−1
j + b−1

k ), for the Charlier weights;

(b−1
j + b−1

k )(x + α), for the Meixner I weights;
x
b (2x− 1 + αj + αk + mj + mk), for the Meixner II weights;
(b−1

j + b−1
k )(x− N), for the Krawtchouk weights;

x(N − x + β)(N − |m| − x)(2x− 1 + αk + αj + mk + mj), for the Hahn weights.

Lemma 4 allows us to write the difference Rodrigue’s formula

Pn(x; m) =

(
∏ 16j6r

06kj6nj

Ψ(m+k)
j

)
[1] with k = (k1, . . . , kr), (25)

where the terms of the product are taken so that ki increases for each i = 1, . . . , r, while
the terms for different j may be mixed. In other words, the order of k can follow any of
the paths of length |n| in Zr

+ from the origin to n. As in the continuous case, the left-most

(outer) operator is Ψ(m)
j for some j. In what follows, formula (25) is shown to give the

orthogonal polynomials for the system of weights wj(x, m) satisfying Theorem 2.

5.1. Details on Meixner Weights

The Meixner weight w has all moments finite only if |b| < 1, although the correspond-
ing orthogonal polynomials may still be found through Rodrigues’s formula when |b| > 1.
In this section, we consider complex measures suitable for all α, b ∈ C, b /∈ {0, 1},
with respect to the Meixner polynomials, which are orthogonal. Except for the degen-
erate case α ∈ Z60, the most general measure is continuous and supported on an infinite
curve in C. Then the standard discrete measures stem from calculating the integrals through
the Cauchy theorem. The case b = 0 is trivial, as the weight identically equals zero.

Generic case α ∈ C \Z60.

Let log be the principal branch of the logarithm, and let arg z := = log z; for z < 0 we
assume arg z = π. Denote c = − log(−b) and observe that (−b)z = e−cz is bounded for z
satisfying <(cz) > 0, that is for z varying in a halfplane (or the whole plane if b = −1).
Note that c−1 points inside this halfplane. We need the following two observations.

(a) For |b| 6= 1, we have <c−1 6= 0. Since the ratio
e−cz

sin(πz)
vanishes exponentially

for |=z| → ∞ provided that<(cz) > 0, as well as for z→ ∞ provided that<(cz) > 0
and |=z| > ε for some ε > 0. In particular, it vanishes for z→ ± i

c ∞.
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(b) Unless b > 0, the ratio
e−cz

sin(πz)
∼ e−cz−π|=z| vanishes for z → ±i∞ exponentially

due to |=c| < π, cf. ([50], Proposition 9).

Consequently, given b /∈ {0, 1} and α /∈ Z60, there exists a simple smooth curve L sep-
arating the poles {−α,−α− 1, . . . } of Γ(z + α) from the poles {0, 1, . . . } of Γ(−z) tending
to infinity so that the integral

l(Q) :=
i

2π

∫
L

Q(z)(−b)zΓ(z + α)Γ(−z)dz
(
=

1
2i

∫
L

Q(z)(−b)zΓ(z + α)

Γ(z + 1) sin(πx)
dz
)

absolutely converges for each fixed polynomial Q, see Figure 2. The positive direction of L
may be chosen, e.g., so that Z>0 remains on the left-hand side from L.

Im

Re

−α−α−1−α−2−α−3 −α−4

43210

Im

Re

43210

−α−α−1−α−2−α−3 −α−4

Figure 2. The curve L suitable for the Meixner weight if b ∈ C \ (0,+∞) (left) and if |b| < 1 (right).

For |b| 6= 1, the integral l(Q) may be calculated using the Cauchy theorem. Indeed,
according to (a), for 0 < |b| < 1 and any ε ∈ (0, 1/2), the curve L may be replaced (without
changing the integral’s value) with the union of circles

⋃∞
x=0{z : |z− x| = ε}, thus giving

l(Q) =
1
2i

∞

∑
x=0

∮
|z−x|=ε

Q(z)(−b)zΓ(z + α)

Γ(z + 1) sin(πz)
dz =

∞

∑
x=0

Q(x)bxΓ(x + α)

Γ(x + 1)
.

Analogously, for |b| > 1, we obtain

l(Q) = − i
2

∞

∑
x=0

∮
|z+x+α|=ε

Q(z)(−b)zΓ(−z)
Γ(1− z− α) sin(π(z + α))

dz =
∞

∑
x=0

Q(−x− α)b−x−αΓ(x + α)

Γ(x + 1)
,

which corresponds to the following relation between the Meixner polynomials:

Mn(−x− α; α, b−1) = bn Mn(x; α, b)

stemming from the Pfaff transformation of hypergeometric functions (see ([47], p. 68)
or ([39], Equation (1.4.9)).

Degenerate case N := −α ∈ Z>0.

Replace b by −b. On the one hand, the coefficients of Rodrigues’s formula for the
Meixner polynomials then turn into those for the Krawtchouk polynomials—up to nor-
malizing (correcting the sign) of odd-degree polynomials. Put in other words, the Meixner
polynomials in this case reduce to the Krawtchouk polynomials, and the latter system is
considered finite.

On the other hand, the Meixner weight w(z) = w(z; α,−b) defined in Table 2 is infinite
for z ∈ {0, . . . , N}, but it can be easily regularized by a 1-periodic factor vanishing at Z: on
multiplying w by eiπz sin(π(z− N))/π and using Euler’s reflection formula, we arrive at

w(z; α,−b)
eiπz sin(π(z− N))

π
=

bzΓ(z− N) sin(π(z− N))

Γ(z + 1)π
=

bz

Γ(z + 1)Γ(N + 1− z)
,
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and the right-hand side is exactly the Krawtchouk weight; see Table 2. Our regularization
may be avoided by defining l using integration over a large enough circle:

l(Q) =
1
2i

∮
|z|=N+1

Q(z)w(z;−N,−b)dz for Q(z) ∈ C[z],

then the Cauchy integral theorem reduces the last expression to the Krawtchouk case (the
circle may be replaced with other closed smooth curves separating the set {0, . . . , N} from
infinity).

5.2. Integration curve for Continuous Hahn Weight

The Hahn weight w is usually defined for N ∈ Z>0, and the corresponding measure
is supported on the finite set {0, . . . , N}. Nevertheless, general parameters are also well
understood: in certain cases, the corresponding orthogonality measures turn to be discrete
and finitely supported, while the generic case corresponds to a continuous weight on a
complex curve.

Generic case here is α + 1, β + 1, α + β + N + 2,−N ∈ C \ Z60. If so, follow [31]
and choose L = LH

α,β,N to be a smooth curve ending at ±i∞ and separating {−α− 1,−α−
2, . . . } ∪ {N, N − 1, . . . } from {β + N + 1, β + N + 2, . . . } ∪ {0, 1, . . . }. Then the integral

l(Q) :=
∫

L
Q(z)Γ(z + α + 1)Γ(z− N)Γ(−z)Γ(N − z + β + 1)dz

= π2
∫

L

Q(z)Γ(z + α + 1)Γ(z− N)

Γ(z + 1)Γ(z− N − β) sin(πz) sin(π(N − z + β))
dz

absolutely converges for any polynomial Q: the ratios of gamma-functions behave at
infinity as powers of z, while the product of sines yields exponential decay. As is noted
in Section 2.2.1 above, the degenerate case, when at least one of the numbers α + 1, β + 1,
α + β + N + 2, −N is a negative integer, reduces to a discrete weight.

5.3. Properties of Raising Operators

Charlier polynomials. The raising operator for Charlier polynomials reads

Ψk : Q(x) 7→ − 1
wk(x)

∇(wk(x)Q(x)) = −Γ(x + 1)
bx

k
∇

bx
k Q(x)

Γ(x + 1)
=

x
bk

Q(x− 1)−Q(x).

Lemma 5. Given a system of Charlier weights w1, . . . , wr as in Table 2 on Z>0, let n ∈ Zr
>0 be

such that nk > 1 for some k ∈ {1, . . . , r}. Suppose that the parameters of the weights bj ∈ C \ {0}
for j = 1, . . . , r satisfy bj 6= bk for all j 6= k. Then the conditions Q ∈ On−ek and Ψk[Q] ∈ On are
equivalent.

Proof. It is clear that wj is zero for x ∈ Z<0, so summation by parts yields

lj

(
xmΨk[Q]

)
=

∞

∑
x=0

xmΨk[Q](x) · wj(x) = −
∞

∑
x=0

xm wj(x)
wk(x)

∇(wkQ(x))

=
∞

∑
x=0
∇
(
(x + 1)m

bx+1
j

bx+1
k

)
· wk(x)Q(x) =

∞

∑
x=0

bx
j

bx
k

(
(x + 1)m bj

bk
− xm

)
· wk(x)Q(x)

=

( bj

bk
− 1
) ∞

∑
x=0

xmwj(x)Q(x) +
bj

bk

m−1

∑
ν=0

(
m
ν

) ∞

∑
x=0

wj(x)Q(x)

=

( bj

bk
− 1
)

lj
(

xmQ
)
+

bj

bk

m−1

∑
ν=0

(
m
ν

)
lj
(

xνQ
)
.
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The right-hand side of this formula vanishes precisely when the left-hand side does.
Since bj 6= bk whenever j 6= k, we immediately obtain Ψk[Q] ∈ On if and only if Q ∈
On−ek .

Meixner I polynomials. For the Meixner I polynomials, the raising operator has the form

Ψ(α,b)
k : Q(x) 7→ − 1

w(α,b)
k (x)

∇(w(α+1,b)
k (x)Q(x)) =

x
bk

Q(x− 1)− (x + α)Q(x).

Lemma 6. Given N ∈ Z>0 and a system of continuous Meixner weights

w̃(α,b)
j (z) = (−bj)

zΓ(z + α)Γ(−z), bj 6= 0, α /∈ Z60,

on the curves Lj = LM
bj ,α

defined as above, j = 1, . . . , r, let there be n ∈ Zr
>0 and some k ∈ {1, . . . , r}

such that nk > 1. If bj 6= bk for all j 6= k, then the conditions Q ∈ O(α+1,b)
n−ek

and Ψ(α,b)
k [Q] ∈ O(α,b)

n

are equivalent (provided that Ψ(α,b)
k [Q] 6≡ 0, which is necessarily true if bj 6= 1 for all j).

Proof. Denote Lj − 1 = {z : z + 1 ∈ Lj}, then

l(α,b)
j

(
zmΨ(α,b)

k [Q]
)
=
∫

Lj

zm
( z

b k
Q(z− 1)− (z + α)Q(z)

)
(−bj)

zΓ(z + α)Γ(−z)dz

= −
∫

Lj−1
(z + 1)m+1Q(z)

(−bj)
zbj

bk
Γ(z + 1 + α)Γ(−z− 1)dz

−
∫

Lj

zm(z + α)Q(z)(−bj)
zΓ(z + α)Γ(−z)dz

=
∫

Lj

(
(z + 1)m bj

bk
− zm

)
Q(z)(−bj)

zΓ(z + α + 1)Γ(−z)dz,

where the third equality follows on replacing Lj − 1 with Lj: the integration gives the
same result, as both curves have similar asymptotic behavior and separate the poles
of Γ(z + 1 + α) and Γ(−z) = −(z + 1)Γ(−1− z). Therefore,

l(α,b)
j

(
zmΨ(α,b)

k [Q]
)
=

( bj

bk
− 1
)

l(α+1,b)
j

(
zmQ

)
+

bj

bk

m−1

∑
ν=0

(
m
ν

)
l(α+1,b)
j

(
zνQ

)
.

The right-hand side of this formula vanishes precisely when the left-hand side does.
Since bj 6= bk whenever j 6= k, we immediately obtain Ψ(α,b)

k [Q] ∈ O(α,b)
n if and only

if Q ∈ O(α+1,b)
n−ek

.

Meixner II polynomials. For the Meixner II polynomials, the raising operator is given by

Ψ(α,b)
k : Q(x) 7→ − 1

w(α,b)
k (x)

∇(w(α+ek ,b)
k (x)Q(x)) = − Γ(x + 1)

Γ(x + αk)bx∇
Γ(x + αk + 1)bxQ(x)

Γ(x + 1)

=
x
b

Q(x− 1)− (x + αk)Q(x).

Lemma 7. Given N ∈ Z>0 and a system of continuous Meixner weights

w̃(α,b)
j (z) = (−b)zΓ(z + αj)Γ(−z), b 6= 0, αj /∈ Z60,

on the curves Lj = LM
b,αj

defined as above, j = 1, . . . , r, let there be an index n ∈ Zr
>0 and

some k ∈ {1, . . . , r} such that nk > 1. If αk − αj /∈ {0, . . . , nj − 1} for all j 6= k, then the
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conditions Q ∈ O(α+ek ,b)
n−ek

and Ψ(α,b)
k [Q] ∈ O(α,b)

n are equivalent (provided that Ψ(α,b)
k [Q] 6≡ 0,

which is necessarily true for b 6= 1).

If αj ∈ Z60 for some j, then the functional lj is not quasi-definite (cf. Remark 3),
and hence the whole system l1, . . . , lr cannot be perfect.

Proof. Let m = 0, . . . , nj − 1. Similarly to the case of the Meixner I polynomials,

l(α,b)
j

(
zmΨ(α,b)

k [Q]
)
=
∫

Lj

zm
( z

b
Q(z− 1)− (z + αk)Q(z)

)
(−b)zΓ(z + αj)Γ(−z)dz

= −
∫

Lj−1
(z + 1)m+1Q(z)(−b)zΓ(z + 1 + αj)Γ(−z− 1)dz

−
∫

Lj

zm(z + αk)Q(z)(−b)zΓ(z + αj)Γ(−z)dz

=
∫

Lj

(
(z + 1)m(z + αj)− zm(z + αk)

)
Q(z)(−b)zΓ(z + αj)Γ(−z)dz,

where the last equality follows on replacing Lj − 1 with Lj. For j = k, the right-hand side
equals

m−1

∑
ν=0

(
m
ν

)
l(α+ek ,b)
k

(
zνQ

)
as desired. For j 6= k, we obtain l(α+ek ,b)

j = l(α,b)
j , and hence

l(α,b)
j

(
zmΨ(α,b)

k [Q]
)
=
∫

Lj

(
(z + 1)m(z + αj)− zm(z + αk)

)
Q(z)(−b)zΓ(z + αj)Γ(−z)dz

=
(
αj − αk + m

)
l(α+ek ,b)
j (zmQ) + mαjl

(α+ek ,b)
j (zm−1Q) +

m−2

∑
ν=0

(
m
ν

)
l(α+ek ,b)
j ((zν+1 + αj)Q). (26)

The right-hand side of this formula vanishes precisely when the left-hand side does.
Since αk − αj 6= m ∈ {0, . . . , nj − 1} whenever j 6= k, we immediately obtain Ψ(α,b)

k [Q] ∈
O(α,b)

n if and only if Q ∈ O(α+ek ,b)
n−ek

.

Krawtchouk polynomials. This case may be reduced to the case of Meixner I polynomials on
changing the sign of b. Nevertheless, we consider it here separately—for completeness.

Ψ(b)
N,j : Q(x) 7→ − 1

w(b)
N,k(x)

∇(w(b)
N−1,k(x)Q(x)) =

x
bk

Q(x− 1)− (N − x)Q(x). (27)

Lemma 8. Given a positive integer N and a system of Krawtchouk weights w(b)
N,1(x), . . . , w(b)

N,r(x),
let an index n ∈ {0, . . . , N + 1}r and some k ∈ {1, . . . , r} be such that nk > 1. Suppose
that bj 6= 0 for j = 1, . . . , r, as well as bj 6= bk for all j 6= k. Then the conditions Q ∈ O(b,N−1)

n−ek

and Ψ(b)
N,k[Q] ∈ O(b,N)

n are equivalent (provided that Ψ(b)
N,k[Q] 6≡ 0, which necessarily hold true

for b 6= −1).
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Proof. Note that w(b)
N,j(x) defined in Table 2 is zero for x ∈ Z \ {0, . . . , N}, so on plugging

in (27) and using summation by parts, we have

l(b)j,N

(
xmΨ(b)

N,k[Q]
)
=

N

∑
x=0

xmΨ(b)
N,k[Q](x) · w(b)

N,j(x) = −
N

∑
x=0

xm
w(b)

N,j(x)

w(b)
N,k(x)

∇
(

w(b)
N−1,kQ(x)

)

=
N−1

∑
x=0

(
(x + 1)m

bx+1
j

bx+1
k

− xm
bx

j

bx
k

)
w(b)

N−1,k(x)Q(x) =
N−1

∑
x=0

(
(x + 1)m bj

bk
− xm

)
w(b)

N−1,j(x)Q(x)

=

( bj

bk
− 1
)

l(b)j,N−1

(
xmQ

)
+

bj

bk

m−1

∑
ν=0

(
m
ν

)
l(b)j,N−1

(
xνQ

)
.

The right-hand side of this formula vanishes precisely when the left-hand side does.
Since bj 6= bk whenever j 6= k, we immediately obtain Ψ(b)

N,k[Q] ∈ O(b,N)
n if and only

if Q ∈ O(b,N−1)
n−ek

.

Hahn polynomials.
The raising operator for Hahn polynomials is

Ψ(α,β)
N,k : Q(x) 7→ − 1

w(α,β)
N,k (x)

∇(w(α+ek ,β+1)
N−1,k (x)Q(x))

= −Γ(x + 1)Γ(N − x + 1)
(αk + 1)x(β + 1)N−x

∇ (αk + 2)x(β + 2)N−1−x Q(x)
Γ(x + 1)Γ(N − x)

=
x(N − x + β + 1)Q(x− 1)− (N − x)(x + αk + 1)Q(x)

(αk + 1)(β + 1)
.

Observe that Ψ(α,β)
N,k [Q] is a polynomial of degree (1 + deg Q) provided that the

term αk + β + 2 + deg Q in its leading coefficient does not vanish. The constant coeffi-
cient is Ψ(α,β)

N,k [Q](0) = −NQ(0)/(β + 1), so it cannot vanish unless N = 0.

Lemma 9. Given N ∈ Z>0 and a system of discrete Hahn weights w1, . . . , wr on {0, 1, . . . , N}
such that β 6= −1 and αj 6= −1 for all j, let an index n ∈ {0, . . . , N}r for some k ∈ {1, . . . , r}
satisfy nk > 1. If αk − αj /∈ {0, . . . , nj − 1} for all j 6= k such that nj > 0, then

Q ∈ O(α+ek ,β+1)
n−ek ,N−1 ⇐⇒ Ψ(α,β)

N,k [Q] ∈ O(α,β)
n,N .

Moreover, αk + β + 2 6= −deg Q implies deg Ψ(α,β)
N,k [Q] = deg Q + 1.

Proof. Note that w(α,β)
N,k (x) is zero for x ∈ Z \ {0, . . . , N}, so for Q 6≡ 0

l(α,β)
j,N

(
xmΨ(α,β)

N,k [Q]
)
=

N

∑
x=0

xm
w(α,β)

N,j (x)

w(α,β)
N,k (x)

∇(w(α+ek ,β+1)
N−1,k (x)Q(x))

=
N−1

∑
x=0
∇
(
(x + 1)m (αj + 1)x+1

(αk + 1)x+1

)
w(α+ek ,β+1)

N−1,k (x)Q(x),

whence for j = k

l(α,β)
k,N

(
xmΨ(α,β)

N,k [Q]
)
=

m−1

∑
ν=0

(
m
ν

) N−1

∑
x=0

xνw(α+ek ,β+1)
N−1,k (x)Q(x) =

m−1

∑
ν=0

(
m
ν

)
l(α+ek ,β+1)
k,N−1 (xνQ(x)).
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For j 6= k, we arrive at

(αk + 1) · l(α,β)
j,N

(
xmΨ(α,β)

N,k [Q]
)

=
N−1

∑
x=0

(
(x + 1)m(αj + x + 1)− xm(αk + x + 1)

) (αj + 1)x

(αk + 2)x
w(α+ek ,β+1)

N−1,k (x)Q(x)

=
N−1

∑
x=0

(
(x + 1)m(x + αj + 1)− xm(x + αk + 1)

)
w(α+ek ,β+1)

N−1,j (x)Q(x)

=
m−1

∑
ν=0

(
m
ν

) N−1

∑
x=0

xν(x + αj + 1)w(α+ek ,β+1)
N−1,j (x)Q(x)

+
(
αj − αk

) N−1

∑
x=0

xmw(α+ek ,β+1)
N−1,j (x)Q(x)

=
(
αj − αk + m

)
l(α+ek ,β+1)
j,N−1 (xmQ)

+ m (αj + 1) l(α+ek ,β+1)
j,N−1 (xm−1Q) +

m−2

∑
ν=0

(
m
ν

)
l(α+ek ,β+1)
j,N−1

(
(xν+1 + αj)Q

)
.

Both sides of the formula are equal to zero simultaneously. Since αk 6= −1 and αj− αk +

m 6= 0 whenever j 6= k, on testing l(α,β)
j,N

(
xmΨ(α,β)

N,k [Q]
)

for m = 0, . . . , nj− 1 we immediately

obtain that Ψ(α,β)
N,k [Q] ∈ O(α,β)

n,N if and only if Q ∈ O(α+ek ,β+1)
n−ek ,N−1 .

Lemma 10. Given a system of continuous Hahn weights

w̃(α,β)
N,j (z) := Γ(z + αj + 1)Γ(z− N)Γ(−z)Γ(N − z + β + 1)

on curves Lj = LH
αj ,β,N , where αj + 1, β + 1, αj + β + N + 2, −N ∈ C \Z60, choose some k ∈

{1, . . . , r} and an index n ∈ Zr
>0 such that nk > 1. If αk − αj /∈ {0, . . . , nj − 1} for all j 6= k such

that nj > 0, then the conditions Q ∈ O(α+ek ,β+1)
n−ek ,N−1 and Ψ(α,β)

N,k [Q] ∈ O(α,β)
n,N are equivalent (provided

that Ψ(α,β)
N,k [Q] 6≡ 0).

Proof. The approach is similar to the case of multiple Meixner II polynomials. Let us
remind that Ψ(α,β)

N,k [Q] 6≡ 0, and let m run over 0, . . . , nj − 1.

l(α,β)
N,j

(
zmΨ(α,β)

N,k [Q]
)

=
∫

Lj

zm z(N − z + β + 1)Q(z− 1)− (N − z)(z + αk + 1)Q(z)
(αk + 1)(β + 1)

w̃(α,β)
N,j (z)dz

=
∫

Lj−1
(z + 1)m+1 (N − z + β)Q(z)

(αk + 1)(β + 1)
w̃(α,β)

N,j (z + 1)dz

−
∫

Lj

zm (N − z)(z + αk + 1)Q(z)
(αk + 1)(β + 1)

w̃(α,β)
N,j (z)dz

=
∫

Lj

(
(z + 1)m(z + αj + 1)− zm(z + αk + 1)

)
Q(z)

(N − z) w̃(α,β)
N,j (z)dz

(αk + 1)(β + 1)
, (28)

where the last equality follows by replacing Lj − 1 with Lj, and then noting that

(z + 1)(N − z + β)w̃(α,β)
N,j (z + 1) = (z + αj + 1)(N − z)w̃(α,β)

N,j (z).
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Replacing Lj − 1 with Lj does not change the integral’s value, as both curves have
similar asymptotic behavior and separate the poles of −Γ(z + αj + 2)Γ(z− N + 1) and

Γ(−z)Γ(N − z + β + 1) = −(z + 1)(N − z + β)Γ(−1− z)Γ(N − z + β).

For j = k, due to (z + αk + 1)(N − z) w̃(α,β)
N,k (z) = −w̃(α+ek ,β+1)

N−1,k (z) we arrive at

l(α,β)
N,k

(
zmΨ(α,β)

N,k [Q]
)
= −

m−1

∑
ν=0

(
m
ν

) l(α+ek ,β+1)
N−1,k

(
zνQ

)
(αk + 1)(β + 1)

as required. For j 6= k, it follows from (28) and (N − z) w̃(α,β)
N,j (z) = −w̃(α+ek ,β+1)

N−1,j (z) that

− (αk + 1)(β + 1) l(α,β)
N,j

(
zmΨ(α,β)

N,k [Q]
)

=
∫

Lj

(
(z + 1)m(z + αj + 1)− zm(z + αk + 1)

)
Q(z)w̃(α+ek ,β+1)

N−1,j (z)dz

=
(
αj − αk + m

)
l(α+ek ,β+1)
N−1,j (zmQ)

+ m(αj + 1)l(α+ek ,β+1)
N−1,j (zm−1Q) +

m−2

∑
ν=0

(
m
ν

)
l(α+ek ,β+1)
N−1,j

(
(zν+1 + αj + 1)Q

)
.

The right-hand side of this formula vanishes precisely when the left-hand side does.
Since αk − αj 6= m ∈ {0, . . . , nj} whenever j 6= k, we immediately obtain Ψ(α,β)

N,k [Q] ∈ O(α,β)
n,N

if and only if Q ∈ O(α+ek ,β+1)
n−ek ,N−1 .

Proof of Theorem 2. Let m = (m1, . . . , mr) ∈ Zr
>0, where additionally |m| 6 N if N ∈ Z>0.

We apply the notation (23)–(24). For the index n = (0, . . . , 0), the polynomial Pn(x; m) ≡ 1
of degree 0 is trivially orthogonal with respect to the functionals l(m)

1 , . . . , l(m)
r stemming

from the weights w1(x; m), . . . , wr(x; m). Moreover, in the cases allowing summation over
discrete weights, we have

l(m)
j (1) =



exp(bj), in the Charlier case;

Γ(α + |m|) (1− bj)
−α−|m|, in the Meixner I case;

Γ(αj + mj) (1− b)−αj−mj , in the Meixner II case;

(1 + bj)
N/Γ(N − |m|+ 1), in the Krawtchouk case;

(αj + mj + β + |m|+ 2)N−|m|
Γ(N − |m|+ 1)

, in the discrete Hahn case,

(29)

where the Hahn case follows from the Chu–Vandermonde identity ([47], p. 67), ([39],
Equation (1.4.3)):

2F1(−N, α + 1;−N − β; 1) =
(−N − β− α− 1)N

(−N − β)N
=

(β + α + 2)N
(β + 1)N

.

Observe that the expressions (29) for the Meixner weights remain valid (up to nor-
malization) when we pass to parameters needing continuous weights. For the continuous
Hahn weights, the expression is

l(m)
j (1) =

(αj + mj + β + |m|+ 2)N−|m|Γ(αj + mj + 1)Γ(β + |m|+ 1)

(−1)|m|+12Γ(N − |m|+ 1) sin(πN)
, (30)
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see ([31], Equation (4)). As a result, l(m)
j (1) /∈ {0, ∞} under the conditions (i)–(v) of

Theorem 2.
Using this fact as a base, we now apply induction in M ∈ Z>0. Put Ñ := N if N ∈ Z>0,

and Ñ := ∞ otherwise. Given M, for all shifts m ∈ Zr
>0 satisfying |m| 6 Ñ and for all

indices n satisfying |n| 6 min(Ñ − |m|, M− 1), let Pn(x; m) ∈ O(m)
n \ ⋃r

k=1O
(m)
n+ek

be the
unique polynomial of degree |n| constructed via Rodrigues’s formula (25). Let us show that
the same holds for n satisfying |n| = M 6 Ñ − |m|. Indeed, by Lemma 4, the polynomials

Pn(x; m) = Ψ(m)
j [Pn−ej(x; m + ej)]

do not depend on j such that nj > 0. Since |n − ej| = M − 1 6 Ñ − |m + ej|, we

have Pn−ej(x; m + ej) ∈ O
(m+ej)
n−ej

\ ⋃r
k=1O

(m+ej)
n−ej+ek

. Therefore, Lemmas 5–9 imply that

Pn(x; m) ∈ O(m)
n \⋃r

k=1O
(m)
n+ek

. Moreover, under the theorem’s conditions (i)–(v), each of
the raising operators increases the degree of polynomials by 1, and thus deg Pn(x; m) = |n|.
So, Lemma 2 furnishes the proof of the “if” assertion of the theorem.

The “only if” assertion follows on noting that if the relevant condition of Theorem 2
fails to hold, then there is an index n that is not normal. Indeed, either the raising operator
does not increase degrees of polynomials, or l(m)

j (1) ∈ {0, ∞} for some m and j, which is
seen from (29) and (30).

More specifically, for the Charlier, Meixner and Krawtchouk weights, the condition b 6=
0 or bj 6= 0 means that the jth weight is not zero identically, which is already required for
the normality of the index ej.

Now, let bj = 1 in the Krawtchouk case; then the corresponding raising operator
does not increase the degree of polynomials, and unless N = 0, the polynomial Q(x) ≡ 1
turns to be orthogonal to all monomials by Lemma 8, meaning absence of normality
for n 6= (0, . . . , 0). If N ∈ Z>0, the Krawtchouk weights are supported on N + 1 points,
so the polynomial (x − N)N+1 is orthogonal to all monomials; thus, the normality of n
is only possible if |n| 6 N + 1. Moreover, the condition bj 6= bk is required by normality
when |n| > 2.

The case of the Meixner I system is similar to the Krawtchouk case: we only have to
replace bj → −bj and α→ −N. For α ∈ Z60, the Meixner functionals lj should be replaced
by their regularization—that is by the Krawtchouk functionals.

The “only if” assertion of Theorem 2 for the Meixner II system may be dealt analo-
gously. The main difference here is seen from (26): if αj +m = αk, then Lemma 2 implies the

absence of normality for the orthogonal polynomial Pmek ∈ O
(α,b)
ej+mek

produced by iterations
of the raising operator.

For the Hahn polynomials, if αk or β ∈ Z<0, then in Theorem 2, we have N ∈ Z>0. In
this case, if αk ∈ {−1, . . . , 1− N} for some k and β ∈ C \ {−1, . . . , αk}, then

lk
(
xm · (x + αk + 1)−αk

)
= 0

for all m ∈ Z>0 yielding the absence of normality of the corresponding indices (i.e.,
the indices nkek with nk > −αk are not normal). Analogously, if β ∈ {−1, . . . , 1− N}, then
(N − x + β + 1)−β ∈ O(α,β)

n,N for all indices n, and hence, there is no normality for |n| > −β.

If N ∈ C \Z>0, then Ψ(α,β)
N,k [Q] is a polynomial of degree deg Q + 1 if and only if αk +

β + 2 + deg Q 6= 0. So when αk + β + 2 + |n| = 0 for some index n, we still obtain an
orthogonal polynomial Pn+ek 6≡ 0 by iterations of the raising operator, while deg Pn+ek <
|n| + 1 implies absence of normality of n + ek. As is seen from (29) and (30), such a
situation cannot occur under the condition that l(m)

j (1) 6= 0 for all j and m. When N ∈ Z>0

and αk, β ∈ C \ {−1, . . . , 1− N} for all k, one tests this condition for |m| 6 N to verify
the normality of all indices n satisfying |n| 6 N. (For the index ek when αk + β 6= −2
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but αk = −1 or β = −1, the orthogonal polynomials are given by the regularization:
respectively, (1 + αk)Ψ

(α,β)
N,k [1] = x or (1 + β)Ψ(α,β)

N,k [1] = x− N.)
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