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Abstract: This paper reveals some relations between fuzzy logic and quantum logic on partial
residuated implications (PRIs) induced by partial t-norms as well as proposes partial residuated
monoids (PRMs) and partial residuated lattices (PRLs) by defining partial adjoint pairs. First of
all, we introduce the connection between lattice effect algebra and partial t-norms according to the
concept of partial t-norms given by Borzooei, together with the proof that partial operation in any
commutative quasiresiduated lattice is partial t-norm. Then, we offer the general form of PRI and the
definition of partial fuzzy implication (PFI), give the condition that partial residuated implication
is a fuzzy implication, and prove that each PRI is a PFI. Next, we propose PRLs, study their basic
characteristics, discuss the correspondence between PRLs and lattice effect algebras (LEAs), and point
out the relationship between LEAs and residuated partial algebras. In addition, like the definition
of partial t-norms, we provide the notions of partial triangular conorms (partial t-conorms) and
corresponding partial co-residuated lattices (PcRLs). Lastly, based on partial residuated lattices, we
define well partial residuated lattices (WPRLs), study the filter of well partial residuated lattices, and
then construct quotient structure of PRMs.

Keywords: fuzzy logic; lattice effect algebra; partial residuated implication; partial fuzzy implication;
partial residuated lattice; filter

1. Introduction

In 1965, Zadeh first proposed fuzzy sets in [1], and then gradually established fuzzy
logic. In fuzzy logic, the research on t-norm and t-conorm emerges in an endless stream.
T-norm and t-conorm, as traditional binary operations, are introduced in the study of
probabilistic metric space (see [2,3]). However, there may be some “undefined” cases in the
practical application of fuzzy logic. In this regard, some scholars explored in [4-7] from the
perspective of partial membership functions and fuzzy partial logic (logical connectors are
partial operations). For example, Béhounek et al. considered the fuzzy partial logic in [4]
and defined binary primitive conjunctions by Tables 1 and 2, and using the special value “*”

v

to explain semantics such as “undefined”, “meaningless”, “non-applicable”, etc.:

Table 1. Definability of connectives (1).

c B *
x wcp 0
* * *
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Table 2. Definability of connectives (2).

A 0 é *
0 0 0 0
0% 0 YAS *
* 0 * *

In [8,9], Burmeister et al. dealt with the “undefined” situation from the viewpoint of
the aggregate function and partial algebra, respectively. In 1994, Foulis et al. put forward
the effect algebra that can describe imprecise quantum phenomena in [10]. Therefore,
partial operations offer an important research direction in fuzzy logic and quantum logic.
Borzooei et al. proposed partial t-norms in [11]. Wei considered partial t-implications
in [12]. In [13], Chajda et al. investigated the natural implication in lattice effect algebra
and explored the effect implication algebra. Furthermore, some scholars also studied the
fuzzy implication and residuated implication in effect algebras (see [12,14-16]). Baets
provided the concept of residuated implication in [17]. Regarding the algebraic structure of
partial t-norms, Sheng and Zhang considered the partial algebraic structure: regular partial
residuated lattice in [18]. In addition, some scholars studied the relationship between fuzzy
logic and quantum logic (see [19-21]), including the filter and congruence relationship
between residuated lattices and effect algebras (see [22-24]).

In light of the above inspiration, this paper focuses on the following contents. First,
we present the general form of PRIs induced by partial t-norms as well as reasonably define
PFls. Second, the concept of partial adjoint pairs (PAPs) is properly defined. On this basis,
partial residuated monoids and partial residuated lattices are defined. We also develop
the induction relationship between lattice effect algebra and PRL. Finally, the filter and
quotient structure of PRMs are established.

2. Lattice Effect Algebras and Partial t-Norms

We briefly review the concepts of lattice effect algebras, quasiresiduated lattices and
partial t-norms, construct partial t-norms in lattice effect algebras, and prove that the
operation ® in commutative quasiresiduated lattices is a partial t-norm.

Definition 1 ([10,12,14]). A partial algebra (E,+,,0,1) is called an effect algebra, where + is a
partial operation and * is a unary operation such that for any x,y,z € E:
(E1) x +yis defined iff y + x is defined, and then x +y = y + x;
(E2) x+yand (x+y)+ zaredefined iff y + z and x + (y + z) are defined, and then (x +y) +z =
x+ (y +z);
(E3) For every x € E, there exists a unique x" € E such that x + x' = 1;
(E4) If x + 1 is defined, then x = 0.
(E; <) is a partial ordered set, where < is a partial ordered relation on E through x < y iff
there exists z € E and x +z = y. If (E; <) is a lattice, we call it is a lattice effect algebra (LEA).

Theorem 1 ([14]). Let (E,<,+,,0,1) be an LEA. Then, for any x,y,z € E:
(1)  x+yisdefined iff x < y';

(2) Ifx <yandy+ zis defined, then x 4 z is defined and x +z < y + z;
(3) Ifx<ythenx+ (x+y) =y.

Definition 2 ([14]). A partial algebra (C,V, A, ®,—,0,1) is called a commutative quasiresiduated
lattice (cQL), where (C,V, A,0,1) is a bounded lattice, ® is a partial operation, and — is a full
operation such that, for any x,y,z € C:

(i) (C,®,1) is a commutative partial monoid and x © y is defined iff x' < y;

(i) x"=xifx <ytheny <x’;

(i) (xVy)oy<yAzifxVy <y—z
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Here, x' is an abbreviation for x — 0.

Theorem 2 ([16]). Let (C,V, A, ®,—,0,1) bea cQL. Then, for any x,y,z € C:
(1) Ifx <y thenxoy<y;

(2) Ifx' <y thenx <y— (x®y);

3) Ifx <yandz <y, thenx©Oy <ziffx <y — z

Definition 3 ([11]). Let L be a bounded lattice. A partial binary operation © on L is called a

partial t-norm (pt-norm), if for any x,y,z,h, k € L:

(1) x©1=1;

(p2) If x ©yis defined, then y © x is defined and x Oy = y © x;

(p3) Ify©zand x © (y © z) are defined, then x ©® y and (x © y) © z are defined and x © (y © z) =
(xoy) oz

(r4) Ifx <y, h <kandx©h,y©karedefined, thenx ©h <y O k.

Example 1. Define the operation © as follows:

p b un’defmed ifa,b € [0,0.5] 1)
min{a,b}  others
Then, the operation © is a pt-norm (a,b € [0,1]).
Example 2. Define the operation ® as follows:
e min{a,‘b} ifa,be051] @
undefined others

Then, the operation © is a pt-norm (a,b € [0,1]).

Example 3. Assume that L = {0,1,m,n,1}. The Hasse diagram of (L; <) is shown in Figure 1,
and the operation © is defined by Table 3. Then, ® is a pt-norm.

1

0

Figure 1. Lattice order relation on L.

Table 3. The partial operation ©.

® 0 1 m n 1
0 0
1 0 1
m 0 l m
n 0 n
1 0 I m n 1

Example 4. Assume that L = {0,1,m,n,1}. The Hasse diagram of (L; <) is shown in Figure 2,
and the operation © is defined by Table 4. Then, ® is a pt-norm.
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0

Figure 2. Lattice order relation on L.

Table 4. The partial operation ©®.

® 0 1 m n 1
0 0
1 0 1
m 0 m
n 0 n
1 0 l m n 1

Proposition 1. Let (E,<,+,,0,1) be an LEA. Define the binary operation ® on E as follows (for
any x,y € E):
xOy:= " +y)ifx <y.

Then, ©® is a partial t-norm.

Proof. (1) Since ¥’ <1, x ® 1is defined, thenx®1 = (x'+1') = (x' +0) = x.

(2) If x ® y is defined, then x’ < y,soy’ < x,and (v’ +y') = (y +x'),ie, yOxis
defined. Thus, the exchange law is established.

(3) Suppose y ®z, x ® (y © z) are defined, we havey’ < zand x’ < (y' +2). Applying
Theorem 1 (3), ¥’ + (¥’ +2')’ = z. By Theorem 1 (1), ¥’ < (' 4+ z')”. On the other hand,
(y +2)" < x”. Thus,y’ < (y +2')" < x”, thatis, x’ < y. Moreover, above, we have
(X +y) =y +x <y +(y+7) =z Hence,wehave (x Oy) 0z = (x'+y)" +2' =
x4+ (y +2')" = x® (y ® z). Thus, the associative law is established.

(4) Forany x,y,h,k € E,if x <y, h <k, and x ® h, y © k are defined, theny’ < x/, k' <
W,x" <h,y <k. Applying Theorem 1 (2), v/ + k' < x' +k <x'+1,(x'+ 1) < (y +k'),
xOh<yok

Therefore, © is a partial tnorm. O

Proposition 2. Let (C,V, A\, ®,—,0,1) bea cQL. Then, the partial operation © is a partial t-norm on C.

Proof. If x <y, x ®z and y © z are defined, then applying Theorem 2 (2), y < z — (y ® z).
Thus, x <z — (y®z). Moreover, we havey ®z < z,by Theorem 2 (1) and (3), x ©z < y ®z.
Then, when x <y, h <k, and x ® h, y © k are defined, this impliesx ©h <y O h <y O k.
Therefore, © is a partial t-norm. O

3. Partial Residuated Implications (PRIs) Derived from Partial t-Norms

Many scholars have studied the residuated implication induced by t-norm. In [9],
Borzooei gave the concept of partial t-norm but did not make further research. In this
section, we will study the residuated implication derived by partial t-norms and call it
partial residuated implications.

Definition 4. Let L be a bounded lattice and © be a pt-norm on L. A partial operation — ¢, induced
by ® is called a partial residuated implication (PRI) such that for any a,b € L:

0o bim {sup{x €L|a®x is defined and a® x <b} ifS# @ and sup S exists 3)

unde fined otherwise
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where S = {x € L |a® xisdefinedanda ® x < b}.
Example 5. Assume that (E,<,+,,0,1) is an LEA. Define Sasaki arrow —s on E as follows:
x—=sy=x"+(xAy) 4)
Then, Sasaki arrow —g is a PRI on E.
Example 6. Assume that (E,<,+,,0,1) is an LEA. Define the function Is on E as follows:

1 ifx<y

Is(x,y) := < a’ if theinterval E[0,x] is totally ordered, has an atomaand x — (x A\y) =a  (5)

0 otherwise

Then, Is(x,y) isa PRI on E.

Example 7. Assume that L = {0,1,m,n,1}. The Hasse diagram of (L; <) is shown in Figure 3
and the operations © and — are defined by Tables 5 and 6. Then, ® is a pt-norm and — is a
PRI induced by ©.

1

0
Figure 3. Lattice order relation on L.

Table 5. The partial operation ©.

® 0 1 m n 1
0 0
1 n n m 1
m n n m m
n m m n n
1 0 l m n 1

Table 6. The partial operation —¢.

-6 0 1 m n 1
0 1 1 1 1 1
l 1 1 1 1
m 1 1 1 1
n 1 1 1 1
1 0 l m n 1
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Theorem 3. Let L be a bounded lattice, © be a pt-norm on L and —, be a PRI derived from ©.

The following statements are equivalent:

(i) ©isinfinitely V-distributive, i.e., if Ve x; and Ve (x @ x;) are existing, then x © (V;e1x;) =
Vier(x © x;);

(i) xOzisdefinedand x ©z < yiff x = yisdefinedand z < x —¢ y;

(iii) Ifx —o yand x © (x —q y) are defined, then x © (x —¢ y) < y;

(iv) Iffa € L | x©® ais defined and x © a < y} is not empty, then the set has the maximum
element.

Proof. (i) = (ii): Iff x®zisdefinedand x ©®z < y,thenz € {v € L | x ®visdefined and x ®
v <y}, hencex o y=V{veL|xOuvisdefinedand x ©v < y},soz < x —¢ y. Con-
versely, if z < x —¢ y, from Definition 3 (4), weobtainx ©z < x® (x o y) =x© (V{v €
L|x@uisdefinedand x ©v <y}) =V{x©v | x@uvisdefinedand x ©v <y} =y.

(ii) = (iii): Weknow x =0 yOx —¢ y, thenx® (x =0 y) <.

(iii) = (iv): fx© (x =0 y) <yand {v € L | x ®visdefined and x ©v < y} is
a nonempty set, then x —¢ y € {v € L | x ®v is defined and x ©v < y} (iv) = (i):
If {fv € L|x®uvisdefined and x ®v < y} is a nonempty set, letx; € {v € L | x©®
v is defined and x ® v < y}, from Definition 3 (4), we know Ve (x ® x;) < x ® (Vigrx;).
Next, we only need to prove x ® (Vie1x;) < Vier(x @ x;). Let u = Vje(x ® x;), then
xOx; <u wehavex; € {veL|xOuvisdefined and x ®©v < u}, for every x; € L, hence
xi < x —o uand Vierx; < x —q u, hence, x © (Vierx;) < Vier(x ® x;). In conclusion,
x© (Vierxi) = Vier(x©x;). O

Corollary 1. Let L be a bounded lattice and © be a pt-norm on L. If ® is infinitely V-distributive
and{a € L | x ® ais defined and x © a < y} is a nonempty set, then PRI —, is a fuzzy implication.

Proof. It follows from Theorem 3. [

4. Partial Fuzzy Implications (PFIs) and Partial Residuated Lattices (PRLs)

We propose the definition of partial fuzzy implication, and define partial residuated
monoid and partial residuated lattice by defining partial adjoint pairs. We also prove that
partial residuated lattices are partial algebraic structures corresponding to pt-norms and
PRIs. Finally, the related properties of partial residuated lattices are studied.

Definition 5 ([12]). Let L be a bounded lattice. The function I : L x L — L is called a fuzzy
implication, if, for any x,y, x1, X2, Y1, Y2 € L, the following conditions are satisfied:
(i) Ifx1 < xp, then I(xz,y) < I(x1,y);

(i) Ify; <uyp, then I(x,y1) < I(x,y2);
(i) 1(0,0) = I(1,1) =1, I(1,0) = 0.

Definition 6 ([25]). Let L be a bounded lattice. The function N : L — L is called a negation, if for
any x,y € L, the following conditions are satisfied:

(i) N(0)=1and N(1) =0;

(i) Ifx <y, then N(y) < N(x).

Definition 7. Let L be a bounded lattice. The function PI : L x L — L is called a partial fuzzy
implication (PFI), if for any x,y, x1, X2, y1,Y2 € L, the following conditions are satisfied:

(PI1) If x1 < xp, PI(x1,y) and PI(xy,y) are defined, then PI(x;,y) < PI(x1,y);

(PI2) Ify1 < y2, PI(x,y1) and PI(x,y,) are defined, then PI(x,y1) < PI(x,y2);

(PI3) P1(0,0) = PI(1,1) = 1, PI(1,0) = 0.
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Example 8. Let L be a bounded lattice, P1 is a PFI on L. Define the operation Ply as follows (for
any x,y € L):

PI(N(y),N(x)) ifPI(N(y),N(x)) is defined
undefined otherwise

PIn(x,y) == { (6)

Then, Ply is a PFl on L, where N is a negation.

Example 9. Let L be a bounded lattice, PI is a PFI on L. Define the operation PI}; as follows (for
any x,y € L):

min{PI(x,y) V N(x), PIn(x,y) Vy} if PI(x,y)and PIn(x,y) are defined

undefined otherwise

PIN(x,y) := { @)

Then, PI}; is a PFI on L, where N is a negation.

Example 10. Let L = [0,1], PI; and PI, are two PFIs on L. Define the operation PIpy, _pj, as
follows (for any x,y,a € L):

1 ifx=0

a-PIi(x, Y if Plyisdefinedand x >0,y <a
PIPllfPIZ (xry) = l( a> y—a f ! . f Y (8)

a+(1—a)-Ph(x,4=) if Phyisdefinedandx >0, x > a

unde fined otherwise

Then, Plpy,_py, isa PFlon L.

Theorem 4. Let L be a bounded lattice, ® be a pt-norm on L and — be a PRI induced by ©.
Then, — ¢ is the PFL

Proof. (PI1) If a —¢ c and b —¢ c are defined, thena —¢ ¢ = sup{x; € L | a ®
x1 is defined and a ® x1 < ¢}, b = ¢ = sup{xp € L | b® xp is defined and b ® x, < c},
i.e., dxp, s.t., b ® xp is defined and b ® xp < ¢, hence b < xp — c¢. In addition, when
a < b wehavea < xp = ¢,30a4@ xp is defined and a ® x; < ¢, thenx; € {x; € L |
a®xyisdefinedand a © x; < c},and {x, € L | b® xp isdefined and b ® x; < c} C {x1 €
L | a®xisdefined and a ® x; < c}, hence sup{xy € L | b® xy is defined and b ® xp <
c} Csup{xy € L |a®xyisdefined anda ® xq <c},ie., b —cc<a—gc.

(PI2) Similar to (PI1), we can obtaina —¢ b < a —¢ c.

(PI3)0 —¢ 0 = sup{a € L | 0@ ais defined and 0 ©a < 0} = sup{a € L |
0®aisdefined and 0 ®a =0} =1,1i.e., PI(0,0) =1;

1—=ol=sup{lacL|1®aisdefinedand1 ®a <1} =1,ie,PI(1,1)=1;

1 -5 0 =sup{a € L | 10aisdefinedand 1©a < 0} = sup{fa € L | 1O
aisdefinedand1®a =0} =0,ie,PI(1,0) =0. O

Definition 8. A pair (®,—) on a poset (P, <) is called a partial adjoint pair (PAP) where & and
— are two partial operations, if for any x,y,z € P, the following conditions are satisfied:

(PA1)The operation @ is isotone, i.e., if x <y, x ® zand y ® z are defined, then x @ z < y ® z; if
x <y, z®xand z Ry are defined, thenz @ x < zQ y.

(PA2)The operation — is antitone in the first variable, i.e., if x <y, x — z and y — z are defined,
then y — z < x — z; — is isotone in the second variable, i.e.,ifx <y, z = xandz =y
are defined, then z — x <z — .

(PA3)If x ® y and x — z are defined, then x @ y < ziff y < x — z.
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Definition 9. A partial algebra (L; <,®,—,0,1) is called a partial residuated monoid (PRM)
where (L; <,0,1) is a bounded partial ordered set, ® and — are two partial operations, if for any
x,Y,z € L, the following conditions are satisfied:

(M1) If x ® y is defined, then y ® x is defined and x @ y = y @ x;

(M2) If y ® z, x @ (y ® z) are defined, then x ® y, (x ® y) @ z are defined and x ® (y ® z) =
(xRy)®z

(M3) x ® 1isdefined and x ® 1 = x;

(M4) (®,—) isa PAP on L.

If (L; <,0,1) is a bounded lattice, then (L; <, ®, —,0,1) is called a partial residuated lattice (PRL).

Example 11. Assume that L = {0,1,m,1}. The Hasse diagram of (L; <) is shown in Figure 4,
and the operations & and — are defined by Tables 7 and 8. Then, L is a PRL.

1

0

Figure 4. Lattice order relation on L.

Table 7. The partial operation ®.

&® 0 1 m 1
0 0 0
l 1 I
m 0 m m
1 0 1 m 1

Table 8. The partial operation —.

—

— 3 —
co3Ir|o
p—

Example 12. Assume that L = {0,1,m,n,1}. The Hasse diagram of (L; <) is shown in Figure 1,
and the operations & and — are defined by Tables 9 and 10. Then, L is a PRL.

Table 9. The partial operation ®.

(%) 0 1 m n 1
0 0
1 0 1
m m m
n 0 n n
1 0 I m n 1
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Table 10. The partial operation —.

— 0 1 m n 1
0 1 1 1 1 1
1 n 1 1 1
m n 1 1
n m m 1 1
1 0 I m 1

Theorem 5. Let (L; <,®,—,0,1) bea PRL. Then, for any x,y € L:

(1) x—x=1;
2) x—=1=1;
3) 1—=x=x
(4) Ifx — yisdefined, then x -y =1iff x <y.

Proof. (1) We know x ® 1 < x, by (PA3), and we obtain1 < x — x, thenx — x = 1.
2)Weknowx®1 < 1,then1 < x — 1, furtherx - 1 = 1.
(B)Since1®x < x,x <1 — x. Inaddition,1 - x <1 — x,then (1 —>x)®1 < x,s0
1—x=nx
(4) (=)Forallx,ye L, 1 <x—y,so0x®1 <y, hence, x <y.
(<)Forallx,ye L, x®1<y,sol <x—yhencex »y=1. 0O

Theorem 6. Let L be a bounded lattice, © be a partial t-norm on L and — be a PRI derived from
©. Then, (L; <,®,—¢,0,1) isa PRL.

Proof. By Definitions 3 and 4, we can clearly know that (PA1), (PA3), (M1), (M2) and (M3)
are true; next, we prove (P2).

For any x,y,z € L,suppose x <y, ifa € L,z0a < x,thenz®a < x < y. Thatis,
{aeLl|z®aisdefinedandz®a <x} C{be L|zObisdefined andz®b < y}, hence
sup{a € L |z®aisdefined and z®a < x} <sup{be L|z®bisdefinedandz® b < y}.
Thus, z =+¢ ¥ <z =@ Y. Seemingly, we can obtainy —¢ z < x =g z. O

Theorem 7. Let (E; <,+,',0,1) be an LEA. Define two binary operations ® and — as follows
(for any x,y € E):
x@y= @ +y)iff¥ <y
x—y:=x+yiffy<x
Then, (E;<,®,—,0,1) isa PRL.

Proof. It follows from Proposition 1 that © is a partial t-norm, then (M1), (M2) and (M3)
hold, we only need to prove (M4). It is obvious that (PA1) holds, next, we will prove (PA2)
and (PA3).

(PA2) On the one hand, if x < y, then ¥’ < x’. Inaddition,x > z=x"+2z,y — z =
Yy +z. Hence, y +z < x' +z,y — z < x — z. On the other hand, we can obtain similar
results: y =z < x — z.

(PA3) First of all, we know that, if x ® y < z, then (x' +v')’ < z; hence, 2/ < x' +v/.
In other words, there exists u € E, u +2z' = x' + ¢/, so (u +z')’ < z. From the properties of
lattice effect algebra, v’ = (¥ + (u+2')) cy=x+ (u+2),sox’ + (u+z') <x' +z
Thus, y < ' +z < y < x — z. In addition, then, if y < x — z, then y < x’ + z. In other
words, there exists v € E, y +v = x’ + 2,50 (y + v)’ < y/. From the properties of lattice
effect algebra, z = (x'+ (y+0)') < 2/ =x'+ (y+0v),sox’ + (y+v) <« +y'. Thus,
Z <y +y e @+y)<zexoy<la

Hence, (E;<,+,,0,1)isaPRL. O
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Definition 10. A pair (®,—) on a poset (P, <) is called a special partial adjoint pair (sSPAP)

where ® and — are two partial operations, if, for any x,y,z € P, the following conditions are

satisfied:

(sA1) The operation ® is isotone, i.e., if x <y, x ® zand y @ z are defined, then x @ z < y ® z; if
x <y zQxand z® y are defined, then z@ x <z @ y.

(sA2) The operation — is antitone in the first variable, i.e., if x < y and x — z is defined, then
y — zis defined and y — z < x — z; — is isotone in the second variable, i.e., if x < y and
z — y is defined, then z — x is defined and z — x < z — y.

(sA3)x @y is defined and x @ y < z iff x — z is defined and y < x — z.

Definition 11. A partial algebra (L; <, ®,—,0,1) is called a special partial residuated lattice

(sPRL) where (L;<,0,1) is a bounded lattice, ® and — are two partial operations, if, for any

x,Y,z € L, the following conditions are satisfied:

(sP1) If x ® y is defined, then y ® x is defined and x @ y = y @ x;

(sP2)Ify ® z, x ® (y ® z) are defined, then x ® y, (x ® y) @ z are defined and x ® (y ® z) =
xRy)®z

(sP3) x ® 1 is defined and x ® 1 = x;

(sP4) (®,—) is an sSPAP on L.

Theorem 8. Let (L; <,®,—,0,1) bean sPRL. Then, (L; <,®,—,0,1) is a residuated lattice.

Proof. (1) Forallx € L,x®1 < x,s01 < x — x; furthermore, x — x = 1.
(2) Forallx € L, wehavex <1 =0 — 0,s0 x®0 is defined and x ® 0 < 0, so
x®0=0.
(3) By (2), weknow x ® 0 = 0,50 x ® 0 < y, then x — y is defined and 0 < x — y.
(4)By (1), weknowx <1 =y — y,s0 x ® y is defined and x @ y < y.
To sum up, ® and — are full operations, then (L; <, ®, —,0, 1) is a residuated lattice. [

Definition 12. A PRL (L; <,®, —,0,1) is called a well partial residuated lattice (wPRL), if for
any x,y € L:

(W) If x — y is defined, then x ® (x — y) is defined.

Example 13. Assume that L = {0,1,m,1}. The Hasse diagram of (L; <) is shown in Figure 4,
and the operations & and — are defined by Tables 11 and 12. Then, L is a wPRL.

Table 11. The partial operation ®.

® 0 1 m 1

0 0
l 0 I
m 0 m
1 0 1 m 1

Table 12. The partial operation —.

— 0 1 m 1
0 1 1
l 1 1
m 1 1 1
1 0 1 1

Example 14. Assume that L = {0,1,m,n,1}. The Hasse diagram of (L; <) is shown in Figure 1,
and the operations & and — are defined by Tables 13 and 14. Then, L is a wPRL.
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Table 13. The partial operation ®.

(%] 0 1 m n 1
0 0
1 0 1
m m 0 m
n 0 0 n n
1 0 I m n 1

Table 14. The partial operation —.

— 0 1 m n 1
0 1 1 1 1 1
1 n 1 1 1
m n 1 1
n 1 1
1 0 l m n 1

Example 15. Assume that L = {0,1,m,n,p,1}. The Hasse diagram of (L; <) is shown in
Figure 5, and the operations @ and — are defined by Tables 15 and 16. Then, L is a wPRL.

1

0

Figure 5. Lattice order relation on L.

Table 15. The partial operation ®.

® 0 l m n 1
0 0 0 0 0
l I

m m
n 0 0 0 n
p 0 0 p p
1 0 ) m n p 1

Table 16. The partial operation —.

— 0 I m n p 1
0 1 1 1 1 1
l 1 1
m 1 1
n p 1 1 1
p n 1 1
1 0 ) m n p 1

Theorem 9. Let (L; <,®,—,0,1) be a wPRL. Then, for any x,y € L:

(1) Ifx®uyisdefined, then x @y < x \y;
(2)  Ifx — yisdefined, then x® (x — y) <yand x < (x - y) — y.
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Proof. (1) Sincex <1 =y — y, thenx ® y < y; obviously, x ® y < x. Hence, x @y < x A y.

(2) Based on assumptions and by Definition 12 (W), x ® (x — y) is defined, since
x — y < x — y, by Definition 8 (PA3), x ® (x — y) < y. In addition, applying Definition 9
(M1) and Definition 12 (W), (x — y) — y is defined, applying Definition 8 (PA3), we obtain
x<(x—y —y O

5. Partial t-Conorms and Partial Co-Residuated Lattices

In [19], Zhou and Li further investigate the relationship between residuated structures
and some quantum structures from the perspective of partial algebra, and introduce the
concept of partial residuated lattice. In order to avoid ambiguity, we call it a Z L-partial
residuated lattice (£ £L-PRL). In this section, we introduce partial co-residuated lattices and
reveal the relationship between them and Z £-PRL.

Definition 13 ([26]). Let S be a bounded lattice. A binary operation & on S is called a t-conorm, if
forany x,y,z,h,k € S:

i) 0®x=x;

(ii) xPy=ydx;

(i) x®&(ydz)=xBYy) Bz

(iv) Ifx <yandh <k thenx®h <ydk.

Definition 14 ([27]). A pair (®,©) on a poset (P, <) is called a co-adjoint pair where & and &

are two binary operations, if, for any x,y,z € P:

(cA1) The operation @ is isotone, i.e.,if x <y, thenx Dz <y Pzandz®x < zPy.

(cA2) The operation © is isotone in the first arqument, ie., if x < y, then xSz < yo&z S'is
antitone in the second arqument, ie., if x <y, thenzoy <z O x.

(cA3)z<x@yiffzoy <x

Definition 15 ([27]). A structure (S; <, ®,S,0,1) is called a co-residuated lattice where & and
© are two binary operations, if, for any x,y,z € S:

(cR1) (S; ®,0) is a commutative semigroup;

(cR2)Forallx € S,x®0 = x;

(cR3) (&, ©) is a co-adjoint pair on S.

Definition 16. Let S be a bounded lattice. A partial operation ® on S is called a partial t-conorm,

if, for any x,y,h, k € S:

i) 0®x=x;

(i) If x ®y is defined, then y ® x is defined and x ® y = y ® x;

(iti) Ify®zand x ® (y ® z) are defined, then x ® y and (x ® y) ® z are defined and x ® (y ®z) =
(x®y)®z

(iv) Ifx <y h<k x®handy® k are defined, then x ®h <y ® k.

Example 16. Define the operation ® as follows:

. . 51
P undefined if a,b € [0.5,1] 9
max{a,b} others
Then, the operation ® is a partial t-conorm (a,b € [0,1]).
Example 17. Define the operation & as follows:
n@b max{a’,b} ifa,b€[0,0.5] (10)
undefined others

Then, the operation ® is a partial t-conorm (a,b € [0,1]).



Axioms 2023, 12, 63 13 of 19
Example 18. Define the operation ® as follows:
hob e aVb ’ ifa+b<aora=00rb=0 11)
undefined others

Then, the operation ® is a partial t-conorm (a,b,a € [0,1]).

Example 19. Assume that S = {0,1,m,n,1}. The Hasse diagram of (S; <) is shown in Figure 1,
and the operation & is defined by Table 17. Then, ® is a partial t-conorm.

Table 17. The partial operation ®.

® 0 1 m n 1
0 0 l m n 1
1 1 m n

m m m m

n n n

1 1

Definition 17. Let S be a bounded lattice and ® be a partial t-conorm on S. A partial operation

~~g induced by ® is called a partial residuated co-implication such that, for any a,b € S:

. b inflx e S |a®x is defined and a® x > b} ifl# @ and infI exists (12)
oo undefined otherwise

where [ ={x € S | a ® x is defined and a ® x > b).

Definition 18. A pair (®,~+) on a poset (P, <) is called a partial co-adjoint pair (cPAP), where
® and ~ are two partial operations, if for any x,y,z € P, the following conditions are satisfied:

(cPA1) The operation ® is isofone, i.e., if x <y, x ® z and y ® z are defined, then x ® z < y ® z; if
x <y, z®xandz® y are defined, thenz®x < z® y.

(cPA2) The operation ~ is isotone in the first arqument, i.e., if x <y, x ~» zand y ~» z are defined,
then x ~» z < y ~» z; ~ is antitone in the second variable, i.e., if x <y, z ~» xand z ~» y
are defined, then z ~» y < z ~> x.

(cPA3)If x ® y and z ~ y are defined, then z < x ® y iff z ~» y < x.

Definition 19. A structure (S; <, ®,~-,0,1) is called a partial co-residuated lattice (PcRL) where
(S;<,0,1) is a bounded lattice, ® and ~» are two partial operations, if for any x,y,z € S, the
following conditions are satisfied:

(cPR1)If x ® y is defined, then y ® x is defined and x ® y = y ® x.

(cPR2)Ify®z, x ® (y ® z) are defined, then x ® y, (x ® y) ® z are defined and x ® (y ® z) =
(x®y) ®z

(cPR3)x ® 0 is defined and x ® 0 = x.

(cPR4)(®,~~) is a cPAP on S.

We can know that the partial co-residuated lattice and the partial residuated lattice are dual.

Example 20. Assume that S = {0,1,m,n,1}. The Hasse diagram of (S; <) is shown in Figure 1,
and the operations ® and ~ are defined by Tables 18 and 19. Then, L is a PcRL.
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Table 18. The partial operation ®.

® 0 1 m n 1
0 0 ) m n 1
I I
m m
n n
1 1
Table 19. The partial operation ~.
~ 0 1 m n 1
0 0 0 0 0
I I
m m m
n m m n 0
1 1

Theorem 10. Let (S; <, ®,~>,0,1) be a PcRL. Then, for any x,y € S:
(1)  If x ~» 0is defined, then x ~» 0 = x.

(2)  Ifx ~» yis defined, then x ~ y = 0iff x < y.

(3) Ifx®yand (x®y) ~> y are defined, then (x ®y) ~»y < x.

(4) Ifx~ yand (x ~ y) ® y are defined, then x < (x ~> y) ®y.

Proof. (1) If x ~~ 0 is defined, and we have x < x ®0, then x ~» 0 < x. In addition, for any
ae€S,x~~0<agx<a®0=a.Leta=x~0.Thus, x ~~ 0= x.

(2) (=) If x ~» yis defined, and wehave x ~» y < x ~» 1,0 < x ~ y,sox®0 < y,
hence x < y.

(<) Wehavex < y®0, thenx ~y <0,s0,x ~y=0.

(3) We know x ® y < x ® y, applying (cPA3), (x®y) ~» y < x.

(4) We know x ~» y < x ~» y, applying (cPA3), x < (x ~ y) ®y. O

Definition 20 ([19]). A structure (S;<,®,©,0,1) is called a partial residuated lattice where &
and © are two partial operations, if the following conditions are satisfied:
(i) (S;<,0,1) is a bounded lattice.
(i) (S, ®,0) is a partial commutative monoid, its unit element is 0.
(iii) (&, ©) is a partial adjoint pair on S.
In order to distinguish, we call the partial residuated lattice in Definition 20 is Z L-PRL.

Theorem 11. Let (S;<,®,5,0,1) be a ZL-PRL. If we define the order relation < and the
constants i, 0 as follows:
a<b&2b<a(Wabel),
i20,
621.
Then, (S; <, ®, S, 0,1) is a partial co-residuated lattice.

Proof. Obviously, if we want to prove that it is a partial co-residuated lattice, we only need
to prove that (cPA3) and (cPR3) are true. Thus, we have:

(1) Forall x,y,z € S, if x @y and z © y are defined, thenz £ x ® y iff zO y £ x.

(2) Forallx € S, x @iisdefined and x ®i = i.

It is easy to obtain that (S; <,®,©,6,i) isa PcRL. [

Corollary 2. Let (S; <, ®,S,0,i) be a PcRL. Then, it is a co-residuated lattice.

Proof. It can be proved by Theorems 8 and 11. O
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6. Filters in Well Partial Residuated Lattices (WPRLs)

We propose filters and strong filters of wPRLs, construct the quotient structure (L/ ~p
; <, ®,—, 0], [1]F), and proved that it is a partial residuated monoid.

Definition 21. Let (L; <, ®,—,0,1) be a well partial residuated lattice (wPRL). F C L and
F # @, which is called a filter, if,

(F1) 1 ¢ F.
(F2) Ifxe F,ye Landx <y, theny € F.
(F3) Ifx,y € Fand x @y is defined, then x ® y € F.

If F # L, then F is called the proper filter.

Example 21. Let L = {0,1,m,1} be a wPRL in Example 13. Then, the proper filters are: {1},
{I,1} and {m,1}.

Example 22. Let L = {0,1,m,n,1} be a wPRL in Example 14. Then, the proper filters are: {1},
{m, 1}, {n,1} and {I,m,1}.

Example 23. Let L = {0,1,m,n,p,1} be a wPRL in Example 15. Then, the proper filters are: {1},
{1}, {m, 1}, {p, 1}, {I,m, 1}, {1, p, 1} and {m, p,1}.

Example 24. Define two partial operations @ and — as follows:

- un’defzned ifa,b €[0,0.5] (13)
min{a,b}  others
undefined if a,b € (0,05 anda >Db
a—b:=<1 ifa<b (14)

b else

Then, (L; <,®,—,0,1) isa PRL (a,b € [0,1]), the proper filters are: F1 = {1}, F2 = [x,1],
where x € [0,1].

In the following contents, unless otherwise specified, it means that the contents are
valid under the condition of definition.

Proposition 3. Let (L; <, ®,—,0,1) be a wPRL and F be a filter of L. Then,
(xeFyeLx—yeF)=yecF

Proof. Byx € F,y € L, x — y € F, applying Definition 12 (W) and Definition 21 (F3), we
obtain x ® (x — y) € F, and by Theorem 9 (2), we have x ® (x — y) < y, so, applying
Definition 21 (F2),y € F. O

Definition 22. Let (L; <, ®,—,0,1) be a wPRL. A filter F of L is called a strong filter, if for any
x,Y,z € L, the following conditions are satisfied:

(s1) Ifz — x,z — yaredefined and x —y € F, then (z = x) = (z = y) € F;
(s2) Ify — z,x — zaredefined and x — y € F, then (y — z) = (x - z) € F;
(s3) If (x®y) — zis defined and x — (y — z) € F, then (x®y) -z € F;
(s4) Ifx®2z,y® zaredefined and x — y € F, then (x ®z) — (y®z) € F.

Example 25. Assume that L = {0,1,m,1}. The Hasse diagram of (L; <) is shown in Figure 4,
and the operations & and — are defined by Tables 20 and 21. Then, (L; <,®,—,0,1) is a wPRL.
The filters are:{1}, {1,1} and {m, 1}, they are not strong filters (Because if F = {1}, it does not
meet (s2) and (s4). Thus, {I,1} and {m, 1} are not strong filters either).
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Table 20. The partial operation ®.

® 0 1 m 1

0 0
l 1 0 I
m 0 m
1 0 I m 1

Table 21. The partial operation —.

— 1] 1 m 1

1 1 1
l m 1 1
m l 1 1
1 0 1 m 1

Example 26. Let L = {0,1,m,1} be a wPRL in Example 13. Then, the proper filters are: {1},
{1,1} and {m, 1}; they are not strong filters.

Example 27. Let L = {0,1,m,n,1} be a wPRL in Example 14. Then, the proper filters are: {1},
{m, 1}, {n, 1} and {1, m, 1}, where {1} and {n, 1} are strong filters and {m, 1} and {I,m,1} are
not strong filters (they do not satisfy (s2) and (s4).)

Example 28. Let L = {0,1,m,n,p,1} be a wPRL in Example 15. Then, the proper filters are: {1},
{1}, {m, 1}, {p, 1}, {I,m, 1}, {1, p, 1} and {m, p, 1}, they are all strong filters.

Proposition 4. Let (L; <,®,—,0,1) be a wPRL and F be a strong filter of L. Then, for any
x,Y,z € L:
(x®y) =z € F, impliesx — (y — z) € F.

Proof. Applying Definition 12 (W), we obtain that (x ® y) ® ((x ® y) — z) is defined, so
(x®y) 2 2)®@(x®y) <z,wehave (x®y) - z)@x <y — z hence, (x®y) = z <
x = (y —z).Since (x®y) - z€ F,thenx — (y +z) € F. O

Definition 23. Let (L; <,®,—,0,1) be a wPRL, F be a filter of L. Define a binary relation ~p
(for any x,y € L):
x ~p y when and only when x -y € Fandy — x € F.

Theorem 12. Let (L; <,®,—,0,1) be a wPRL, F be a strong filter of L and ~p be a binary
relation. Then, ~p is an equivalence relation on L.

Proof. (1) For any x € L, we know thatx — x =1 € F,sox ~f x.

(2) Applying Definition 23, ~r is symmetric.

(3) Assume that x ~r y and y ~f z. For one thing, x — y € F, when x — z is defined,
by Definition 22 (s2), (y — z) — (x — z) € F,y — z € F,sox — z € F. For another, z — y,
y — x are defined, z — y € F, when z — x is defined, similarly, (y — x) — (z — x) € F,
so,z — x € F. Hence, x ~pz. O

Definition 24. Let (L; <, ®,—,0,1) be a wPRL, ~ be a binary relation of L, which is called a
congruence relation, if, for any x,y,x1,y1 € L,

(C1) ~ is an equivalence relation;

(C2) Ifx ~x1,y ~ Y1, x ®Yy and x1 ® yy are defined, then (x @ y) ~ (x1 @ y1);

(C3) Ifx ~ x1,y ~y1, x = yand x; — yy are defined, then (x — y) ~ (x1 — y1).
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Theorem 13. Let (L; <,®,—,0,1) be a wPRL and F be a strong filter of L. Then, ~r is the
congruence relation.

Proof. Applying Theorem 12, ~r is an equivalence relation.

Suppose that x ~f x1, y ~r y; and x — x1 € F, then by Definition 22 (s4), (x ® y) —
(x ®y) € F. Similarly, (x; ® y) — (x ® y) € F can be derived. Thus, (x @ y) ~f (x1 ®y).
For the same reason, (x; ® y) ~r (¥ ® y1). In conclusion, (x ® y) ~r (x1 ® y1). This
means that Definition 24 (C2) holds.

From x ~ x, y ~ yand y — y; € F, applying Definition 22 (s1), we have (x — y) —
(x = y1) € F. Similarly, we can obtain (x — y1) — (x — y) € F. Hence, (x — y) ~r
(x — y1). Similraly, applying Definition 22 (s2), we can obtain (x — y1) ~r (x1 = y1).
Thus, (x — y) ~f (x1 — y1). This means Definition 24 (C3) holds. [

We noted that [x]F is the equivalent class of x, L/ ~F is the quotient set.

Theorem 14. Let (L; <, ®,—,0,1) bea PRM, F be a strong filter and ~ be a congruence relation.
Define the following binary relation and binary operations on L/ ~r (for any x,y € L):

[x®ylp,  Vhe[x]p k€ [ylpand h ® k is defined

[x]r @ [yl := § [x]e if ylr = [ (15)
undefined, 3h € [x|g,k € [y|p and h & k is unde fined

(16)

[x]F = [y]F == {[x —ylp, Vh e [x]|p k€ [y|pand h — kis defined

undefined, 3h € [x|g, k € [y|p and h — k is undefined

Ifx — yis defined, then [x|p < [y|p when and only when [x]r — [y]r := [1]F (17)

Then, (L/ ~p; <,®,—, (0], [1]F) is a PRM.

Proof. By Definition 24, we know that the above definition of < on L/ ~r is feasible.

Firstly, we prove that < is a partial ordered relation.

(1) Reflexivity is clearly established;

(2) Forany h € (x|, k € [y]g, h — k, k — h are defined. If [x]r < [y]r and [y]r < [x]E,
then [x]p — [ylr = [x = y]r = [1]g, 50,1 = (x = y) = x — y € F, and we know,
Wlr = [xlp =1y = x]p =[1]p,s0,1 = (y = x) =y — x € F. Hence, [x]r = [y]F.
Antisymmetry is established.

(3)Forany h € [x]g, k € [y]r, | € [z]g, h — k, h — 1 and k — I are defined. If [x]F <
[ylr and [y]r < [z]p, then [x]p — [ylp = [x = y]r = [U]p, [y]r = [z]r = [y = z]r = [1]F,
from this and applying (2), we have x —+ y € F and y — z € F. Using Definition 22
(s1), (x > y) —» (x - z) € F,so,x — z € F. Hence, (x - z) -1 =1 € F, and
1 — (x = z) =x = z € Fthatis, [x]p — [z]r = [x — z]p = [1]f, for this reason,
[x]F < [z]F. Transitive is established.

Secondly, we prove that L/ ~F is bounded:

We suppose that, for all D,I,x € L,and D > x, I < x, thenx — D, I — x are
defined and x — D =1, I — x = 1. Thus, for any [D|, [I|f, [x]r € L/ ~F,if d € [D]f,
i € [Ilg,h € [x]p, h — dand i — h are defined, then [x]p — [D]r = [x — D] = [1],
[Ih: — [x]p = [I — x}p = [1]p. Hence, [x]p < [D]F, [I]F < [x]p.

Finally, we prove the following:

(M1) (1) If for any h € [x]p, k € [y]p, h ® k is defined, then k ® h also is, hence,
Xr@ylr = [x@ylr = [y @ x]F = [y]r @ [x]F.

@ If [ylr = [1]F, then [x]r @ [ylr = [x]r = 1 @ x]F = [1]r @ [x]r = [y]F @ [x].
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(M2) (1) If forany h € [x]g, k € [y]g, ] € [z]p and k® 1, h ® (k®1) are defined, then
([v]e

ly
h®k, (h®k)®1 are defined, hence [x|r @ ([y]r® [z]F) = X]Fr® (¥ @z]p) = [x @ (¥ ®
D =[(x®@y)®z]r = ([x®ylr) ® z]r = ([x]r @ [y]r) @ [Z]F-
) O If [z]p = [1]f, then [x]r @ ([Ylr ® [z]F) = r@y]r = x@ylr = [(x®@y) ®

zlr = (x][r® [y]r) ® [2]F.

@ If [x]F or [y]r = [1]F, similar proof can be obtained.

O 1t [x)r and [y]r £ [, then [y]r @ [z]r # [, ie., when [x]r @ ([y]r ® [2]F) is
defined, ([x]r ® [y]F) ® [z]p must defined.Hence, [x]r ® ([y]r ® [z]r) = ([x]F @ [y]F) ® [z]F.

(M3) For all [X]F €L/ ~pF, [X]P & [1]1: = [X]F.

(M4) Now, we prove that (®, —) isaPAPon L/ ~F.

(PA1) If, for any h € [x]g, k € [y]r, h — k is defined and [x]r < [y]f, then [x]p —
vl =[x = ylr = [1]F.

(1) If, for any h € [x]g, k € [ylg, | € [z]p and h ® ], k ® | are defined, then [x]F ®
[zZlF = [x®z]p, [Y]r® [z]F = [y ®z]p. In addition, we know x — y € F, applying
Definition 22 (s4), (x ® z) = (¥ ® ) is defined and (x®z) — (y®z) € F = [1]f, so

[(x®@2) = (y@2)|r = [l e M @ [2lr < [y]r @ [2]F

@) 1f [2]r = [1]r, then [x] ® [2]r = [x]r < [yl = lylr ® [2]F-

(PA2) For any h € [x]g, k € [ylg, | € [z]p, h — k, h — | and k — [ are defined. If
[x]r < [y]r, then [x]F — [y]r = [x = y]r = [1]r. On the one hand, [x]r — [z]F = [x — z]F,

Wlr — [z]r = [y — z]r, and we know x — y € F, applying Definition 22 (s2), (y — z) —
(x >z) e F=[1]g,s0[(y = z) = (x = 2)]F = [1]F, e, [Y]F = [2]F < [x]F = [2]E

On the other hand, applying Definition 22 (s1), [z]r — [x]r < [z]F = [y]F-

(PA3) (=) @ If, forany h € [x]g, k € [y]g, | € [z]p, h®k, h — I, (h®k) — | are
defined, then [x|r ® [y]r = [x ® y]r, [x]F — [z]F = [x — z]r. Thus, we can obtain that
e ylr < [2lr & [xQylr < [z & [(x®y) = z]r = [1]f, ie, (x®y) = z € F,
applying Proposition 4, y — (x — z) € F = [1]g; hence, [y — (x — 2)|r = [1]r < [y]r —
[x = z]p = [1]r & [y]r < [x]F = [2]F.

@ If [y]r = [1]F, then [x]r @ [y]p = [x]p. lf forany h € [x]g, | € [z]p, h — | is defined,
then [x]p — [z]r = [x = z]p, and (x| @ [y]r < [z]F & [X]F < [z]F © [x — z]p = [1], it
follows that [1]r < [x — z]p < [y]r < [x]F — [z]F.

(<) By the same token, vice versa.

In conclusion, L/ ~pisa PRM. [

7. Conclusions

Overall, in the first place, we analyze the partial residuated implication induced by
partial t-norms, give the concepts of partial residuated monoids and partial residuated
lattices by defining partial adjoint pairs, further construct partial residuated lattices from
lattice effect algebras, as well as reveal the relationship between partial residuated lattices
and lattice effect algebras. In the second place, notions of partial t-conorm and partial co-
residuated lattice are given, and their properties are studied, which proves that Z £-partial
residuated lattice is a co-residuated lattice. Finally, we build the filter theory of well partial
residuated lattice, which can be viewed as a natural extension of the filter theories for
lattice effect algebras and many fuzzy logic algebras. It is noteworthy that we propose and
discuss some new concepts of filters, strong filters, and Congruence relations on wPRLs. In
addition, we establish the quotient algebras structure (L/ ~p; <, ®, —,[0], [1]¢) of partial
residuated monoid.

In future studies, the relationships among partial residuated lattices, general fuzzy set
theories, and algebraic systems with applications can be considered (see [28-33]).
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