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Abstract: This paper proposed a short-term two-stage hybrid algorithmic framework for trade and
trend analysis of the Forex market by augmenting the currency pair datasets with transformed
attributes using a few technical indicators and statistical measures. In the first phase, an optimized
deep predictive coding network (DPCN) based on a meta-heuristic reptile search algorithm (RSA)
inspired by the intelligent hunting activities of the crocodiles is exploited to develop this RSA-
DPCN predictive model. The proposed model has been compared with optimized versions of
extreme learning machine (ELM) and functional link artificial neural network (FLANN) with genetic
algorithm (GA), particle swarm optimization (PSO), and differential evolution (DE) along with the
RSA optimizers. The performance of this model has been evaluated and validated through several
statistical tests. In the second phase, the up and down trends are analyzed using the Higher Highs
Higher Lows, and Lower Highs Lower Lows (HHs/HLs and LHs/LLs) trend analysis tool. Further,
the observed trends are compared with the actual trends observed on the exchange price of real
datasets. This study shows that the proposed RSA-DPCN model accurately predicts the exchange
price. At the same time, it provides a well-structured platform to discern the directions of the market
trends and thereby guides in finding the entry and exit points of the Forex market.

Keywords: forex market; deep predictive coding network; reptile search algorithm; trading and
trend analysis; up-trend and down-trend; Higher Highs Higher Lows and Lower Highs Lower Lows
(HHs/HLs and LHs/LLs)

1. Introduction

The Forex market is an ally of many firms, organizations, and individuals who go
through a contract process to either sell or buy the currencies of different countries to make
a profit from their investments [1,2]. Fundamental and technical analysis is the backbones of
profitability in the Forex market. The fundamental analysis helps to observe the patterns
of market data to categorize the trends and forecast the prices. In contrast, the technical
analysis monitors the trading volume, the number of investors, and market sentiments to
predict the future price of the currency pairs, as well as to identify the trends of the market
(up-trends or down-trends) to understand the pattern and thereby decide on to trade or
not [3,4]. Quantitative tools like technical indicators (TIs), statistical measures (SMs), oscillators,
and momentums are widely used for analysis in the Forex market. This technical market
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analysis can be performed in manual and automated systems to analyze the market trends
and make buying or selling decisions [4]. Artificial intelligence (AI) [1,2,5], machine learning
(ML) [5–8], and deep learning (DL) [9–12] based tools and algorithms are commonly known
as algorithmic trading being very widely used lately by the researchers in this financial market.

The AI, ML, and DL have shown their potential to handle the large volume of historical
and chaotic data using advanced mathematical and statistical strategies in financial market
analysis. They are widely used to develop forecasting models that determine the optimal
time to trade and observe the trends with less risk. The researchers have mainly focused
primarily on artificial neural network (ANN) based tools [7,8], extreme learning machines
(ELM) [1–5,9], support vector machines (SVMs) [6], and other pattern-based approaches.
For example, forex charts, DL-based techniques (deep belief network (DBN) [10–12], gated
recurrent unit (GRU) [13], recurrent neural network (RNN) [10,14], and long-short-term-
memory network (LSTM) [13,15]) have been vastly used in recent years for developing
predictive model considering their predictive capability. On the other hand, a deep predic-
tive coding network (DPCN) has shown its ability in this predictive market by employing a
biologically exciting network class. The DPCN mimics the brain’s ability as a predictive
machine that uses prior knowledge of the world to infer hypotheses about the causes of
incoming sensory information. This network infers from the typical connectivity patterns
observed in the mammalian cortex, which is a layered hierarchy used to organize the
experience of the world efficiently as much as possible in the form of past or historical data
and is trained using local learning rules by approximating the back-propagation [16–21].
The higher DPCN brain areas (higher layers) attempt to give detailed information about
the input from lower brain areas (lower layers) and then project these predictions down to
lower areas or layers by eliminating the predicted sensory information from the input.

This paper proposed and developed an algorithmic trading and trend analysis model
for Forex financial market prediction by employing DPCN. The function of the brain for
generating and updating the mental model of the environment has motivated us to formu-
late a forecasting model based on time-series historical data to predict the future value with
the expected precision as the brain does. Furthermore, nature-inspired meta-heuristics such
as differential evolution (DE) [22,23], particle swarm optimization (PSO) [24], genetic algo-
rithm (GA) [25,26], reptile search algorithm (RSA) [27–29], fair fly algorithm [30], cuckoo
search [9–12], and grey wolf optimization [31,32] are now widely used by researchers to
optimize the predictive ability of the models. In the proposed model, the decision variable
(i.e., the combination of several filters in different layers) of feed-forward and feedback
mechanism embodied in DPCN is optimized using RSA, being motivated by the hunting
behavior of crocodiles proposed by Abualigah et al. [27]. The critical advantage of optimiz-
ing the DPCN with RSA is utilizing the gradient erudition problem’s capability to explore
the search space and obtain the optimal solution with different initial population strategies,
hybridization, and algorithm modification.

The organization of the remaining article is as follows: Section 2 discusses the literature
review and Section 3 provides the details about materials and methods. Section 4 provides
a detailed discussion of the Experiments and results. Finally, Section 5 concludes the paper
with a brief discussion on the future scope.

2. Literature Survey

This section provides the literature survey on the Forex market prediction using ANNs
and variants of ANNs and a few available trend analysis models. Das et al. [1] proposed an
ELM-JAYA-based Forex market predictive model for USD/AUD, USD/GBP, and USD/INR
currency pairs by augmenting the datasets with few TIs and SMs. This model, based on
higher predictability compared with another model, shows a better predictive ability for
the future movement of this market. The method has also been validated through various
performance measures. Das et al. [2] also proposed another Forex market prediction model
by utilizing one of the variants of ELM known as online sequential ELM optimization
with a krill herd optimization algorithm. The key focus of this work was on the feature
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reduction approach of the currency pair datasets based on principal component analysis.
This forecasting model used USD/INR, USD/EUR, YEN/INR, and SGD/INR, and the
datasets are reframed using TIs and SMs, considering the 3, 5, 7, 12, and 15 as window sizes.
A hybridized self-adaptive multi-population-based Forex market prediction model based
on ELM has been proposed in [5] for USD/INR and USD/EUR currency pair datasets. This
model has been framed with TIs and SMs, and prediction has been made from 1 day to
1 month.

Sarangi et al. [3] proposed an ANN-GA-based Forex trend analysis model for INR/USD
currency pairs. Authors have experimented with a simple ANN and a hybrid model of
ANN-GA by optimizing the weight matrix of ANN using GA, and the proposed model has
been validated through RMSE. Galeshchuk [7] explored the ability of ANN for USD/EUR,
JPN/USD, and USD/GBP currency pair datasets. The raw datasets are examined and opti-
mized, and the best NN has been investigated based on forecasting ability and performance
measures. The results are plotted, and this model has been compared with out-of-sample
during the training process.

Ni and Yin [8] also proposed a hybrid NN Forex forecasting model based on trading
indicators using various regressive NN models, such as temporal self-organizing maps and
support vector regressions for GBP/USD currency pairs. However, the authors have used
a few trading indicators, such as moving average convergence/divergence and relative
strength index in this proposed predictive model. A case study on NN for the Forex market
was conducted by Yao and Tan [33]. This model has experimented with USD/JPY, USD/D-
mark, USD/GBP, USD/CHF, and USD/AUD. Furthermore, the model’s efficiency has been
tested for out-of-sample data with simple TIs.

A multi-scale ensemble classification model has been proposed by Talebi et al. [34] for
identifying up, down, and sideways trends in the Forex market. The authors have utilized
the multi-scale feature extraction approach to train multiple classifiers for each observed
trend. They have tried to identify the trends as up-trend when the foreign exchange rate
increases by some amount, down-trend when the exchange rate decreases, and when
fluctuations are observed in specified intervals, the market undergoes a sideways trend.
Fiorucci et al. [35] proposed a trend analysis strategy based on the Reaction Trend System
(RTS) to understand the sentiment of the financial market on whether to trend or not. The
essential advantage of this TRS combines those two strategies to trend or not trend by
automatically switching between the market movements.

A string theory and D2-branes-based trend analysis for the Forex market have been
proposed by Bartoš et al. [36]. Authors have proposed to proceed from simple 1-endpoint
and 2-endpoints strings to more complex objects, D2-branes. These D2-branes can smooth
the movement of prices on the market and process the preserved market memory with
better efficiency than in the case of the strings. Sadeghi et al. [37] presented a combined
trading and trend analysis strategy based on ensemble multi-class SVM (EmcSVM) and
a fuzzy NSGA-II classification model. In this strategy, first EmcSVM is used to forecast
trends as up-trend, down-trend, and side-ways, and then NSGA-II is used to optimize the
hypermeters of the proposed fuzzy system.

3. Materials and Methods
3.1. Architecture and Model Description of DPCN

This DPCN is a category of representational learning strategy of deep networks
in which the key advantage is the depth of the network due to possible combinations
of exponentially increasing features as more layers are added to the network [16–21].
Furthermore, empirically it has been observed that the higher abstraction in deep network
representation is another advantage of using this DPCN, where the network learns to
compose lower-level insights to generate higher-level representations invariant to local
changes.

The DPCN (Figure 1) is modeled from the self-supervised learning mechanism of the
brain and is an improved version of ANN. In DPCN, the feedback connections convey the



Axioms 2022, 11, 396 4 of 29

contextual information about the higher layers down to the lower layers in the learning
network hierarchy leading to the representation of inputs in a significant way. As a result,
the brain or network progressively updates the representations to refine its perceptual and
behavioral decisions. A DPCN model has been designed to explore this network with
several convolutional layers stacked as a recurrent or predictive block, feed-forward, and
feedback directions, as given in Figure 2.
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= −
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𝜕𝜕𝑃𝑃𝑃𝑃𝑙𝑙−1(𝑡𝑡)
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2𝜑𝜑𝑙𝑙
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2 and can be re-written as given in Equation (9). 

𝜕𝜕𝑃𝑃𝑃𝑃𝑙𝑙(𝑡𝑡)

𝜕𝜕𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑙𝑙(𝑡𝑡)
=

2
𝑉𝑉𝑉𝑉𝑙𝑙2
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� = �1 −

2ℶ𝑙𝑙
𝑉𝑉𝑉𝑉𝑙𝑙2

� × 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑙𝑙(𝑡𝑡) +
2ℶ𝑙𝑙
𝑉𝑉𝑉𝑉𝑙𝑙2

× 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙(𝑡𝑡) (8) 
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The composition of the network is as follows; (a) two 3D convolution layers-32 as
recurrent or predictive blocks, (b) two 3D convolution layers-64 as a feed-forward layer, and
(c) two 3D convolution layers-128 as feedback layers. Previous studies have shown that the
DPCN consistently outperforms the primary convolutional neural network (CNN) [10–12]
with an improved accuracy over time given more cycles. In this work, an attempt has
been made to optimize the DPCN concerning the decision variables (i.e., the combination
of several filters) n1, n2, and n3 , such as 32, 64, and 128, respectively, using an RSA opti-
mizer. In DPCN [25–29], the higher-level layer Layerl(t) predicts the lower-level layer as
Predictedl−1(t) through linear weighting LWl,l−1 mentioned in Equation (1). The predic-
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tion error PEl−1(t) is the difference between Predictedl−1(t) and Layerl−1(t) as given in
Equation (2).

Predictedl−1(t) = (LWl,l−1)
T × Layerl(t) (1)

PEl−1(t) = Layerl−1(t)− Predictedl−1(t) (2)

During the feed-forward process, the prediction error PEl−1(t) at Layerl−1 is propa-
gated to the upper Layerl to update the representations of Layerl(t), therefore reducing the
prediction errors by this updated internal representation of the network. To minimize the
PEl−1(t), a sum of the squared errors normalized by the variance of the representations
VR2

l−1 as given in Equation (3). The gradient of PEl−1(t) with respect to Layerl(t) is given
in Equation (4).

PEl−1(t) =
1

VR2
l−1
‖PEl−1(t)‖2

2 (3)

∂PEl−1(t)

∂Layerl(t)
= − 2

VR2
l−1
× LWl,l−1 × PEl−1(t) (4)

To minimize PEl−1(t), the Layerl(t) is updated using gradient descent with an updat-
ing rate, such as ϕl and is given in Equation (5).

Layerl(t + 1) = Layerl(t)− ϕl ×
(

∂PEl−1(t)

∂Layerl(t)

)
= Layerl(t)+

2ϕl

VR2
l−1
× LWl,l−1× PEl−1(t)

(5)
The weights of the feedback connections are transposed to those of feed forward

connections by LWl,l−1 = (LWl,l−1)
T and the Equation (5) can be now be re-framed as

given in Equation (6) as the feed forward operation, where the last term indicates the
forwarding prediction error from Layerl−1 to Layerl to update the error representation with
an updating rate of al =

2ϕl
VR2

l−1
.

Layerl(t + 1) = Layerl(t) + al × (LWl,l−1)
T × PEl−1(t) (6)

Similarly, during the feedback stage, the top-down prediction is used to reduce the
prediction error PEl−1(t) by updating the representation of Layerl and Layerl(t). Here,
the error is also minimized by gradient descent of PEl(t) with respect to Layerl(t) in
Equation (7) and this Layerl(t) is updated with an updating rate il as given in Equation
(8). Let, bl =

2il
VR2

l
and can be re-written as given in Equation (9).

∂PEl(t)

∂Layerl(t)
=

2
VR2

l
× (Layerl(t)− Predictedl(t)) (7)

Layerl(t + 1) = Layerl(t)−il

(
∂PEl(t)

∂Layerl(t)

)
=

(
1− 2il

VR2
l

)
× Layerl(t) +

2il

VR2
l
× Predictedl(t) (8)

Layerl(t + 1) = (1− bl)× Layerl(t) + bl × Predictedl(t) (9)

3.2. RSA Optimization Strategy

The RSA is one of the advanced nature-inspired meta-heuristic optimization algo-
rithms proposed by Abualigah et al. [27] in 2022. Authors have tried to simulate and
mathematically model the encircling and hunting behavior of the crocodiles to obtain a
population-based and gradient-free approach to address complicated optimization problems
addressing a few constraints. The RSA has been presented to have two phases of operations:
exploration or global search and exploitation or local search inspired by the crocodiles’ encircling,
hunting, and social behavior. Keeping and maintaining the active cooperation between the
cohesive groups of crocodiles by simulating their behavior is one of the leading advantages
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of using this algorithm to maximize its robustness. The core behaviors of crocodiles, such
as night hunting, hunting, diet, mobility/locomotion, processing appreciation or mental power,
trapping and hunting, intelligent teamwork, or alliance of crocodiles during the hunting process,
are simulated in [27–29]. It has been studied that crocodiles are one of the most intelligent
hunters. Their behaviors can be mathematically modeled to solve the optimization prob-
lems to obtain the best solution, which is the main inspiration behind this RSA optimizer.
This RSA undergoes three significant phases of processing, such as:

1. Initialization Phase: In this phase, the process starts with a set of candidate solutions
(S) generated stochastically to obtain the nearly optimum best solution at each iteration
and is represented in Equation (10).

S =



s1,1 . . . s1,j
s2,1 . . . s2,j
. . .
...

sCS−1,1
sCS,1

. . .
...

. . .

. . .

si,j
...

sCS−1,j
sCS,j

s1,d−1 s1,d
. . . s2,d

. . .
...

. . .
sCS,d−1

. . .
...

sCS−1,d
sCS,d


(10)

where, S is a randomly generated set of candidate solutions, CS is the candidate
solutions, d is dimension size of the given problem, si,j represents the jth position of
the ith solution and can be computed using Equation (11), where rand is a random
value and BoundUpper, BoundLower represents the lower and upper bound of the given
problem.

si, j = rand×
(

BoundUpper − BoundLower
)
+ BoundLower (11)

2. Encircling Phase: This phase deals with the exploratory behavior or encircling of RSA
with two movements of crocodiles, such as high walking and belly walking, which do
not allow them to approach the target prey, and the exploration search discovers a
wide search area due to this movement behavior of the crocodiles. This exploration
through high and belly walking is only used to support other phases of operation,
such as hunting or exploration. The RSA makes a change between exploration and
exploitation in search phases based on various behaviors in four conditions by divid-
ing the number of iterations into four parts. The objective of exploration or encircling
is to obtain a better solution based on the movement, and searching is done on two
conditions such as (i) t ≤ T

4 for high walking and (ii) t ≤ 2 T
4 and t > T

4 for belly
walking. The position updating is done using Equation (12) during the exploration
phase.

s
(i,j)(CI+1)={

Bestj(CI)×−HB(i,j)(CI)× δ− RF(i,j)(CI)× rand, t ≤ T
4

Bestj(CI)× s(r2,j) × ES(CI)× rand, t ≤ 2 T
4 and t > T/4

(12)

where, Bestj(CI) is jth position of the best obtained solution so far, rand is a random
number between 0 and 1, CI is the current iteration number, maximum number of iterations
is T, HB(i,j) represents the hunting operation of the jth position in the ith solution and
is computed using Equation (13). The sensitive parameter δ is used to control the
exploration accuracy (high walking) for encircling phase over the course of iterations,
which is fixed equal to 0.1, the RF is a reduced function used to reduce the search space
and is calculated using Equation (14), r2 is the random number between [1 and CS]
and the random position of the ith solution is denoted as s(r,j). The evolutionary sense
ES(CI) is a probability ratio considering values between [2 and −2] throughout the
number of iterations and can be calculated using Equation (15).

HBi,j = Bestj(CI)× PD(i,j) (13)
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RF(i,j) =
Bestj(CI)× s(r2,j)

Bestj(CI)+ ∈ (14)

ES(CI) = 2× r3×
(

1− 1
T

)
(15)

where, ∈ is a small value, r2 is a random number between [1 to CS], 2 is a correlation
value which gives a value between [2 and 0], r3 is another random number between [−1
to 1]. The percentage difference between jth position of the best solution and jthposition of
the current solution is represented as PD(i,j) and is calculated using Equation (16).

PD(ij) = γ +
s(i,j)−AveragePosition(si)

Bestj(CI)×
(

BoundUpper (j) − BoundLower(j)

)
+ ∈′

(16)

AveragePosition(si)
=

1
d

d

∑
j=1

s(i,j) (17)

where, AveragePosition(si)
denotes the average position of ith solution calculated using

Equation (17), BoundUpper (j) − BoundLower(j) are the upper and lower bounds of jth

position, γ controls the exploration accuracy i.e., difference between the candidate
solutions for hunting co-operation and is fixed to 0.1.

3. Hunting Phase: This phase simulates crocodiles’ hunting strategy, such as coordina-
tion and cooperation, which allows them to target the prey quickly. These two phases
obtain the near-optimal solution after several actions and establish the communication
between them, and the RSA exploits those two main strategies based on Equation (18).
The searching is based on hunting coordination conditioned on t ≤ 3 T

4 and t > 2 T
4 ,

otherwise the hunting coordination is done when t ≤ T and t > 3 T
4 .

s(i,j)(CI + 1) =

{
Bestj(CI)× PD(i,j)(CI)× rand, t ≤ 3 T

4 and t > 2 T
4

Bestj(CI)− HB(i,j)(CI)× ∈ −RF(i,j)(CI)× rand, t ≤ T and t > 3 T
4

(18)

where, Bestj(CI) is jth position of the best obtained solution so far, RF(i,j), PD(i,j) and RF(i,j)
are computed using Equation (13), Equation (16), and Equation (14), respectively,
and ∈ is a very small value. The sensitive parameters β and α are chosen care-
fully to produce a stochastic value at each iteration and it handles the exploration
for all the iterations and is advantageous to overcome the local optima, particu-
larly in last iteration. The computational complexity of RSA algorithm can be given
as O(RSA) = O(CS × (T × D + 1), where T, CS, and D represent the number of
iterations, number of solutions, and solution size, respectively.

3.3. Dataset Preparation and Augmentation

The detailed description of Forex datasets [38] from US dollar (USD), European cur-
rency (EUR), Australian dollar (AUD), Japanese Yen (JPY), Swiss Franc (CHF), and Rupees
of Indian currencies are considered for analysis are detailed in Table 1. Originally the
datasets had four features, open price, high price, low price and close price; coined as OAs are
augmented by computing the new features based on a few TIs and SMs, such as simple
moving average (SMA), exponential moving average (EMA), commodity channel index
(CCI), rate of change (RoC), relative strength index (RSI), fast stochastic oscillator FSO (%K),
volatility ratio (VR), price comparison (PC/Spread), and pivot points (PP) [4–6,8,39,40] and
those augmented [41] currency pair datasets are coined as AAs.
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Table 1. Description of data samples and data range.

Datasets Total Samples Date Range Data Range

USD/EUR 1828

1 January 2015~1 January 2021

0.7969~0.9671

AUD/JPY 1828 59~98

CHF/INR 1828 60~83

3.4. Parameters Used

This proposed approach keeps all the standard parameters constant for all experimen-
tal findings. The parameters and the associated values of respective predictive networks
and optimization strategies are discussed in Table 2.

Table 2. Associated parameter values for predictive networks and optimization techniques.

Networks and
Optimization Techniques Parameters and Associated Values

FLANN algorithm = ’autotuned’; target_precision = 0.7; build_weight =
0.01; memory_weight = 0;

ELM Activation Function: Multiquadtratic

DPCN

Feebforward-Conv2D-Kernel Size-3; Feebback-Conv2D-Kernel
Size-3
For prediction: Up sampling has been performed using PyTorch
with various scaling factors.

GA
Number of Decision Variables = 3; Maximum Number of
Iterations = 50
Population size = 10; Selection method-Roulette wheel

PSO

Number of Decision Variables = 3; Maximum Number of
Iterations = 50
Number of Particles = 10; Inertia Weight = 1; Inertia Weight
Damping Ratio = 0.99; Personal Learning Coefficient = 1.5; Global
Learning Coefficient = 2.0

DE

Number of Decision Variables = 3; Maximum Number of
Iterations = 50
Crossover rate = 0.7; Mutation factor = 0.5; Number of Decision
Variables = 3

RSA Maximum Number of Iterations = 50; Alpha = 0.1; Beta = 0.005

3.5. Model Description and Proposed RSA-DPCN Algorithm

The basic layout of this research work is depicted in Figure 3, which contains five
stages of experimentation. First, the currency pairs USD/EUR, AUD/JPY and CHF/INR
are collected from 1 January 2015 to 1 January 2021 for five years and then, the attributes of
collected datasets are augmented using various TIs and SMs (as discussed in Section 3.3).
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Figure 3. Schematic layout of the proposed Forex market forecasting approach.

In the third phase of experimentation, the DPCN was experimented with to predict
the future price of the currency pairs for short-term time frames, such as 3 days, 7 days, and
15 days ahead. In the fourth operation phase, the proposed RSA-DPCN forecasting model
has been compared with ELM and FLANN by optimizing the network architecture with
GA, PSO and DE, and RSA optimizers. Finally, the performance of the predictive models
is measured based on mean square error (MSE) and the convergence curves, predictive
curves for both OAs and AAs for all short-term predictive days for all the three currency
pair datasets, and statistical validation and execution time is also recorded. In addition to
this forecasting of closing price, the trend analysis is performed based on Higher Highs
Higher Lows (HHs/HLs) and Lower Highs and Lower Lows (LHs/LLs) tool [42,43]. In the
proposed algorithm of RSA-DPCN, the DPCN has utilized both feed forward and feedback
connections for updating the predictive errors as decision variables, using the Conv2D [41]
with kernel size 3. Additionally, up-sampling with PyTorch has been explored, considering
various scaling factors for forecasting the closing price for both OAs and AAs currency pair
datasets.

The stepwise representation of the proposed algorithm is discussed below in Algo-
rithm 1.
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Algorithm 1: RSA-DPCN forecasting model

Initialize the sensitive parameters γ, δ

[Controls the exploration accuracy for hunting cooperation and high walking for encircling phases over the
course of iterations respectively and both are set to 0.1]

Initialize decision variables
Feed forward kernel size;
Feedback kernel size;
Up-sample scale factor;

While: Meet termination condition
Calculate MSE from DPCN model;
Find minimum MSE
for i = 1 : CS (All Population)[Number of candidate solutions]

Update HB, RF, PD; [Hunting operator, Reduce function used to reduce
the search space and Percentage Difference between the best obtained solution
and current solution respectively]

if
(

t ≤ T
4

)
then

High Walking;
else if (t ≤ 2 T

4 and t > T
4 )

Belly Walking;
else if (t ≤ 3 T

4 and t > 2 T
4 )

Hunting Co-ordination;
else

Hunting Co-operation;
end if
end for

end while

4. Experiments and Results

This section discusses the proposed two-stage trading and trending currency market
forecasting methods. The first stage of experimentation discusses the Forex trading model
based on DPCN optimized with RSA and the second part discusses the trend analysis
based on the forecasting values obtained for this short-term predictive model based on
HHs/HLs, known as up-trends and LHs/LLs known as down-trends. This proposed trend
analysis model has been compared with the trends observed based on both HHs/HLs and
LHs/LLs from the currency pair datasets based on AAs.

4.1. Phase #1: RSA-DPCN for FOREX Short-Term Trading

The MSE has been computed by considering errors and is being squared to remove
the negative signs for the RSA-DPCN, RSA-FLANN, and RSA-ELM for both categories
of currency pair datasets and convergence curves are plotted. Figure 4 illustrates the
convergence curves for three currency pair datasets three days ahead of prediction, and
from this figure, it can be seen that both RSA-DPCN for OAs and AAs are converging faster
than the rest of the other models such as RSA-ELM and RSA-FLANN. Figure 4a illustrates
that the RSA-DPCN converges approximately at the 42nd and 43rd iterations for AAs and
OAs, respectively, for the USD/EUR currency pair. Similarly, for the AUD/JPY currency
pair datasets, the RSA-DPCN is converging at 39th and 45th iterations for AAs and OAs
in Figure 4b respectively. The currency pairs CHF/INR is converging at 45th iterations
for both AAs and OAs as shown in Figure 4c. From this, it is evident that for three days
ahead of prediction, for all the currency datasets, datasets with AAs are outperforming
considering other forecasting models with respect to observed MSE.
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Figure 4. Convergence graphs of RSA-DPCN vs. RSA-FLANN and RSA-ELM for 3 predictive days
ahead of closing price prediction for (a) USD/EUR, (b) AUD/JPY and (c) CHF/INR for both AAs
and OAs.

The convergence curves for seven days ahead of prediction for RSA-DPCN, RSA-
FLANN, and RSA-ELM are depicted in Figure 5. From those graphs, it can be seen that the
RSA-DPCN for USD/EUR is converging around 43rd and 42nd iterations AAs and OAs,
respectively, and are depicted in Figure 5a. From Figure 5b, it can be seen that, for AUD/JPY,
the proposed model is converging at 42nd and 41st iterations respectively. Similarly, from
Figure 5c, it is seen that, for CHF/INR, both AAs and OAs are converging around 42nd
iterations respectively. From this, it is evident that the RSA-DPCN over RSA-FLANN and
RSA-ELM are performing very well for augmented datasets.
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Figure 5. Convergence graphs of RSA-DPCN vs. RSA-FLANN and RSA-ELM for 7 predictive days
ahead of closing price prediction for (a) USD/EUR, (b) AUD/JPY and (c) CHF/INR for both AAs
and OAs.

Figure 6 depicts the convergence rate of the RSA-DPCN, RSA-FLANN, and RSA-ELM
for 15 days ahead of prediction, and from this figure, it can be seen that, for all the four
currency pair datasets, the RSA-DPCN is performing in the same way for both AAs and
OAs. For USD/EUR, from Figure 6a, it can be seen that the network is converging around
the 42nd and 41st iterations for AAs and OAs, respectively, for AUD/JPY and CHF/INR
at the 42nd iterations for both AAs and OAs, as shown in Figures 6b and 6c, respectively.
From the above three figures, Figures 4–6, it is evident that the proposed RSA-DPCN is
performing very well concerning error convergence for all four augmented currency pair
datasets for all four short-term predictive days.
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Figure 6. Convergence graphs of RSA-DPCN vs. RSA-FLANN and RSA-ELM for 15 predictive days
ahead of closing price prediction for (a) USD/EUR, (b) AUD/JPY and (c) CHF/INR for both AAs
and OAs.

A state forward comparison has been made based on MSE with the optimized DPCN
network, such as GA-DPCN, PSO-DPCN, DE-DPCN, and RSA-DPCN, with AAs of three
currency pairs for all three predictive days to observe the performance of the RSA-DPCN
with other optimized DPCN networks for forecasting of the closing price which is shown in
Figure 7. It can be seen that the proposed RSA-DPCN is converging around 41st iterations
for 3 days and 15 days and 39th iterations for 7 days of prediction time frame for USD/EUR
currency pair as shown in Figure 7a. Is can be seen that the RSA-DPCN is converging
around 42nd–43rd iterations for both 3 days and 15 days ahead of prediction and for
both AUD/JPY and CHF/INR currency pair which is observed from Figure 7b,c and it
differs for 7 days of prediction with 42nd and 36th iterations for both the currency pairs for
augmented datasets; and next to RSA-DPCN, it can be observed that DE-DPCN is showing
better result for all four currency pair datasets for almost all the three predictive days for
all currency pairs considered here but only GA-DPCN is coming next to RSA-DPCN for
USD/EUR currency pair for 7 days ahead of prediction.
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Figure 7. (a). Convergence curves of RSA-DPCN vs. DE-DPCN, PSO-FPCN, and GA-DPCN for
all three currency datasets for 3 days ahead of closing price prediction for AAs. (b). Convergence
curves of RSA-DPCN vs. DE-DPCN, PSO-FPCN, and GA-DPCN for all three currency datasets
for 7 days ahead of closing price prediction for AAs. (c). Convergence curves of RSA-DPCN vs.
DE-DPCN, PSO-FPCN, and GA-DPCN for all three currency datasets for 15 days ahead of closing
price prediction for AAs.

The forecasting ability of the proposed model based on actual data and datasets with
two other forms, such as AAs and OAs, plotted to have a better insight into the predictive
performance of all four-currency pair datasets and are depicted for 3 days, 7 days, and 15
days ahead of predictions in Figure 8a, Figure 8b, and Figure 8c, respectively.
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Figure 8. (a). Predictive performance of RSA-DPCN for all three currency pairs for 03 days ahead
of closing price prediction with OAs and AAs. (b). Predictive performance of RSA-DPCN for all
three currency pairs for 7 days ahead of closing price prediction with OAs and AAs. (c). Predictive
performance of RSA-DPCN for all three currency pairs for 15 days ahead of closing price prediction
with OAs and AAs.

4.2. Performance Comparison and Validation of RSA-DPCN Forex Trading Model

The MSE is not sufficient in ML theory to validate the accuracy of the model because
it is prone to outliers as it uses the concept of using the mean in computing the error value.
Therefore, here, we tried to obtain the performance of the proposed RSA-DPCN with the
GA-DPCN, PSO-DPCN, and DE-DPCN based on convergence curves, root mean square
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error (RMSE), mean absolute percentage error (MAPE), mean absolute error (MAE), mean
absolute relative error (MARE), R-Squared (R2), Theils’U [44], etc. The RMSE is used to
evaluate the quality of predictions made, and the lower RMSE value shows the better-fitted
model, the MAPE is used to forecast the error, and it is good if there are no zeros in the
data and the percentage errors are summed up to compute the value of MAPE, generally,
MAPE < 10% and MAPE < 20% are considered excellent and good, respectively. MAE
measures the accuracy of the continuous variables and gives the magnitude of the errors
without considering the directions. It has been seen that MAE is less biased towards higher
values, whereas MSE is more biased towards higher values, but RMSE is much better
for observing the predictor’s performance. Similarly, the MARE is used to measure the
average magnitude of the errors in a set of predicted values and is sensitive to extreme
values such as outliers or zeros and the R2 is the fraction of variance of the actual value
of the response variable. The higher the R2 value, the better the model fits our data; a
value higher than 0.9 is generally considered to be good. Theil’sU compares the predicted
output with forecasting output with minimal historical data and, generally, this measure
squares the deviations to give more weight to significant errors and, in turn, helps eliminate
those significant errors. In this phase of experimentation, it can be seen that the proposed
RSA-DPCN is showing its better performance over all the measures used and explained
above for all three currency pairs for short-term forecasting of the Forex market given in
Tables 3–5 for 3 days, 7 days and 15 days of predictive time-frames, respectively.

Table 3. Performance of RSA-DPCN model with other predictive models for 03 days.

Models Currency
Pairs RMSE MAPE MAE MSE MARE R2 Theil’s U

GA-DPCN

USD/EUR

0.0065 0.740271 0.0065 4.22 × 10−5 0.007403 0.964974 0.3958

PSO-DPCN 0.00308 0.350775 0.00308 9.49 × 10−6 0.003508 0.992136 0.1932

DE-DPCN 0.002 0.227776 0.002 4 × 10−6 0.002278 0.996684 0.1923

RSA-DPCN 0.001 0.113888 0.001 1 × 10−6 0.001139 0.999171 0.1919

GA-DPCN

AUD/JPY

1.1885 1.462043 1.1885 1.412532 0.01462 0.961778 0.3215

PSO-DPCN 1.1788 1.45011 1.1788 1.389569 0.014501 0.962399 0.3158

DE-DPCN 1.167 1.435594 1.167 1.361889 0.014356 0.963148 0.3115

RSA-DPCN 1.148 1.412221 1.148 1.317904 0.014122 0.964338 0.2848

GA-DPCN

CHF/INR

0.5885 0.826408 0.5885 0.346332 0.008264 0.989719 0.4181

PSO-DPCN 0.5788 0.812787 0.5788 0.335009 0.008128 0.990055 0.4142

DE-DPCN 0.5167 0.725582 0.5167 0.266979 0.007256 0.992075 0.4156

RSA-DPCN 0.5148 0.722914 0.5148 0.265019 0.007229 0.992133 0.3147
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Table 4. Performance of RSA-DPCN model with other predictive models for 07 days.

Models Currency
Pairs RMSE MAPE MAE MSE MARE R2 Theil’s U

GA-DPCN

USD/EUR

0.00625 0.711727 0.00625 3.91 × 10−5 0.007117 0.967591 0.3868

PSO-DPCN 0.003087 0.351536 0.003087 9.53 × 10−6 0.003515 0.992094 0.2911

DE-DPCN 0.0027 0.307466 0.0027 7.29 × 10−6 0.003075 0.993952 0.2593

RSA-DPCN 0.0017 0.19359 0.0017 2.89 × 10−6 0.001936 0.997602 0.2124

GA-DPCN

AUD/JPY

1.41985 1.747244 1.41985 2.015974 0.017472 0.944855 0.3242

PSO-DPCN 1.31888 1.622992 1.31888 1.739444 0.01623 0.952419 0.3168

DE-DPCN 1.2697 1.562472 1.2697 1.612138 0.015625 0.955901 0.3154

RSA-DPCN 1.258 1.548074 1.258 1.582564 0.015481 0.95671 0.2954

GA-DPCN

CHF/INR

1.95885 2.749931 1.95885 3.837093 0.027499 0.885766 0.4487

PSO-DPCN 1.5788 2.216398 1.5788 2.492609 0.022164 0.925792 0.4444

DE-DPCN 1.1667 1.637872 1.1667 1.361189 0.016379 0.959476 0.4251

RSA-DPCN 1.1148 1.565012 1.1148 1.242779 0.01565 0.963001 0.3242

Table 5. Performance of RSA-DPCN model with other predictive models for 15 days.

Models Currency
Pairs RMSE MAPE MAE MSE MARE R2 Theil’s U

GA-DPCN

USD/EUR

0.00925 1.053217 0.00925 8.56 × 10−5 0.010532 0.929121 0.3879

PSO-DPCN 0.008087 0.920796 0.008087 6.54 × 10−5 0.009208 0.945823 0.2995

DE-DPCN 0.0077 0.876732 0.0077 5.93 × 10−5 0.008767 0.950884 0.2784

RSA-DPCN 0.0067 0.76287 0.0067 4.49 × 10−5 0.007629 0.962813 0.2615

GA-DPCN

AUD/JPY

1.4985 1.845308 1.4985 2.245502 0.018453 0.937204 0.3249

PSO-DPCN 1.3888 1.71022 1.3888 1.928765 0.017102 0.946061 0.3287

DE-DPCN 1.3697 1.686699 1.3697 1.876078 0.016867 0.947535 0.3241

RSA-DPCN 1.298 1.598405 1.298 1.684804 0.015984 0.952884 0.2922

GA-DPCN

CHF/INR

2.01885 2.832884 2.01885 4.075755 0.028329 0.878081 0.4491

PSO-DPCN 1.9788 2.776685 1.9788 3.915649 0.027767 0.88287 0.4318

DE-DPCN 1.967 2.760127 1.967 3.869089 0.027601 0.884263 0.4122

RSA-DPCN 1.5148 2.125593 1.5148 2.294619 0.021256 0.931361 0.3142

In order to test the statistical significance of the proposed RSA-DPCN Forex forecasting
model, the two-sample Kolmogorov–Smirnov test (K–S test) [45] based on RSA-DPCN
with other three predictive models have been performed to observe the performance of the
proposed RSA-DPCN over three compared predictive network used for experimentation in
this work. The p and h values are obtained and recorded for three short-term predictive
days for all three currency pair datasets. The p values in a predictive model present the
coefficient estimate of a variable to assess the predictive ability of a forecasting model. The
lower the p value, the greater the significance of the observed difference, and a p value
< 0.05 or lower than this and h value of 0 is considered to be statistically significant and
indicates that it is not possible to prove that the outputs of two compared models are
statistically different from each other. Therefore, from Table 6, it can be stated that, in
most of the cases, the K–S test presents adequate evidence of the forecasting ability of the
proposed RSA-DPCN model compared to GA-DPCN, PSO-DPCN, and DE-DPCN models.
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Table 6. The p and h values obtained based on K–S test.

Datasets Model Pairs p and h Value 03 Days 07 Days 15 Days

USD/EUR

RSA-DPCN vs. GA-DPCN
(p) 1.8 × 10−6 7.85 × 10−5 0.027227

(h) 1 1 1

RSA-DPCN vs. PSO-DPCN
(p) 0.070596 0.228212 0.229598

(h) 0 0 0

RSA-DPCN vs. DE-DPCN
(p) 0.384621 0.384953 0.386367

(h) 0 0 0

AUD/JPY

RSA-DPCN vs. GA-DPCN
(p) 0.840559 0.419428 0.312933

(h) 0 0 0

RSA-DPCN vs. PSO-DPCN
(p) 0.878402 0.76134 0.647665

(h) 0 0 0

RSA-DPCN vs. DE-DPCN
(p) 0.924807 0.953454 0.718191

(h) 0 0 0

CHF/INR

RSA-DPCN vs. GA-DPCN
(p) 0.701395 1.15E-05 (p)0.008726

(h) 0 1 (h)1

RSA-DPCN vs. PSO-DPCN
(p) 0.739155 0.01578 0.015761

(h) 0 1 1

RSA-DPCN vs. DE-DPCN
(p) 0.992113 0.78707 0.01862

(h) 0 0 1

Additionally, the execution time (in seconds) of the proposed RSA-DPCN concerning
other compared forecasting models has been recorded for all four currency pair datasets
for all three short-term predictive days and is shown in Table 7.

Table 7. Execution Time (in seconds).

Models Currency Pairs
OAs AAs

03 Days 07 Days 15 Days 03 Days 07 Days 15 Days

GA-DPCN

USD/EUR

960 943 915 1014 1001 986

PSO-DPCN 955 940 917 998 986 979

DE-DPCN 964 942 921 1021 998 981

RSA-DPCN 961 947 919 1002 999 985

GA-DPCN

AUD/JPY

960 941 924 1012 999 986

PSO-DPCN 954 935 916 995 979 979

DE-DPCN 952 942 923 1026 983 979

RSA-DPCN 955 945 917 1008 999 982

GA-DPCN

HF/INR

925 914 909 1017 1008 976

PSO-DPCN 931 924 917 989 981 972

DE-DPCN 971 946 922 1015 993 969

RSA-DPCN 958 947 920 1011 987 981

4.3. Phase #2: RSA-DPCN for FOREX Trend Analysis Using HHs/HLs and LHs/LLs

In this Forex market, technical analysis is used to study the historical price of the
currencies to predict the profit from future prices. The traders get the benefits of identifying
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the trends, anticipating a trade change, confirming a trend reversal, and time of entry
and exit. Therefore, in this second phase of experimentation, an attempt has been made
to identify the Forex market trends for all four currency pairs. As we know, the prices
in this Forex market do not move in a straight line. Instead, they move back and forth,
forming peaks and troughs as the market oscillates in the form of up-trend or down-trend.
The investors observe these trends through various charts and graphs following measures,
such as HHs/HLs and LHs/LLs, trend lines, moving averages, parabolic stop and reverse,
average directional index, Sharpe ratio, and the Ichimoku cloud.

In the Forex market, the highs and lows refer to the highest and lowest price of a
currency that has been traded in a time-based format. These highs and lows are based on
the security at the end of each trading day to the closing price. The traders mostly use these
to analyze the patterns of trading strategy. When the higher highs, lower lows, lower highs,
and higher lows are used in combination, it determines the market trends. If the closing
price of the currency/asset closes at a higher price than the previous day, which was also
high is known as higher-highs, and if the closing price of the currency/asset closes at a low
price. However, that low is higher than the low at the previous day’s closing price, and it is
referred to as a higher low. Similarly, if the closing price of the currency/asset closes at a
lower price than the previous day’s closing price, which was low is called a lower low. In
both scenarios, this indicates a bullish trend or up-trend especially combined altogether,
thereby providing confidence that the currency/asset is likely to rise or in up-trend in the
near future.

Furthermore, if the price closes at a high price but is lower than the high at the close
price of the previous day, known as a lower high, in this case, when both are combined,
it indicates a bearish trend or down-trend and signifies that the asset is likely to be in a
downward direction.

This HHs/HLs and LHs/LLs strategy adds more weight to the decision-making
trading models. Here, the HHs/HLs and LHs/LLs signify the up-trend and down-trends,
respectively, which defines the formation of up-trends and down-trends, as shown in
Figure 9. This figure shows that when the peaks and troughs are rising on a chart, it
represents an up-trend in which the prices can be sought as higher highs and lower lows.
During this up-trend, the prices from the previous period were observed as highs even
higher than before. Here, the Highs are increasing, and the Lows from the previous duration
are also increasing than earlier. This strategy signals the traders and investors that the
prices of their assets are rising along with the overall price rise, and it is the best time to sell
their assets and make some profit out of them before the down-trend occurs.
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Figure 9. Trend analysis through HH/HL and LH/LL [42,43].

Similarly, the downward peaks and troughs in the charts show the lower highs and
lower lows in the change of price of the assets representing the down-trends. During this
trend, the prices were higher in value and decreased the following period showing the
lower high concept, and here the lower prices change negatively and become even lower
in the period on the market. From this observation, the traders and investors can foresee
the decrease in assets and decide the right time to buy and enter the market just before the
up-trend occurs to get a profit out of their investments. Figures 10–12 show the observed
trends of USD/INR, AUD/INR, EUR/INR, and JPY/INR based on the closing price of
the datasets with AAs for 3 days, 7 days and 15 days of forecasting horizon, respectively.
The higher highs and higher lows (named as Highs and Lows in charts) and the potential
divergence points of the up-trends and down-trends are observed based on HHs/HLs
and LHs/LLs vs. actual closing price or predicted closing price based on an RSA-DPCN
forecasting model.
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The overall inference about the up-trends and down-trends observed in Figures 10–12 is
based on the closing price of actual currency pairs for 3 days, 7 days, and 15 days ahead of
prediction and the predicted closing price of RSA-DPCN using the HHs/HLs and LHs/LLs
are depicted in Table 8. From this table, it can be seen that the overall predictive capability
is somehow becoming the same as the actual trends observed by the OAs, and 3 days
and 7 days ahead of prediction is much closer with minimal mismatches than 15 days of
prediction. Overall, the up-trends and down-trends observed by the proposed model are
more effective for AUD/JPY currency pairs for all three predictive days.
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Table 8. The trend analysis: Trends observed based on predicted closing price of RSA-DPCN based
on HH/HL and LH/LL vs. Trends observed on closing price of actual datasets for OAs and AAs
during 3 days, 7 days, and 15 days ahead of prediction.

Predictive
Days

Datasets
OAs/AAs

USD/EUR AUD/JPY CHF/INR

No. of
UP-Trends

No. of
Down-
Trends

No. of
UP-Trends

No. of
Down-
Trends

No. of
UP-Trends

No. of
Down-
Trends

3 Days OAs 27 27 32 29 34 29

AAs 26 27 32 29 35 28

No. of mismatches observed 1 0 0 0 1 1

7 Days OAs 27 26 30 29 31 26

AAs 26 25 30 29 32 25

No. of mismatches observed 1 1 0 0 1 1

15 Days OAs 26 24 26 29 28 21

AAs 28 26 26 29 29 22

No. of mismatches observed 1 2 0 0 1 1

As per the observations in this financial market analysis, more focus is being given
in this algorithmic framework on short-term predictive days, such as 1 day, 3 days, 7
days, and 15 days, but working for long-term predictive horizons, such as 45 days, 60
days, 120 days, 200 days, etc., are more prone to market risks as the future is inherently
unpredictable may be with respect to with supply and demand, government, international
transactions, speculation and expectation, occurring endemics, epidemics, pandemics, etc.,
and quantifying those parameters for obtaining a holistic forecasting model needs more
insight into this risky and challenging market. Those two timeframes focus only on the
predicative horizons, such as few days/weeks/months, and both have their own pros and
cons. While, designing investment strategies for both short-term and long-term timeframes,
we need to understand that the short-term investment allows us to achieve our financial
goals within a short span, with a lower risk. On the other hand, if the investor has a greater
risk appetite, wanting higher returns, they can select long term investment avenues. To
interpret the results, the retail Forex traders analyses this market to determine the buy or
sell decisions on currency pairs using few technical tools, charting tools, candle sticks etc.
Basically, they try to understand the drivers, chart indexes, look for the consensus in other
markets, time to trade or exit, etc. As a final note, the proposed research after forecasting the
exchange rate of currency pairs and observing the up-trends and down-trends, the trading
points can be inferred, and the investors can decide in a very straightforward manner and
analyze the innate value of specific investments, which encompasses a detailed examination
of the economic conditions that affect the valuation of a particular nation’s currency.

5. Conclusions and Future Scope

This paper examines the predictability of DPCN and the optimized version of DPCN
network by utilizing the GA, PSO, DE, and RSA optimizers for Forex exchange rates of
USD/EUR, AUD/JPY, and CHF/INR currency pairs for three short-term predictive days by
augmenting the datasets with few TAs and SMs, such as SMA, EMA, CCI, RoC, RSI, %K, VR,
PC/Spread, and PPs. The performance of the proposed RSA-DPCN forecasting model has
been compared with FLANN and ELM; the accuracies are measured through RMSE, MAPE,
MAE, MARE, R2, and Theils’U; and a two-sample K–S statistical test has been performed
to assess the predictive ability of the RSA-DPCN forecasting model. Additionally, an
attempt has also been made to monitor the market trends such as up-trends and down-
trends by observing the highs, lows, higher highs, and lower lows in this Forex market
using HHs/HLs and LHs/LLs, a widely used technical analysis tool. The significant
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outcome of this proposed algorithmic framework is, apart from the proposed forecasting of
exchange prices or trade analysis; an attempt has been made to understand the behavior
of this market through trends and trend reversals, and, in turn, this strategy will help the
investors and traders to comprehend the entry and exit points of this financial market.
This algorithmic framework only explored the short-term predictive horizons, whereas
this experiment could have been expanded for long-term predictive days, and DL-based
forecasting techniques could have been explored more, which will be extended in our future
work. Additionally, this research can also be extended for not only observing the trends,
but also measure or forecast the magnitude of trends with respect to average, maximum,
and minimum number units up and/or down, and we believe this will surely help the
investors and traders to comprehend the entry and exit points of this financial market.
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