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Abstract: A Kuratowski topology is a topology specified in terms of closed sets rather than open
sets. Recently, the binary metric was introduced as a symmetric, distributive-lattice-ordered magma-
valued function of two variables satisfying a “triangle inequality” and subsequently proved that
every Kuratowski topology can be induced by such a binary metric. In this paper, we define the
strong convergence of a sequence in a binary metric space and prove that strong convergence implies
convergence. We state the conditions under which strong convergence is equivalent to convergence.
We define a strongly Cauchy sequence and a strong complete binary metric space. Finally, we give
the strong completion of all binary metric spaces with a countable indexing set.

Keywords: binary metric; generalized metric; convergence in binary metric

1. Introduction

Topology generalizes the theory of metric spaces. Numerous attempts [1-5] have been
made to generalize the notion of a metric so that larger classes of topologies can be induced
from such a generalized metric, which would benefit from the quantifiable and computable
nature of such functions. Moreover, with the notion of a generalized metric, one may be
able to introduce a version of a Cauchy sequence (and ultimately, the completeness) beyond
metric spaces. Recall that such notions are central in several existence theorems via the
completeness condition. In [3], Kopperman showed that any topology can be induced by a
generalized metric having values in an additive semigroup.

In 2020, Assaf et al. [1] proved that every (Kuratowski) topology can be induced by a
binary metric. However, they left open the question of topological completeness in terms
of binary metric spaces, among other questions. Note that even though a topological space
can always be equipped with a binary metric, the indirect construction via Kuratowski
topology makes it difficult to derive the binary metrical definition of convergence. This
is clearly the obstacle of defining a Cauchy sequence as consequently the binary metric
completeness. Our task, then, is to find a workaround to this.

With this in mind, in Section 2, we cover the preliminaries required to work with
binary metric spaces. This section covers all the main results and the constructs used in [1].
The convergence of a sequence is usually defined in terms of open neighbourhoods. In
Section 3, we state equivalent conditions for convergence in terms of closed sets. We also
present an example of a binary metric space where a particular sequence (x,) converges
or diverges irrespective of the values of ¢(x,, x). Then, we present the concept of “strong
convergence” as an alternative to convergence. We also give a condition under which
convergence and strong convergence are equivalent. We then define a “strongly Cauchy
sequence” and a “strong complete binary metric space” as a natural extension of strong
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convergence. Finally, we give a condition under which the strong completion of a binary
metric space exists.

2. Preliminaries
2.1. Lattice-Ordered Magma

A binary metric space has values in {0,1}% for some indexing set Z. Some form
of algebra on {0,1}7 is needed to work on the binary metric. Assaf et al. [1] used a
lattice-ordered magma for this role.

Let 7 be a indexing set. We denote

r={-1,01}, rf ={-1,0,1}%, 1%+ = {0,1}*

For any element a € IZ,b €T,i € Z, we denote:
1. a; = m;(a), the projection of a along the ith coordinate;

2. —a=II(-a);

B icl
3. b=TI(b).

i€l

In line with the above notations, we also write (a,|;) to denote the sequence (77;(a,))
for any sequence (a,,) inT.
Definition 1 (Def. 2.2, [1]). Fora,b € T'Z, we define <T as

ax'b < a;<b,Viel

Definition 2 (Def. 2.3, [1]). We define a binary operation @ on I' by Table 1

Table 1. Operation table for ©.

D -1 0 1
-1 -1 -1 0
0 -1 0 1
1 0 1 1

Fora,b € TZ, we define a ®* b by (a &% b); = a; D b
Definition 3 (Def. 2.4, [1]). We define a corresponding “subtraction” operation &F on T by
actb=aal (-b)
The following are some results concerning (FI+, s ).

Proposition 1 (Prop. 2.5, [1]). Consider the lattice-ordered magma (FI+, <L et ). Ifa,b,c,d €
L+, then:

adla= a;

aalb=bala

1df0=aa0’1=1;

a<fbandb<ta = a=10;
a=<Tbandc<Td = adfcxfvald;
a1<tbh = actcxbele
(adtb)alc=a? (balc),

(actb) et (cold) = (actd) et (celb),;
(aefb)clcexfadt (belo);

a®l (belc)=@eTc)alh.

© o NGk =

[y
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2.2. Binary Metric

Let us first recall the notion of a Kuratowski topology.

Definition 4 (Def. 1.1, [1]). Consider X and let C be a family of subsets of X. We say that (X,C)
is a Kuratowski topology if:

1. ©,XecC;
2. Any arbitrary intersection of elements of C is an element of C;
3. Any finite union of elements of C is an element of C.

For any Kuratowski topology (X, C), the collection
Tt={X\A|AeC}

forms a topology on X. We will call this the corresponding topology of (X, C). Similarly,
given a topology (X, 1), the collection

C={xX\U|Uer}

forms a Kuratowski topology on X. We will call this the corresponding Kuratowski
topology of (X, 7).

Definition 5 (Def. 1.3, [1]). For a Kuratowski topology (X,C), B C C is called a closed basis of C
if, for each x € X:

1.  Thereexists B € B such that x ¢ B;
2.  Forall A € C such that x & A, there exists B € B such that x ¢ B D A.

Elements of B are called basic closed sets.

We say that B induces C since, for any closed set A € C, there is a collection of basic
closed sets {B; | j € J C I} C B such that

A= (B

jeg

Given any set X, we require a collection of subsets of X whose arbitrary intersection
generates a Kuratowski topology on X.

Definition 6 (Def. 1.4, [1]). For set X, a collection B C 27(X) is called a closed basis if, for each
x e X:

1. There exists B € B such that x ¢ B;

2. Forall By, By € B not containing x, there exists B € B such that x ¢ B O B; U B,.

The collection of arbitrary intersections of elements of a closed basis forms a Kuratowski
topology, say C. We say that B induces C.

Definition 7 (Def. 3.2, [1]). Consider a set X and an indexing set L. Let ¢ : X x X — rZ+,
Then, ¢ is said to be a binary metric if it satisfies the following properties for all x,y,z € X:

1. &(x,x) <t &(x,y) (also known as small self-distance axiom);
2. &lxy) =6y x);
3. C(xy) <t i(xz) e [C(zy) & &(z,2)].
We call the triplet (X, §,Z) a binary metric space (or BMS for short).
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Definition 8 (Def. 3.7, [1]). Let (X, C) be a Kuratowski topology with a closed basis B. Then, the
canonical binary metric determined by B is given by & : X x X — TB5F such that for all x,y € X
and all A € B:

0 ifx,y€A,
1  otherwise.

S y)la = { )

Definition 9 (Def. 3.8, [1]). Let ¢ be a binary metric on X with T as indexing set. For x € X and
€ € TZ7, the &-closed ball around x of radius € is defined by

B(x,€) = {y € X | (x,y) & §(x,x) 5T €}

Note that the following forms a closed basis over X:
m
B =4 |JB(yj€) |meNy; e Xandej e 75 {2, X}
j=1

The fact that ¢ defined by (1) is a binary metric and the following theorem form the
main result in [1].

Theorem 1 (Thm. 4.1, [1]). Let (X, C) be a Kuratowski topology with B as closed basis. Then, the
canonical binary metric determined by B induces C.

Remark 1. Note that on any non-empty set X, a discrete metric d, given for any x,y € X by
d(x,y) = 0forx =y € Xand d(x,y) = 1 otherwise, can be viewed as a binary metric with a
singleton indexing set. The metric topology is clearly the discrete topology (every subset of X is
hence open), while the topology generated in correspondence to Theorem 1 is the co-finite topology.

3. Main Result
3.1. Convergence in Kuratowski Topology

Every Kuratowski topology (X, C) has a corresponding topology T = {D° C X|D € C}.
We require the definition of convergence in the Kuratowski topology to be such that the
convergence is equivalent in a Kuratowski topology and its corresponding topology, and
thus by extension in a topology and its corresponding Kuratowski topology. The definition
of convergence for a Kuratowski topology can be written simply in terms of complements
of closed sets. This would achieve our objective. However, as we see in the following
sections, it would be beneficial for us to define convergence directly in terms of closed
sets by using contrapositives of the usual definition. We present these definitions next.
Although they are mere contrapositives of their usual counterparts, the complexity of the
statements compel us to present them as lemmas.

Definition 10. Let (X, T) be a topology. We say that the sequence (x,),cn converges to x € X if,
foreachU € twith x € U, there exists N € N such that x,, € U for all n > N. We denote this as
Xy — X.

Simply writing the above definition in terms of complements of closed sets rather than
open sets gives the following definition.

Definition 11. Let (X, C) be a Kuratowski topology. We say that the sequence (xy),cN converges
to x € X if, for each D € C with x ¢ D, there exists N € N such that x,, ¢ D foralln > N. We
denote this by x, — x.

Lemma 1. Let (X, C) be a Kuratowski topology. The sequence (xy),en converges to x € X if and
only if, forall D € C, x,, € D for infinitely manyn € N = x € D.
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Proof. Let x, — x and let D € C such that x,, € D for infinitely many n. If x ¢ D, then
x, — x implies the existence of N € N such that x, ¢ D Vn > N. Hence, {n € N | x, € D}
is finite, which is contradictory to the choice of D.

For the converse part, let (x,) be a sequence in X and x € X such that for each
D € C,x, € D for infinitely many n € N = x € D.

Let F € C and x ¢ F. The given hypothesis implies that {m € N | x,, € F} must
be finite, i.e., there is an N € N for which x, ¢ F Vn > N. Thus by the definition of
convergence in a Kuratowski topology, x, — x. [

Lemma 2. Let (X, C) be a Kuratowski topology with closed basis BB. A sequence (X, )N converges
tox € X ifand only if VB € B, x, € B for infinitely manyn € N = x € B.

Proof. The necessary part follows from the fact that B C C.

For the converse, let (x,),cny and x € X satisfy VB € B, x, € B for infinitely many
n = x € B. Let D € C such that x,, € D for infinitely many n. If x ¢ D, then by the
definition of a closed basis, 3By € B such that x ¢ By O D. However, x, € D C B for
infinitely many n implies x € By by the hypothesis. This is contradictory to the definition
of Bo. O

3.2. Convergence in Binary Metric

In a metric space (X, d), we know that a sequence (x,) converges to x € X if and only
if il{)rb d(xy, x) = 0. Similarly, for a partial metric space (X, p), a sequence (x,) converges to
x € X in the topology induced by the partial metric if and only if nlgl(}o p(x,x,) = p(x,x) [6,7].
In both these cases, the problem of convergence of a sequence in the associated topology is
transferred to the problem of the convergence of values of the metric (the convergence of
d(xy, x) to 0 in a metric space and p(x,, x) to p(x, x) in a partial metric space). Our aim is
to do the same for a binary metric space. We wish to transfer the problem of convergence
of the sequence in a topology generated by a binary metric to a problem of convergence of
the values of the binary metric. For this, we require the convergence in the co-domain of
the binary metric in the first place, i.e., we need a topology on I'Z.

However before we do this, we consider an example in which such a condition for
convergence is not possible. Note that the convergence of a sequence does not change with
the removal of a finite number of terms of the sequence but depends on all the terms after
a particular index. That is, we can always exclude the first n terms of the sequence, but
each of the remaining ones must be taken into consideration for convergence. Recall from
Remark 1 that the topology generated by Theorem 1 does not correspond to the metric
topology (in this case the discrete topology) of X. The following example illustrates that
the (binary) metric fails to communicate the convergence in the sense of Theorem 1 with
the values d(xy, x).

Example 1. Over a non-empty set X, we take a singleton indexing set. We define { : X x X —
{0,1} such that for x,y € X
0 ifx=y
X, ) = 2
§xy) {1 otherwise. @)

Note that for each x € X, we have B(x,0) = {x} and B(x,1) = X. The finite union of these
closed balls forms a closed basis over X. Thus, the closed sets in this topology comprise all finite
subsets of X and X itself. Note that the corresponding topology has, as open sets, sets with finite
complements, i.e., the corresponding topology is the co-finite topology.

Let (ay)yen be any sequence in X. Note that &(an,a,) = 0 and (a,a) = 0 holds for all
a € X. Thus, the condition for convergence of the sequence, if it exists, depends exclusively on

G(an, a).
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The convergence of a sequence in a co-finite topology is a well-known result. For the sake of
illustration, we will present the same result for the Kuratowski topology before discussing the values
of G(an,a). There are three possible cases:

Case1:  (ay) has no infinitely repeating terms.
Since every closed set is finite and B C C, for any B € B, there exists N € N such that
ay ¢ B foreachn > N. Now, for any arbitrary a € X and for B € B such that a ¢ B,
there must exist N € N for which a,, ¢ B foralln > N, i.e., a, — a. The sequence
converges to each point of X. Note that for each a € X, there is an M € N such that
ay # a for all n > M. Thus we obtain

C(an, a) =1

foralln > M.

Case 2:  (ay) has only one infinitely repeating term, say ay.
Take B € B with ay ¢ B. Since B is finite and (a,) has no repeating term other that a,
there exists N € N such that a, & B foranyn > N, i.e., a, — ag. For a # ag, the set
{ap} is closed and contains infinitely many terms of the sequence, but a ¢ {ag}. Thus,
(ay) does not converge to a. For this case, we have

C(an,a0) = {0 ftn = o,

1 otherwise.

Since a, = ag for infinitely many n, a # ay, and ag is the only repeating term, there
exists N € N such that a,, # a when every n > N. This yields

S(an,a) =1

forn > N.

Case 3:  (ay) has more than one infinitely repeating term.
For each a € X, there is an infinitely repeating term, say b # a. Thus the closed set {b}
contains infinitely many terms of the sequence, but a ¢ {b}. Thus, the sequence does
not converge to a. Since a was arbitrary, the sequence converges nowhere in X.
Thus, if a is non-repeating, then there exists N € N such that a, # a whenever n > N.
Then, for any n > N, we have

&(ay,a) =1.

For an infinitely repeating term ay, following the same reasoning as for case 2, we obtain

¢(an,a9) = {O tn = ao,

1 otherwise.

As discussed earlier, the convergence of a sequence depends on the behaviour of all the terms
of the sequence except for a finite few. Case 1, the second part of Case 2, and the first part of
Case 3 illustrate the condition where the value of {(an,a) = 1 after a certain N; however, the
former corresponds to a convergent sequence while the latter two correspond to divergent sequences.
Similarly, the first part of Case 2 and the second part of Case 3 illustrate the condition where
the &(ay,a) never attain a constant value for increasing n, with the former corresponding to a
convergent sequence and the latter to a divergent one.

3.3. Strong Convergence

At the beginning of Section 3.2, we explained the need to specify a topology on I'Z.
However, as Example 1 illustrates, a condition for convergence that covers all binary metric
spaces is not possible. We address this by introducing a stronger form of convergence
in binary metric spaces. This is partly motivated by Ge and Lin [6] who distinguished
convergence in partial metric spaces from convergence in the topology induced by it, to
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remedy the fact that a partial metric induces a very coarse topology which makes practical
use of convergence in the context of complete partial metric spaces difficult.
We begin by considering the lattice-ordered magma (I', &, <). We defined : T xI' — R
as follows:
d(a,b) =|aob| foralla,beT. (©)]

To see that d is a metric on I, one needs to only refer to Table 1. It is easy to see that d
can be alternatively defined as

da,b) — {o ifa=b
1 otherwise.

In other words d is the discrete metric on T

We call a sequence eventually constant if it is a constant sequence but for a finite
few terms. It is easy to see that a sequence is convergent in a discrete metric space if
and only if it is eventually constant. This metric induces a topology on I' which can be
extended to I'” via product topology. We now have a topology on I'”. Furthermore, a
sequence is convergent in a product topology if and only if the projections of the sequence
are convergent themselves.

We summarize what we have discussed so far as follows.
For the lattice-ordered magma (FI LT, ﬁz), consider the metric d as defined by (3) and
extend the topology induced by it to I'Z by considering its product topology. Then, a
sequence (a, ey in TZ converges to a if and only if, for all i € Z, (ay|;) converges to a;.
Adopting the usual notation for convergence, this can be written as

lima, =a < lima,|;=4a; VieZ
n—o00 n—00

In addition, d being a discrete metric implies that a,|; converges to 4; if and only if a,|; is
eventually constant to ;.

The following are some results that will aid us in working with (FI, ol g* ). The
proof follows directly from the fact that a sequence converges in I'Z if and only if its
projections to each i are eventually constant.

Lemma 3. Let ay, By € I'Z. Then:
1. Ifay, <z Bn Vn € Nand lim ay,, lim B, exist, then
n—oo n—oo

lim «, <I lim B,.
n—oo n—oo

2. IfnlgrgO "‘"',}Erc}o By exist, then
. T T T 1.
(o &7 Pu) = iy, en &7 i B
. T s VART
P ln O ) = i, o 7 iy, B

Definition 12. For a binary metric space (X, ,T), a sequence (xp, ) e is said to strongly converge
tox € X if
lim & (xn, x) ©F & (n, xu) = 0.

Equivalently, we say (x,)nen strongly converges to x if Vi € Z, and we have

lim ¢ (xu, x)|i © & (2, Xn)]i = 0.

We denote this as x, — x.
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Before we proceed with an example illustrating a strongly convergent sequence, note
that since &(x,,x,) <* &(x,xy), in order to prove for some i € Z that IEII ¢(x,xn)]i ©
n—oo

&(xn, xy)|; = 0 it is sufficient to show that for some N, we have the following implication:
Vn >N, E(xn,x)|i =1 = &(xn,xn)]; = 1.

Example 2. Consider the usual topology on R. Let O(q, k) denote the open interval (q - %, q-+ %)

We know that B = {O(q,k) | g € Q,k € N} forms a closed basis for the corresponding Kuratowski
topology. Let, ¢ denote the canonical binary metric determined by 1.

We claim that the sequence (%) N 5 0. To prove this, note that for any A € B, there are
three possible cases:
Case1: A = 0(0,k) for some k € N.
0 € O(0,k) and forn > k, 1 € 0(0,k). Thus,é‘( )\A = 1and§(n,n>|A =1 for
alln > k.
Case2: A = O(q,k)° where 0 ¢ O(q,k) but 0 = q — 1. It is easy to see that for some N € N,

1'c 0(q,k) holds for all n > N. Hence, we obtain 5(0, %) |a =1and (:(%, %) la=1
forn > N.

Case3: A = 0O(q,k)° such that 0 ¢ O(q,k) and 0 # q — 7.
Aguain, it is easy to see that for some N € N, % ¢ O(q, k) holds whenever n > N. Thus,
5(0,%)|A = Oandg(%,%)u = 0 for every n > N.

From the three cases above, we conclude that
. 11 B
nlgr.}o('f( >|A@‘:(n n)|A—0'

Let us also consider ((73 )n) N follows:
ne

Therefore (%)nGN 0.

Cases 1 and 3 work out in a similar fashion as above, howeuver, for the case when A = O(q, k)¢
where0 ¢ O(q,k) but 0 =q— 1 or0=gq+ 1. Thevaluesé( —)>|A andé((le)n,(*—l)n)]A

n
keep alternating between 0 and 1, but ¢ (0, E) la© g’,(ﬁ, 5) |4 = 0 for sufficiently large values of
n. Thus, even though the individual limits do not exist, the limit of their difference exists and is Q.
Thus, (( D )3 o0.

Theorem 2. In any BMS, strong convergence implies convergence.

Proof. Let (X, Z) be a BMS and let the sequence x, — x € X. Let, x, € B(y,e€) for
infinitely many values of n. Therefore, for infinitely many n, we have

E(xny) T Elyy) <t € ey

The triangle inequality gives
&(x,y) &7 &y y) <7 (20 x0) ©F en,xn) | €7 [E(xn,y) &7 Ewy) -

Passing to the limit as 71 — oo, since (4) is satisfied for infinitely many 7 and x,, > x,
we obtain
Sy etilyy) T 0efe=e
i.e., x € B(y,¢€). Thus, x, — x. O

The above theorem dictates that every strongly convergent sequence in a BMS is
convergent. However, not every convergent sequence is strongly convergent, as is evident
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from Example 1. The theorem gives rise to some important corollaries with regard to
properties of a strongly convergent sequence.

Corollary 1. Let (X, §,Z) be a binary metric space and let Y C X. For any sequence (x,) in'Y,
Xy - x = x €Y, the closure of Y.

Since the complement of a pre-image is the pre-image of complement, the definition
of a continuous function for a Kuratowski topology can be stated as follows.

Definition 13. A function f : (X,Cx) — (Y, Cy) is said to be continuous if VD € Cy, f1(D) €
Cx.

Corollary 2. Let f : (X,¢,Z) — (Y,v,J) be a continuous function. For x € X and any
sequence (Xy)nen in X, Xy = x = f(x,) = f(x).

We now state the condition under which the strong convergence and convergence are
equivalent.

Theorem 3. Let B be a closed basis for the Kuratowski topology (X, C). Then, for the binary metric
¢ induced by B, convergence in C is equivalent to strong convergence in (X, ¢, ).

Proof. As a consequence of Theorem 2, we only have to prove that a convergent sequence
in this BMS is also strongly convergent.

Let the sequence (X, ),cn in X converge to x € X. For each A € B, the following
implications hold:

Cxn,x)|a=0 = C(xn,xn)|a=0 = &(xn,x)[4 ©G(xn, xn)[a =0,

E(xp,x)|Ja=1 = x, ¢ Aorx ¢ A orboth.

Now, x, ¢ A = CZ(xpxn)la =1 = &(x,x) =1 = Ex,x)[ae
¢(xn,x4)|a = 0. Finally, if x ¢ A then x, - x = 3N such that x,, ¢ A for every n > N.
Therefore, ¢(xy, xz)|4 = 1 for n > N, which in turn gives & (x, xn)|4 © &(xn, x1)|a = 0
for n > N. Combining all the possible cases, we have nlglgo E(xn, 2n) |4 © &(xn, x0)|a = 0.

Therefore x, = x. O

The above theorem, when taken together with Corollary 2, gives the following result.

Corollary 3. Let f : (X,§,Z) — (Y,y, B) be a continuous function such that vy is a binary metric
induced by a closed basis Bon Y. Then, x, > x € X = f(x;) > f(x) €Y.

3.4. Strongly Complete Binary Metric Spaces

We now turn our attention to introducing Cauchy sequences in binary metric spaces.
As with convergence, we will take metric spaces and partial metric spaces as the basis for
defining Cauchy sequences.

In a metric space (X,d), a sequence (x,) is said to be Cauchy if and only if

1111}1 d(xm, xn) = 0. In a partial metric space (X, p), a sequence (x;) is said to be Cauchy
m,n—00

if and only if the limit 1113 p(xXm, x,) exists and is finite. Thus, Cauchy sequences are
m,n— 00

defined in terms of simultaneous limits of the values of the respective metrics, which are in

R. We do not have a metric on the co-domain I of the binary metric, as Z is not necessarily

countable. We do, however, have a topology on the same, which is enough to define the
simultaneous limits.
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Definition 14. Consider (am,n),, nen Such that ay, € I for every m,n € N. We say that the
simultaneous limit lirl} o n exists if there exists « € T such that every open set containing a
m,n—00

contains all but finite members of (&m,n),, ,en- We denote this as m}%rgoo Kpp = Q.

Since we are considering product topology on I'Z, we have

im ay, =0 <= Um d(apu|;,«al;) =0 forallieZ.
m,n—00 m,n—00

Once again, since d is the discrete metric, one can easily show that

m,lig}oo (“m,n|ir“|i) = lel_I}}o d(“m,n

i/‘x|i)/
n—oo

i.e., the simultaneous limits can be interchanged with the iterated limits.

Lemma4. For (&mn),, nen Such that ay,, € T2 Ym,n € N, ifany of the following limits exist then

lim ay, = Hm ay,.
m,n—o0 m—00
n—oo

This is important since this allows us to apply Lemma 3 to simultaneous limits.
We are now in a position to define a strongly Cauchy sequence in a BMS.

Definition 15. A sequence (xy,) in a binary metric space (X, &, T) is said to be strongly Cauchy if
the limit 1ir1>1 &(xm, xn) exists.
m,n—oo

Note that the limit need not necessarily be 0. This is not needed since, whenever the
limit exists, we have ml}gloo E(xm, xn)]i © &(xn, xn)|; = 0.
Unfortunately, not every strongly convergent sequence is strongly Cauchy as can be
seen from the sequence (#) N in Example 2. In spite of this, the parallels between
ne

strongly Cauchy sequences in binary metric spaces and Cauchy sequences in metric spaces
make it worth investigating.

We consider an example of a sequence that is strongly Cauchy but not strongly conver-
gent.

Example 3. Let X = {x, | n € N} be any countable set. We use N as the indexing set for the
binary metric. Before we proceed, we introduce the following notation.

We denote by neTN the following:

o 1 i= n,
7t; (I’l) = i
0 otherwise.

[} [0)
Thus, fora =m N n, we have

i(a;) = 1 i=nori=m,
e 0 otherwise.

We define a binary metric & as &(xn, Xn) = 1 and E(xy, xm) = naoN ﬁqfor eachm,n € N. To
prove that it is indeed a binary metric, we need only show that it satisfies the “triangle inequality”;
the rest is trivial.

For m,n,p € N, we have &(xn,xp) ON &(xp,xp) = [n &N ;)] @N;J = Therefore,

&(xm, xn) = maNn <N m N ;% Ny = &(xm, xp) oN [E(xp, xn) oN E(xp, xp)].
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Consider the sequence (xy)en. For each i € N, we have &(xy, xn)|; = 0 whenever m,n > i.
Therefore lirl} E(xm, xn)|; = 0, i.e., the sequence is strongly Cauchy.
m,n—00

To test convergence, let xn; € X be any arbitrary element. Then, (X, XN) oN &(xp,xp) =N
for all n > N. This means that nlgn E(xn, xN)IN © &(xn, x0)|[N =1 # 0, ie., (x) does not

converge to x. Since the choice of xy was arbitrary, (x,) is not strongly convergent in X.

Definition 16. A binary metric space (X, ¢, T) is said to be strongly complete if every strongly
Cauchy sequence is strongly convergent in X.

Definition 17. 1. A subset Y C X in a topology is said to be sequentially dense in X if, for x € X,
there exists a sequence in Y that converges to x. 2. For a BMS (X, ¢, T), we say that Y C X is

strong sequentially dense in X if, for each x € X, we have a sequence (yy,) in Y such that y, —» x.

Since strong convergence implies convergence, a strong sequentially dense subset is
also sequentially dense. The converse, however, is not true. Consider the binary metric
defined in Example 1 over the set N. The sequence (21),cy converges to each and every
point of N; however, none of its subsequences (including itself) strongly converge to 1.
Thus the set Y = {2n | n € N} is sequentially dense but not a strong sequentially dense
subset.

Lemma 5. Let (x,) and (y,) be two strongly Cauchy sequences in (X, ,T). Then, nlgn E(xn, yn)
exists.

Proof. The triangle inequality gives

E(xnyn) <7 {C(xmxm) of (f(xm,xm)} & &(xm, ym) ®F [g(ym/yn) ot g(ym/ym)}' ®)

Now;, since (x,,) and (y,) are strongly Cauchy, we have for each i € Z the following
limits:

lim  ¢(xpn, xm)|i © (X, xm)|; = 0 andml%rgoo E(Wn Ym)|i © E(Ym, Ym)|i = 0.

m,n—o0

This, along with (5), gives for some N; € N the inequality
E(xn,yn)li 0@ E(xm, Ym)|i ©0 = &(xm, Ym)|; whenever m,n > N;.

Since, m,n on both sides can be switched, we obtain &(x, yu)|i = &(Xm, ym)|i =
¢(xn,yn)|i for all m,n > Nj, ie., &(xn,yn)|; is eventually constant for each i € Z. In
conclusion, the limit r}l_r}r;o ¢(xn, yn) exists. O

Theorem 4. For any BMS (X, ¢, T), there exists an isometry f : (X,¢,Z) — (Z,,T) such that

for each strongly Cauchy sequence (x,) in X, f(x,) ~ z for some z € Z. In addition, f(X) is
strong sequentially dense in Z.

Proof. Let
K = {(xn) | (xx) be a strongly Cauchy sequence in X}.

We define a relation ~ on K as

(xn) ~ (yn) = lim &(xp, xn) = Jij%og(xn/yn) = Jggoé(ynryn)- (6)

n—oo

Now, it is easy to see that ~ is an equivalence relation.
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Let Z be the set of equivalence classes in K for ~. We define v : Z x Z — T as follows.
For %, € Z, since these are equivalence classes, we arbitrarily choose sequences (x,) € X
and (y,) € §. Then,

(%, 7) = lim ¢(xn,yn)-

n—o0

By the definition of ¥ and 7, (x,), (yx) are both strongly Cauchy sequences, and
Lemma 5 implies that the limit in the RHS of the above equation exists. To prove that the
function is indeed well defined, we need only show that the choice of strongly Cauchy
sequences does not change the value of the said limit.

Let (x,), (x),) € % and (yn), (y,) € 7. Thus by definition we have, (x,) ~ (x],) and
() ~ (Vi) e,

Tim & (o, x}) = lim &, %) = lim &(x}, %)),

. . . @)
Jim &(yn, yn) = Hm E(yn,yn) = Hm E(y,,v5).

The triangle inequality gives

&t yn) ST [2Cen, 1) ©F E(xp xi) | @7 &t yi) & (6 yn) ©7 S v |
Since the limit on each term exists and the number of terms is finite, Lemma 3 gives

lim &(xn, yu) <7 0@7 lim &(x},y,) &7 0

n—oo

= lim ¢(xu, yn) <t ,}i_f){}oé(x;ry%)-
Similarly, we can prove that
Jim. Sl um) < Jim ¢ (xn, yn)-
Combining the above two equations

Jim Z(xy, yn) = lHm £(x;, ).
Therefore (X, ) is well defined.
To prove that -y is a binary metric, we need only prove the triangle inequality, as the
rest is trivial. For %, 7,Z € Z, we choose (x,,) € %, (yu) € §, and (z,) € Z. Then,

$(xn,zn) < &(xn,Yn) © [E(Yn,2n) © C(Yn, Yn)]-

Once again, since the limit on each term exists individually and there are only finite
terms in the equation, Lemma 3 gives us

lim &(xy,20) <* Jim & (xn, yn) © Hm [E(yn,20) © E(Yn, yn)]

n—o00

= 7(%2) <v(%7) @ [r(7,2) ©1(22)]-

For every x € X, the sequence (x, x, x,x,...) is strongly Cauchy. Let £ € Z be the
equivalence class containing the sequence. We define the function f : x — £. Thus, we
have Vx,y € X

Y(f(x), f(y)) = v(%,9) = lim {(x,y) = S(x,y).

n—oo

Thus, f is an isometry.
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Let (x,) be a strongly Cauchy sequence in X and let ¥ € Z be the equivalence class
containing it. Thus, (x,) € % We have f(x,;) = %,. Since %, contains the sequence
(%, Xm, Xm, - - . ), we have

Y xm), f(xm)) = ¥ (&, 2m) = E(Xm, Xm)
Y(f(xm), %) = (£, %) = lim &(xm, Xn).

Finally, since (x;) is a strongly Cauchy sequence, Lemmas 4 and 3 give us

i, (8 ) = Jim [l € o x0)| = im0

= Jim, S ) = fim (8 )

Therefore, we have

lim y(f(xm), ©) &% 7(f(xm), f(xm)) =0,

m—o0

ie., (f(xm)) = % We have proved that for every strongly Cauchy sequence in X, the
sequence of its images under f strongly converges in Z.
For the last claim, let Z € Z and let (z;;) ,en € Z. Thus, mlyifl}oo &(zm, zn) exists. The defi-

nition of f implies that f(z,) = £,, where 2, contains the constant sequence (z,,, zn, Zn, . - . ).
Thus, v(24,24) = &(zn,zx). In addition, y(2,,2) = n%gr;o ¢(zn, zm). Finally, since (z,) is a
strongly Cauchy sequence,

Jim, 7(20,2) = lim, 2 (e 2) = fim e 2) = fim 72 ),

Therefore, we have

tim 1 (f(20),2) &7 lim (f(z0), £ (2)) =0,

n—o0

ie., (f(zn)) > z. Therefore, f(X) is strong sequentially dense in Z. [

Note that the space we constructed (Z, v, Z) is not necessarily a strong complete BMS.
We require an additional condition for this. The condition requires that the indexing set
7 is countable. Though this is restrictive for an arbitrary BMS, it still covers a wide range
of spaces, most notable of which are the spaces induced by the closed basis of a second
countable space. To prove this, we continue from where we left off in Theorem 4 and
consider a lemma before the actual proof.

Lemma 6. From the same construct as in the proof of Theorem 4,V € Z and € € T+ for which
the set {j € T | e; = 0} is finite 39 € f(X) such that Z € B(§,€) and §j € B(Z,€).

Proof. Let Z € Z and e € TZ* such that the set {j € Z | €j = 0} is finite.
Choose a strongly Cauchy sequence (z,) € Z. Now, f(zm) = 2m = (Zm, Zm, Zm, ... ) €
f(X). Therefore,

v(Z,2) = lim &(zp,zn)

n—o0

Y(Z 2m) = ngr;o &(zn,zm)

’Y(ﬁml 2m) = (:(Zm,Zm).
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Since (z,) is strongly Cauchy, we obtain

lim y(2m,2) ©F 7(2m, 2m) =0

m—o0

lim (2, 2) ©F v(2,2) = 0.

m—o0

The above equations imply that Vi € Z, IN; such that Vin > N;

lim y(Zm,Z)|; @I’Y(ﬁmfﬁmﬂi =0

m—00
lim (2w, 2)]; 6 7(2,2)]; = 0.

m

Let N = max{N; | j € Z and €; = 0}. Since €; = 0 for only finitely many values of j,
N exists and is finite. Thus, we have Vm > N and for € =0,

75%7(2%2)” ot Y(Zm, Zm)|j =0 =€,

In other words, Z € B(Zy,€) and 2, € B(Z,e) whenever m > N. Let j = Z,, for some
m > N, and we obtain the desired result. [

Theorem 5. From the same construct as in the proof of Theorem 4, if T is countable, then (Z,,T)
is a strongly complete BMS.

Proof. Let (Z,) be a strongly Cauchy sequence in Z. In addition, choose a sequence
en € " such that €, — 0 and for a fixed n € N, the set {j € T | €,|; = 0} is finite.
Since all the conditions are satisfied, Lemma 6 implies the existence of a sequence ()
in f(X) such that
n € B(Zy,€,) and Z, € B(iJn, €n). (8)

Successively applying the triangle inequality followed by (8) gives
Y 9on) <7 (70 Z0) ©F Y 20) | ©F (En, Z) ©F [, Gr) ©7 v (Z 2|
< en @ (20, 2m) " €m.
Since €,, — 0, we have Vi € Z, 3N; such that Vm,n > N;
V(G In)|i < v (20, Zm) i )
Proceeding in a similar manner:
Y Zn) <5 (1 9) 7 Y 90)| &7 4G, ) &[40, Z) &7 4 o, )|
<% en ®F (20, Zm) &% €m.
Again, since €;, — 0, we have Vi € Z, HN{ such that Vm, n > Ni’
¥En Zm) i < Y@ I i (10)
From (9) and (10), we have Vm,n > N = max{N;, N/},
Y(En Zm)li = ¥ (s G |i-

Therefore, since (Z,) is strongly Cauchy, so is (7).
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Finally, from Theorem 4, 32 € Z such that i, Ny ie.,

Now,

')’(Z/Zn) © 'Y(anzn) <

O

Now that we have a completion at hand, we revisit Example 3 and consider its
completion.

Example 3 (continued). Let (yy,) be a strongly Cauchy sequence in X. Then there are two possible
cases:

Case 1:  If there exists j € N for which 1511 C(Wn,yn)|i =1 =, there exists N € N such
n—oo

b
that y, = x; for n > N, i.e., the sequences are eventually constant. In addition, since
Xi # X for i 7 j, b &(yn,yn)|; = O forall i #

Case2:  Foranyi € N, nll_I;l’olo &(Yn, yn)|i = 0. This means that each x; appears only finitely many
times in the sequence.

These two are the only types of strongly Cauchy sequences in this BMS.

We now consider the sequences that belong to the same equivalence class as that constructed
in Theorem 4. We note that since for each y,z € X, &(y,z) = &(y,y) ®" &(z,z), we have, for the
strongly Cauchy sequences (y,), (zn) in X, (yn) ~ (zn) if and only if the following condition holds
foreachi € N:

im S(yn, yn)|i =1 < }}g{}og(zmznﬂi =1

n—oo

In other words, two strongly Cauchy sequences belong to the same equivalence class if and
only if any one of the sequences being eventually constant implies that the other one is eventually
constant with the same term. This also means that all the strongly Cauchy sequences that are not
eventually constant (those that belong to Case 2) vacuously satisfy the condition and thus are all
in the same equivalence class. This can also be seen from the fact that if (xn) and (y,) belong to
Case 2, then nlglgo &(xn, xn) = nlgrolo E(xn, yn) = nlgrolo EWnyn) =0 = (xn)(yn)-

Nouw, it is easy to see that the strongly Cauchy sequences that are eventually constant to, say xy,
belong to . For the others, we introduce the class Xoo. Thus the set Z = {2N|N € N} U {%oo }.
Furthermore, the binary metric <y is given by

Y(fn, Xoo) = lim &(xn, ) = 1
k—o0
Y (Foo, ¥oo) = lim &(xy, xx) = 0.
k—o0
Therefore, the completion requires the addition of only one new point Xeo.

4. Conclusions and Further Work

We presented the definition of strong convergence in a binary metric space as an
alternative to the usual concept of convergence. We showed that both these concepts
coincide in the case of a metric induced by the closed basis of a Kuratowski topology. We
presented the definitions of a strongly Cauchy sequence and a strongly complete binary
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metric space and gave a condition under which the completion exists. The following are
some of the questions that should be answered to better understand binary metric spaces.

Problem 1. We have given a sufficient condition under which strong convergence and convergence
are equivalent in a BMS. Under what other conditions does the equivalence hold?

Problem 2. The fact that a strongly convergent sequence is not necessarily strongly Cauchy
prevents us from determining the uniqueness of the strong completion. Is the strong completion
unique? 1If not, under what conditions is it unique?

Problem 3. What other topologies on T can be considered to define other forms of convergence on
a BMS? How drastically does varying this topology vary the form of convergence?
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