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Abstract: Recently, machine-learning algorithms and existing financial data-analysis methods have
been actively studied. Although the term structure of government bonds has been well-researched,
the majority of studies only analyze the characteristics of one country in detail using one method.
In this paper, we analyze the term structure and determine the common factors using principal
component analysis (PCA) and an autoencoder (AE). We collected data on the government bonds of
three countries with major currencies (the US, the UK, and Japan), extracted features, and compared
them. In the PCA-based analysis, we reduced the number of dimensions by converting the normalized
data into a covariance matrix and checked the first five principal components visually using graphs.
In the AE-based analysis, the model consisted of two encoder layers, one middle layer, and two
decoder layers, and the number of nodes in the middle layer was adjusted from one to five. As a
result, no significant similarity was found for each country in the dataset, and it was appropriate to
extract three features in both methods. Each feature extracted by PCA and the AE had a completely
different form, and this appears to be due to the differences in the feature extraction methods. In
the case of PCA, the volatility of the datasets affected the features, but in the case of AE, the results
seemed to be more affected by the size of the dataset. Based on the findings of this study, this topic
can be expanded to compare the results of other machine-learning algorithms or countries.

Keywords: term structure; major currencies; autoencoder; PCA

MSC: 62P05; 68T01

1. Introduction

The term structure of interest rates occupies a crucial position in the financial field.
Term-structure data are used in the pricing of variety bonds and interest rate derivatives
(Chacko and Das [1]). Moreover, term structure is very interactive in the establishment of
monetary policy (Rudebusch and Wu [2]). Hence, it is an important factor to consider in
bond investment strategies. In addition to the bond market, term structure also affects risk
management. Treasury bills are used as the basis for establishing a risk-management model
related to credit risk and default risk measurement in all national companies (Duffee [3]).
Furthermore, the term structure is essential for risk management in a mortgage loan risk
model. Because of its importance, many researchers and investors have put a lot of effort
into developing and validating term-structure models. For this reason, the term structure
is important throughout finance. Therefore, in this study, we analyze the term structure of
major currencies using two methods and compare the results.

To analyze term structure, researchers have produced large body of literature that
includes a wide variety of models. Nelson and Siegel [4] is famous paper on period structure
modeling. The authors assumed that if the model mirrors the standard shape of the term
structure instead of approximating it within some tolerance, then it is possible to predict
interest rate curves and reasonable prices that deviate from the sample data collected in the
study. Their results on US Treasury bill data revealed a high correlation between the current
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value of a long-term bond indicated by the appropriate curves and the bond’s market
price. Subsequently, many studies, e.g., Pooter [5], Koopman et al. [6], Luo et al. [7], and
Subramanian [8], have expanded the Nelson–Siegel method for various situations and to
include additional factors. Similarly, Svensson [9] expanded the three-factor Nelson–Siegel
model to a six-factor model to describe term structure. Christensen et al. [10] uses five
different factors (level, two kinds of slope, and curvature) in the Arbitrage-Free Generalized
Nelson–Siegel model.

Recently, several studies have attempted to analyze term structure with data-driven
models, and principal component analysis (PCA) has been widely used to analyze vari-
ous term structures (Novosyolov and Satchkov [11], Chantziara and Skiadopoulos [12],
Juneja [13], Sowmya et al. [14], Wellmann and Trück [15], Choi [16], Barber [17]). In par-
ticular, Novosyolov and Satchkov [11] performed an analysis using PCA on US, EU,
and UK Treasury bills, and LIBOR (London Interbank Offered Rate). Furthermore, var-
ious machine-learning models such as the multilayer perceptron (MLP), support vec-
tor machines, and long short-term memory (LSTM), have been used to analyze term
structure (Kanevski et al. [18], Gogas et al. [19], Plakandaras et al. [20], Nunes et al. [21],
Suimon et al. [22], Kim et al. [23], Bianchi et al. [24], Jung and Choi [25]). Among the
machine-learning approaches, the autoencoder (AE) is a more current method for de-
termining term structure. In fields where multiple factors such as interest rates play a role,
dimensionality reduction is a significant issue, and both the accuracy and efficiency of the
model should be verified. As with PCA, the AE’s objective is to decrease the number of
dimensions of the sample data. A recent study, Kumar [26], compares the results for the
three countries (the US, the UK, and Germany) obtained by PCA and an AE. As a result,
the research argues that AE is more fitting to the leptokurtic nature of the data. Additional
literature on this topic is covered in Section 2.

In this study, we analyzed the term structure of government bond interest rates for
the major currencies of the US, UK, and Japan. The goal was to examine the shapes of the
features extracted through the AE and PCA and identify the typical differences between
them. The reason we adopted these two methods in our study without comparing them
with the Nelson–Siegel model is that in several papers, data-driven machine-learning
models yielded better analysis or prediction performance than the Nelson–Siegel model
(Sambasivan and Das [27], Kim et al. [23]). Furthermore, to create the dataset, we selected
treasury bills for the top three currencies (excluding EUR) according to their foreign ex-
change transaction amounts as of 2021. Transactions in dollars accounted for approximately
88% of all currency exchanges, and the exchanged currency amounts were the highest for
EUR, GBP, and JPY, in that order. Therefore, we chose to use the government bond data of
the UK, Japan, and the US. Access to each country’s historical data was a secondary reason
they were chosen. In each country’s central bank, there should be data related to the interest
rate of government bonds with respect to maturity, and a few periods of missing data are
likely. In other words, considering the versatility of money, the existence of notarized data
is one reason we chose to include each country. The sources of information and datasets for
each country’s central bank are described in Section 3.

There are two major aspects of this study that differ from previous studies. First, we
compared the features obtained from the term-structure data using the AE model. Few
studies analyze term structure using AE, and even fewer studies compare and analyze
the AE results. Second, although Kumar [26] focused on comparing the performance
of PCA and AE using root-mean-squared error, this study compares the results of each
method while controlling the number of extracted features. In addition, we examine the
differences in the features extracted by each method intuitively rather than comparing
their performance. Unlike this study, the one conducted by Kumar [26] did not set similar
conditions to PCA when setting the AE. When the number of encoders and decoders is set
to five each for a total of 10, the high predictive power for non-sample data can be seen as a
natural result. Thus, this study aims to observe how the shape of each feature is extracted
when features are extracted using different methods under similar conditions. Therefore, a
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follow-up study will be expected to address which methodologies to extract and utilize not
only with the interest rate period structure, but also financial data.

The remainder of this paper is organized as follows. Section 2 provides a brief literature
review on term structure and studies applying machine-learning algorithms. Section 3
describes the data and methods employed in this study. Section 4 shows the results of
empirical analysis for the term structure of major currencies. Finally, we provide concluding
remarks in Section 5.

2. Literature Review

There is a vast body of literature on term structure. In this section, we review previous
studies by dividing them into studies using the Nelson–Siegel model and studies using
machine-learning models.

The Nelson and Siegel [4] yield curve has high utility in models regarding interest rates.
Diebold and Li [28] suggested that the Nelson–Siegel method is useful in predicting interest
rate term structure. Subsequently, studies were conducted to improve the predictability
of interest rates. In a now well-known study, Pooter [5] expanded the three factors used
in the Nelson–Siegel model to four factors and improved the predictability of the results.
To tune the parameters, Koopman et al. [6] sets the weights of the three factors (level,
slope, and curvature), which are expected to be variable with respect to time and then
generalizes them, improving out-of-sample prediction results. Christensen et al. [10] added
an arbitrage-free condition to analyze the prediction and obtained better results than the
existing method, and De Pooter [29] presented the difference between out-of-sample and
in-sample prediction by comparing the studies that extended the Nelson–Siegel model. In
addition, studies using Nelson–Siegel models that reflect the characteristics of particular
countries are as follows. In the case of China, Luo et al. [7] confirmed that the model that
increased the weight of the slope among the parameters was most suitable for prediction.
Subramanian [8] focused on Indian government bonds, which have low liquidity, for term
structure. Considering the differences between countries, Diebold et al. [30] compared
the term structures of Germany, Japan, the UK, and the US with their overall statistics.
In contrast to research that aims to improve predictability, Goukasian and Cialenco [31]
studied how changes in the interest rate term structure are affected by policy.

Furthermore, the use of machine learning in the financial field is being actively pur-
sued. Sambasivan and Das [27] predicted interest rates by maturity using a model trained
by machine learning and compared the results with those of the Nelson–Siegel and Gaus-
sian process methods. Research on term-structure analysis based on machine learning
has been actively conducted. Bianchi et al. [24] provided statistical evidence in favor of
bond return predictability using extreme-tree and neural-network methods. Baruník and
Malinska [32] used machine-learning algorithms to predict the term structure of crude oil
futures prices, Plakandaras et al. [20] evaluated machine-learning algorithm and economet-
ric methods for predicting US inflation based on the autoregression and structural models
of period structures. Gogas et al. [19] used a machine-learning framework to forecast the
yield curve in terms of the real gross domestic product (GDP) cycle of the US. Nunes
et al. [21] forecasted the European yield curve using two machine-learning techniques:
multivariate linear regression and an MLP. Kirczenow et al. [33] applied machine learning
to extract features from the historical market-implied corporate bond yields in an illiquid
fixed income market. Gogas et al. [19] constructed three models to predict deviations in
the real US GDP from its long-term trends over a certain period according to the interest
rate and yield curves. In addition, Suimon et al. [22], which is a study that is similar
to this paper, analyzed Japanese government bond yields using AE. Kanevski et al. [18]
used MLP and support vector machines to extract the features of Swiss franc interest rates.
Kim et al. [23] used various machine-learning models (a recurrent neural network (RNN),
support vector regression, LSTM, and group method of data handling) to predict credit
default swap term structure. Furthermore, they showed that the machine-learning models
outperformed the Nelson–Siegel model.
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3. Data Description and Methods
3.1. Data Description

We consider the term structure of the currencies of the US, UK, and Japan because they
are major currencies. First, there are a total of 3867 data samples from the United States
for the period from February 2006 to July 2021. A total of 11 maturities of the US interest
rate data were selected: 1 m, 3 m, 6 m, 1y, 2y, 3y, 5y, 7y, 10 y, 20y, and 30y. Next, the UK
data were collected from January 2016 to June 2021 and consisted of a total of 1389 data
samples. Nine maturities were included: 1y, 2y, 3y, 5y, 7y, 10y, 20y, 25y, and 30y. Finally, in
the case of Japan, a total of 4234 samples of interest rate data were collected from March
2004 to June 2021. Fourteen maturities were available, and the data from the 1y to 10y, 15y,
20y, 25y, and 30y maturities were used. We obtained the term structure from each country’s
central bank database. The data source for the United States is the daily treasury yield
curve rates provided by the US Department of the Treasury. The UK data are yield curves
statistics from the Bank of England. In addition, we were able to collect data on Japanese
government bonds from the Ministry of Finance.

Table 1 presents the statistics of the term-structure data. The characteristics of the three
data sets are briefly summarized as follows. The US Treasury yield spread shows a typical
and traditional term structure. It can be observed that the difference between long- and
short-term spread rates is the most constant. During the period, the long- to short-term
interest spread narrowed as the average interest also rose and then widened again when
interest began to decline. Of the three countries, Japan has the most extensive long- to
short-term interest spread. The most characteristic part of this dataset is that bills with
maturities less than 10 years have negative interest rates on average. Looking at the three
datasets, the UK data do not show a lot of change in the spread that is meaningful when the
data are visualized. However, the difference between the percentiles is the most significant
for all types of maturities, indicating that UK interest rates have fluctuated widely.

Table 1. Statistics for the historical term structure of the three countries. (pctl.: percentile).

US term structure

Index Mean Std. Dev. 1st pctl. 10th pctl. 25th pctl. Median 75th pctl. 90th pctl. 99th pctl.

1Y 1.187 0.879 0.05 0.1 0.43 1.12 1.96 2.468 2.7
2Y 1.294 0.873 0.11 0.15 0.54 1.3 1.96 2.56 2.88
3Y 1.390 0.856 0.15 0.21 0.61 1.47 2.05 2.64 2.952
5Y 1.597 0.807 0.26 0.37 0.9 1.68 2.2 2.75 3.03
7Y 1.805 0.756 0.44 0.582 1.31 1.84 2.35 2.828 3.111
10Y 1.963 0.711 0.59 0.78 1.56 2 2.49 2.88 3.172
20Y 2.297 0.596 1.01 1.302 1.92 2.33 2.78 3 3.29
30Y 2.506 0.575 1.229 1.522 2.19 2.65 2.99 3.11 3.37

UK term structure

Index Mean Std. Dev. 1st pctl. 10th pctl. 25th pctl. Median 75th pctl. 90th pctl. 99th pctl.

1Y 0.314 0.297 −0.124 −0.033 0.049 0.245 0.562 0.747 0.862
2Y 0.415 0.343 −0.198 −0.063 0.164 0.384 0.708 0.906 1.061
3Y 0.607 0.412 −0.169 −0.010 0.339 0.568 0.939 1.153 1.390
5Y 1.018 0.536 0.052 0.195 0.539 1.135 1.466 1.644 1.983
7Y 1.404 0.601 0.319 0.486 0.833 1.588 1.885 2.109 2.377
10Y 1.881 0.594 0.762 0.975 1.380 2.056 2.336 2.601 2.847
20Y 2.076 0.557 0.935 1.285 1.663 2.157 2.424 2.610 3.364
30Y 1.081 0.394 0.094 0.554 0.844 1.134 1.295 1.557 1.920
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Table 1. Cont.

Japan term structure

Index Mean Std. Dev. 1st pctl. 10th pctl. 25th pctl. Median 75th pctl. 90th pctl. 99th pctl.

1Y −0.178 0.064 −0.340 −0.291 −0.207 −0.157 −0.132 −0.120 −0.045
2Y −0.171 0.057 −0.335 −0.258 −0.202 −0.153 −0.131 −0.117 −0.029
3Y −0.163 0.061 −0.351 −0.250 −0.191 −0.149 −0.124 −0.101 −0.014
5Y −0.140 0.072 −0.364 −0.240 −0.171 −0.115 −0.096 −0.076 0.012
7Y −0.116 0.093 −0.385 −0.246 −0.171 −0.091 −0.050 −0.018 0.029
10Y 0.007 0.093 −0.273 −0.127 −0.043 0.031 0.063 0.099 0.220
20Y 0.449 0.162 0.056 0.235 0.343 0.450 0.575 0.625 0.929
30Y 0.631 0.211 0.125 0.353 0.459 0.651 0.808 0.856 1.208

Figure 1 shows the US daily long- to short-term interest rate curves. Each curve
represents the state of the curve for one day, and curves for the whole period are given
along the third axis. The yellow shades represent interest rates of approximately 5%, and
the blue shades represent interest rates of approximately 0.5%. The three-dimensional
graph reveals that the interest rates of all government bonds were high at the beginning of
the period, but short-term interest rates fell rapidly. Near the end of the period covered by
the dataset, long- to short-term interest rates rebounded and then fell again.

Figure 2 shows these curves for the UK dataset. The number of daily data in this
dataset is the smallest of the three datasets, and hence the surface is not dense. One
characteristic of these data is that the daily curve has a similar shape, and an overall
shallow wave shape can be observed.

Lastly, the Japan data are shown in Figure 3, where the overall curve continuously
decreases in height. Of the curves of all three countries, these curves have the flattest
overall surface. In contrast to observing the raw data and quantitatively summarizing the
dataset, visualizing the data as a three-dimensional graph clearly shows the characteristics
of the data of each country.

Figure 1. US term structure.
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Figure 2. UK term structure.

Figure 3. Japan term structure.

3.2. PCA

PCA is generally used for dimension reduction or pattern recognition in datasets. In
addition, PCA is used to extract the features of a dataset (Cao et al. [34], Ma and Yuan [35]).
Therefore, PCA has been widely applied in interest rate markets to describe term structure in
terms of several principal components (Litterman and Scheinkman [36], Dai and Singleton [37],
Heidari and Wu [38], Novosyolov and Satchkov [11], Blaskowitz and Herwartz [39], Well-
mann and Trück [15]).

In this study, we apply PCA to term structure level to extract their best descriptive fac-
tors (Dai and Singleton [37], Heidari and Wu [38], Blaskowitz and Herwartz [39], Wellmann
and Trück [15]). Generally, PCA can be divided into four steps. The first step standardizes
the initial variables; the second computes the covariance matrix; the third computes the
eigenvectors and eigenvalues of the covariance matrix; and the fourth creates a feature
vector to determine the principal components and validate the PCA results. This procedure
can be described mathematically as follows:

Given the original data, X(i)
t , i = 1, 2, . . . , N, and t = 1, 2, . . . , T, we standardize it with

X̃(i)
t =

(
X(i)

t − X̄(i)
)

σ
(
X(i)

) , (1)
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where X̄(i) and σ
(

X(i)
)

are the mean and standard deviation, respectively, of the data, X(i).

Let Σ denote the covariance matrix of X̃; then, it can decompose to Σ = ΓΛΓ′, where
Λ is a positive diagonal matrix with eigenvalues λ1, λ2, and . . . λN , where the columns of Γ
are the corresponding eigenvectors. Assuming the eigenvectors (principal components)
are arranged in decreasing order of eigenvalue, the first K eigenvectors denote the factor
loadings, [q(1), q(2), . . . , q(K)]. Then, we obtain the K features, [F(1), F(2), . . . , and F(K)],
defined by F(k)

t = q(k)
′
X̃t, where X̃t is an N-dimensional vector of the standardized term

structure at time t.
To determine how well the principal component explains the data, we use the to-

tal variance and the proportion of the m-th principal component given by ∑N
j=1 λj and

λm/ ∑N
j=1 λj, respectively. That is, the proportion is regarded as an explanatory power of

each principal component. Accordingly, the principal component with the highest explana-
tory power becomes the first principal component, and the one with the second highest
explanatory power becomes the second, and so on. Finally, the PCA results are visualized
as a scree plot. A scree plot is a graph showing the explanatory power of each component in
PCA. We refer to several studies (Fengler et al. [40], Novosyolov and Satchkov [11], Barber
and Copper [41], Wellmann and Trück [15]) for additional details on PCA mathematical
procedures.

3.3. AE

The AE is an artificial neural network trained using an unsupervised learning algo-
rithm. Typical applications of AEs are anomaly detection or noise elimination in image
data. In addition, the AE can decrease the number of dimensions of the input data. After
Le Cun and Fogelman-Soulié [42] first proposed the concept of the AE, it has been extended
to other artificial neural network algorithms. Because of its satisfactory performance, AE
is becoming a popular topic; naturally, numerous variations have been introduced by
other researchers. The aim of AE is to obtain target values that are equal to the original
input values.

As illustrated in Figure 4, a basic model is usually composed of three phases. The
process starts with the encoder, which is defined as an affine transformation Wh after
compression. The encoder consists of filters that the model uses to learn essential charac-
teristics of the input and build a hidden layer called h. The decoder is a set of filters that
reverses the linear filters and produces a reconstruction of the input data (i.e., through
backpropagation). Then, the AE produces an output that is a prediction/reconstruction of
the model’s input. We conventionally call this a three-layer neural network, and it can be
expressed mathematically by the following equation.

h = f (Whx + bh)

x̂ = g(Wxh + bx)

Figure 4. Basic architecture of the AE.

We can observe the visible units x, which are corrupted by b (the bias) and denoted as
x̂. Wh is produced in the encoder and denotes the weights between x, h, and x̂ Similarly,
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Wx represents the weights in the decoder task. Function h compresses the input data x. For
backpropagation, x̂ is responsible for using the latent space h and reconstructing input data
x. However, the basic form of the AE has a fatal flaw. When the architecture consists of
too many hidden layers and units, the amount of calculation can dramatically increase. In
addition, the updating value of w decreases, which is called the vanishing gradient. To
handle this problem, Bengio et al. [43] introduced the deep belief network and developed
the stacked AE. As shown in Figure 5, the output of each previous layer is connected to the
input layer to preserve the parameters of the features. The stacked AE inherits the benefits
of a deep network, which has greater explanatory power.

(a) Feed-forward stacked AE (b) Backpropagation stacked AE

Figure 5. Architectures of stacked AEs.

4. Results
4.1. PCA

Interest rate data that have been analyzed using PCA are usually interpreted using
the three main principal components. This is because the three main principal components
(PCs) have the highest explanatory power among all data.

Table 2 shows the explanatory ratios of the components that were obtained when PCA
was performed by country on the data. In all three countries, up to the second component
(PC 2) represents more than 96% of the information in the data. Among them, the Japanese
PC 1 had the highest explanatory power, and the UK PC 1 explained a relatively low
proportion of the data. In the case of the US, the first and second components (PC 1 and
PC 2) explained 98.91% of the data, and hence they represent most of the dataset. As can
be seen from Table 2, seven PCs were extracted for all countries, but only the first three
components have significant meaning.

Table 2. Explanatory power of the PCs of the three countries.

PC’s Explained Proportion

Index PC1 PC2 PC3 PC4 PC5 PC6 PC7
US 85.36 13.55 0.87 0.11 0.06 0.03 0.01

U.K. 81.88 14.48 2.38 0.79 0.43 0.02 0.01
Japan 93.33 5.15 1.31 0.04 0.02 0.01 0.01

Furthermore, we display the shape of the first three principal components for the three
countries in Figure 6. As shown, PC1, PC2, and PC3 indicate level, slope, and curvature,
respectively. Similarly, they indicate level, slope, and curvature in the interest rate term
structure (Lord and Pelsser [44], Fabozzi et al. [45]).

The top three PCs account for 99.78% of the US data. Each feature value time series is
shown in Figure 7. For the UK, 98.74% of the data can be explained by three components
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whose features are shown in Figure 8. Finally, in the case of Japan, the three PCs represent
99.79% of the data, and the features are displayed in Figure 9.

(a) US (PC1) (b) US (PC2) (c) US (PC3)

(d) UK (PC1) (e) UK (PC2) (f) UK (PC3)

(g) Japan (PC1) (h) Japan (PC2) (i) Japan (PC3)

Figure 6. Representation of the first three principal components.

Figure 7. Features of US term structure.
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Figure 8. Features of UK term structure.

Figure 9. Features of Japan term structure.

Comparing the features of the three countries over the same period, we observe
different aspects of the data. Commonly, feature 1, driven by PC 1, has the most extensive
fluctuation of the three factors. The time series of feature 1 for the US, which is initially low,
forms a typical yield curve. In contrast, Japan’s feature 1 over a similar sample period has
the typical hump shape. Furthermore, Figure 10 compares the results for each country’s
feature over the same period, exhibiting completely independent patterns. Thus, these
results are appropriate for evaluating other methods. Intuitively, of the three features,
feature 1 has the most significant impact on the data. When PC 1 represents the level, it
shows a similar pattern as the variation in interest rate. Moreover, Japan’s data tend to
follow trends that are opposite those of the other two countries observed in 2016–2020. The
results extracted using PCA are generally compared to actual levels, slopes, and curvatures
to determine accuracy. However, in this study, the purpose of comparing other methods is
to verify model resilience for standard comparison.

(a) 1st feature (b) 2nd feature (c) 3rd feature

Figure 10. Time series of the first three features for the three countries.

The explanatory power examined as a scree plot is shown in Figure 11. Because for
all three countries, the first component accounts for 80% or more of the data, the scree
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plots have an extremely biased shape. In particular, in the case of Japan, because the first
component explains 93% of the data, this graph has the most bias. In addition, the third
and subsequent components all have a ratio that is difficult to determine from the graph.

(a) US (b) UK (c) Japan

Figure 11. Scree plots.

4.2. AE

Figures 12–14 show the results obtained using the AE. Visually, it can be seen that
the features extracted by the AE have greater variability than those obtained using PCA.
The activation function used in the AE is tanh, and the structure of the layers is 8-5-3-5-8.
Because the interest rate characteristics of each country for PCA were compared using
graphs, the seed values used in the encoding and decoding processes of the AE were fixed.
When performing time series analysis with an AE, setting the initial weights is also an
important issue. In this case, Xavier initialization was judged to be the most appropriate
for this time series problem, and hence it was used to set the initial weights for all countries.
For the same reason, we set the batch size to one and number of epochs to 50.

Figure 12. US AE prediction result.

Figure 13. UK AE prediction result.
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Figure 14. Japan AE prediction result.

In the results obtained for the US data (Figure 12), features 1 and 3 have symmetrical
movements, starting from a point where the three features are similar. Moreover, it was
confirmed that the symmetrical movement of the two features about one axis is commonly
observed with different seed values and for data from other countries.

In the results for the UK data (Figure 13), one feature showed no movement after a
rapid change. It is unusual that the features were static in appearance during the period
when the interest rate fell and then steadily grew. The results for the Japan data (Figure 14)
are generally observed to be more static after large fluctuations than the results for the
other two countries. In addition, features 2 and 3 have a symmetrical appearance, as
described above.

4.3. Comparisons
4.3.1. Comparison of the PCA and AE Results

The features extracted using PCA are expressed as level, slope, and curvature. In
contrast, dimension reduction using an AE does not provide the explanatory power of each
feature, and each feature can represent different aspects depending on how the batch size,
number of epochs, and activation function are selected. Therefore, it is difficult to compare
these methods using guidelines. However, it is interesting to note that compressing three
features during the same period yields different results. As a result, it is difficult to consider
the three features extracted by AE as the slope, level, and curvature features extracted by
PCA, but these features can be seen as compressed features of the entire period.

The features extracted by PCA and the AE for the US data are visually compared in
Figure 15. At first glance, it seems that the shape of the graphs are similar for feature 1 of
both the AE and PCA results. However, even if the scale is modified and the correlation of
each date is considered, the results cannot be considered similar. Comparing feature 1 of
PCA with feature 2 of AE using a similar scale, it can be seen that the two curves move in a
completely different way.

In the results for the UK data (Figure 16), just looking at the shape of the graphs, it
is difficult to determine similarities (as it is for the US results). Some periods in which
the shapes of the graphs change abruptly are observed, but similar changes are observed
in the samples before 400 and after 1000, although the direction is different. This pattern
was observed only in interest rates in the UK, and it is thought that this phenomenon
occurs because the size of the dataset for learning and feature extraction is the smallest
(approximately 1400 samples). When considered together with the other results, this
is meaningful in that some commonalities can be found in the results of AE and PCA
depending on the number of data samples.

Finally, comparing the results of the two analyzes for the Japan data (Figure 17), it
is also difficult to determine clear commonalities in the graphs. The features extracted
through the AE are static and move in one direction. In the Japan data, interest rates have
steadily declined and negative interest rates were recorded for a certain period of time, and
this may be the reason for the relatively stable results of the AE.



Axioms 2022, 11, 135 13 of 21

(a) PCA Results (b) AE Results

Figure 15. Comparison of the results of PCA and AE for the US data.

(a) PCA Results (b) AE Results

Figure 16. Comparison of the results of PCA and AE for the UK data.

(a) PCA Results (b) AE

Figure 17. Comparison of the results of PCA and AE for the Japan data.

Looking at the graphs of the three countries, it is not easy to determine commonalities,
which in general can be seen as a natural result when considering the feature extraction and
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dimensional compression methods of PCA and AE. Therefore, in this study, to compare
various aspects of the methods, the dimensionality reduction of the AE was performed with
different settings. We then analyzed the meaning of the AE characteristics by comparing
the results of the countries again with the PCA results in a common period.

4.3.2. Comparison of the AE Results Obtained with Different Numbers of Layers

In this study, when three features for the term structure of each country were extracted
using an AE, the results differed depending on the activation function, batch size, number
of epochs, and initial weight settings.

In addition, the number of layers and density seem to be the most important parameter
values to set. Hence, we trained term-structure analysis models that extract one to five
features. The layers were set the same, but the density of the middle layer was valued
from one to five nodes, and the other settings including the seed value were set to the
values used for the model that extracts three features. When one to three features were
extracted, no common features or singularities in the shape of the graph were observed for
each country. However, when four or more features were extracted, overlapping features
were observed in three countries. Although the number of overlapping features differed by
country, the correlation coefficient between at least two features was at least 0.923 and the
highest value was 0.950 (between features 1 and 2 for the US data). This could be observed
intuitively in the graphs, as shown in Figures 18–20.

(a) Single-feature Extraction Results (b) Two-feature extraction Results

(c) Four-feature extraction Results (d) Five-feature extraction Results

Figure 18. AE Results for the US data with different density settings.
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(a) One-feature extraction Results (b) Two-feature extraction Results

(c) Four-feature extraction Results (d) Five-feature extraction Results

Figure 19. AE Results for the UK data with different density settings.

(a) One-feature extraction Results (b) Two-feature extraction Results

(c) Four-feature extraction Results (d) Five-feature extraction Results

Figure 20. AE Results for the Japan data with different density settings.

One more characteristic of feature extraction at each density setting is that the results
obtained when compressed with a low number of feature were included when the results
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compressed with a higher number of dimensions. For example, looking at each country, the
results for the US data when compressed into one dimension had a correlation of 0.942 with
the fifth AE feature. The UK data results showed a correlation of 0.992 between the first
and third AE features, and the Japan data results showed a correlation of 0.987 between
the first and fourth AE features. This result demonstrates that although the order in which
the features are extracted from the AE is random, a certain pattern can be observed in the
extracted features. In other words, we cannot say that each part of the AE results describe
a certain part of the overall term structure like we can for PCA, but there are definitely
features that represent the characteristics of the entire term. As the number of extracted
features increases, various types of graphs can be drawn, but they are likely to have many
overlapping features.

In addition, Tables 3 and 4 present the correlation coefficients when different numbers
of features are extracted in the AE process. Five features were extracted and compared
with the results when one to five features were extracted. Table 3 shows the results for one
to three features, and a high degree of correlation between the results for five features can
be observed throughout the table. In particular, for the UK data, the result when only one
feature is extracted and the result when five features are extracted are quite similar. As
noted above, the number of samples in the dataset is only 1389, and hence fewer features
are observed. Therefore, when the term-structure data are compressed using an AE, more
features of the entire period should be observed as the number of samples in the dataset
increases. However, it is difficult to see the UK’s relatively stable feature graph form as
having the same meaning because the interest rate changes in each country are different.
However, a pattern was not found according to the order of features; likewise, a particular
form was not seen in each country.

Table 3. Correlation coefficients between the AE results for five features and the AE results for one
to three features. Here, N is the number of layers and F.i denotes feature i.

N = 5

Index N = 1 F.1 F.2 F.3 F.4 F.5
US F.1 0.147 −0.137 −0.590 −0.930 0.942
UK F.1 0.896 −0.972 0.992 −0.914 0.900

Japan F.1 −0.861 0.528 0.911 0.987 0.946

Index N = 2 F.1 F.2 F.3 F.4 F.5

US F.1 0.967 0.853 0.328 −0.095 0.368
F.2 0.286 0.550 0.743 0.974 −0.877

UK F.1 0.829 0.934 0.987 −0.935 0.901
F.2 −0.959 0.994 −0.960 0.887 −0.887

Japan F.1 −0.798 0.629 0.858 0.959 0.983
F.2 0.785 −0.489 −0.990 −0.920 −0.804

Index N = 3 F.1 F.2 F.3 F.4 F.5

US
F.1 0.829 0.941 0.650 0.588 −0.358
F.2 0.106 0.339 0.578 0.801 −0.811
F.3 −0.576 −0.329 0.299 0.686 −0.862

UK
F.1 0.890 −0.969 0.994 −0.919 0.898
F.2 −0.917 0.965 −0.961 0.862 −0.844
F.3 0.657 −0.815 0.896 −0.977 0.979

Japan
F.1 0.617 −0.760 −0.698 −0.834 −0.979
F.2 0.571 −0.326 −0.900 −0.688 −0.495
F.3 −0.894 0.469 0.926 0.996 0.921
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Table 4. Correlation coefficients between the AE results for five features and the AE results for four
and five features. Here, Here, N is the number of layers and F.i denotes feature i.

N = 5

Index N = 4 F.1 F.2 F.3 F.4 F.5

US

F.1 0.972 0.961 0.472 0.230 0.090
F.2 0.638 0.395 −0.171 −0.640 0.833
F.3 0.513 0.737 0.768 0.909 −0.710
F.4 0.848 0.659 0.194 −0.355 0.594

UK

F.1 0.902 −0.981 0.996 −0.940 0.925
F.2 −0.696 0.515 −0.336 0.064 −0.058
F.3 0.826 −0.937 0.992 −0.964 0.936
F.4 −0.652 0.817 −0.912 0.989 −0.970

Japan

F.1 −0.575 0.741 0.898 0.844 0.862
F.2 0.991 −0.175 −0.859 −0.954 −0.781
F.3 −0.781 0.635 0.828 0.947 0.987
F.4 −0.704 0.684 0.931 0.924 0.920

Index N = 5 F.1 F.2 F.3 F.4 F.5

US

F.1 1 0.951 0.612 0.637 −0.911
F.2 1 0.507 0.423 −0.570
F.3 1 −0.730 −0.866
F.4 1 0.153
F.5 1

UK

F.1 1 −0.966 −0.967 −0.943 −0.990
F.2 1 0.876 0.873 0.923
F.3 1 −0.730 −0.866
F.4 1 0.726
F.5 1

Japan

F.1 1 0.043 0.356 0.926 0.890
F.2 1 −0.803 0.344 0.762
F.3 1 −0.914 0.677
F.4 1 −0.685
F.5 1

Table 4 shows the results for four and five features, and highly correlated features
were inevitably observed. A highly correlated feature was observed even if several features
were selected, but from the fourth feature onward, the results reveal a high correlation
with the features extracted in the same process. Therefore, when extracting the features
of the interest term structure using AE, it seems appropriate to select three features for
approximately 4000 samples of data. Observing the entire table, correlation was observed
no matter how many features were selected, and this means that the features reflect each
other. If too many features are selected, there will be many overlapping features, and if too
few features are selected, the overall characteristics will not be represented.

5. Concluding Remarks

In this study, features were extracted using PCA and AE from the term-structure data
of government bonds in the US, UK, and Japan, which are countries with major currencies.
PCA uses a matrix-based process and compresses the daily interest rate curve to extract
the features of the entire period. In the AE, the features of each maturity were learned and
extracted through a 8-5-3-5-8 architecture. We set the batch size to one and the number of
epochs to 50, and tanh was used as the activation function. To compare the results of each
method in more detail, we used the PCA compress the data to one to five dimensions, and
one to five features were extracted using the AE.

The three major findings suggested by the results are as follows. First, while extracting
features from the interest rate term structure, we observed which features best represent the
entire dataset. In the case of PCA, the results seem most appropriate when three features
are extracted, regardless of the number of samples in the datasets. The reason is that when
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the data are compressed into four or more dimensions, the fourth feature appears to overlap
with the previous features. In the case of AE, even though each feature had no effect on the
explanatory power or order, the features showed a similar shape to previous features when
four or more features were extracted. In particular, in most cases, features with high overall
correlation coefficients were extracted. When using the AE for analysis, it can be seen that
three features are appropriate for datasets with approximately 4000 samples, but the UK
data, which consisted of approximately 1300 daily data samples, yielded more overlapping
features than did the data of other countries. Therefore, it was found that as the size of the
datasets increases, more features can be extracted.

Second, when the similarity of the features extracted through PCA and the AE was
intuitively checked, there seems to be no direct correlation. As for the cause of this, in the
case of AE, the main reason seems to be that different values are extracted according to the
model’s training settings, which include the initial values, activation function, and number
of layers. In addition, fundamentally, PCA includes the concept of explanatory power,
which represents the entirety of the data in the components, whereas in AE, all features
have the same influence. That is, it is difficult to compare features compressed using PCA
and features extracted using AE.

Last, looking at each of the results of PCA and AE rather than comparing the two
methods, we find the following characteristics. In the case of PCA, even if the correlation
coefficient of each characteristic was low, the same movement was observed when the
interest rate changed rapidly (even if the direction is different, the form is similar.) In
contrast, in the case of the AE, changes in each characteristic were found regardless of
the change in the interest rate. This seems to be because the PCA method goes through
the process of compression using the covariance matrix of the dataset. In contrast, the AE
appears to be less affected by changes in the dataset because the features are predicted and
extracted through reconstruction after compression of the dataset.

There are many papers analyzing the interest rate term structure of government bonds
through PCA, and it has often been suggested that each feature can be expressed as the
level, slope, and curvature of the interest rate. AE is a method commonly used for image,
video, and sound processing. There are some instances where it has been applied to time
series data, but in relation to this, detailed model tuning and research seem to require
a diverse approach, as in this study. Thus, as both PCA and AE methodologies have a
common technique of extracting features from data, we found it meaningful to compare
their results. In the case of term structure, the results of PCA can be interpreted in terms of
level, slope, and curvature. However, AE is an unsupervised learning algorithm used for
feature selection in various fields. There are only a few studies that have analyzed features
obtained from AE, because there is nothing to which they can be compared. On the contrary,
in this study, by comparing the results of PCA and AE for the same term-structure data, we
identified the characteristics of the AE-extracted features. Furthermore, the comparison
results suggest that further investigation is required to determine the relationship between
AE term-structure features, such as orthogonality.

Although an intuitive and clear relationship was not found, it is thought that these
results can be a reference for interest rate analysis in future studies. In particular, we note
that the results obtained when the number of features extracted is different overlaps with
the preceding features’s shape. Method and model composition are also important parts of
a study to identify the characteristics of government bonds, but it seems necessary to set the
appropriate number of features according to the size of the dataset. If there are more studies
applying various methods (e.g., AE, PCA, or the Nelson–Siegel model) to the interest rate
sequence and comparing them, improved feature extraction will clearly be possible. In
addition, according to the features extracted by PCA and AE, we can investigate the effect
of features on the risk management policies for various derivatives related to term structure
such as, bonds, credit default swaps, and mortgage loans.

In future studies to analyze interest rate term structure, the following topics are possi-
ble. First, the term structures of government bonds of countries other than those used in
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this study (e.g., Switzerland, Canada, Germany, and Brazil (Tabak [46], Kaminska et al. [47],
Wellmann and Trück [15]) may be added. In addition, if cross-country characteristics can
be extracted for a common period with sufficiently large datasets (Jorion and Mishkin [48],
Sørensen and Werner [49]), it would be possible to better understand the characteristics of
the analysis by various methods. Alternatively, even if the datasets are not standardized, it
may be meaningful to compare the results of each analysis of the interest rate term structure
of major countries such as the G7 countries (Hardouvelis [50]).

Second, the relationship between term structure and exchange rate is interesting and
meaningful and should be researched further. Some studies have analyzed the predictive
power of term structure for changing exchange rates (Clarida et al. [51], Inci and Lu [52],
De Los Rios [53], Bui and Fisher [54], Wellmann and Trück [15]). Accordingly, it will be
meaningful to investigate whether the features driven by AE have predictive power with
regards to the exchange rate. On the contrary, Kaya [55] showed that the exchange rate
provides better forecasting power for term structure. Additionally, by examining US and
China yield curves, Hong et al. [56] demonstrated that exchange-rate policy strongly affects
changes in term structure. It is also necessary to further investigate how the exchange rate
affects features extracted from term structures.

Third, in addition to the methods considered in this paper, there are many other
machine-learning algorithms for analyzing time series data. Typically, LSTM and RNN can
be used to analyze interest rate curves (Nunes et al. [57], Nunes et al. [58], Ying et al. [59]).
The AE model used in this paper is an algorithm of unsupervised learning using a con-
volutional neural network for classification. The LSTM and RNN architectures can both
be used in the AE model. Essentially, the RNN algorithm performs well on ordered data,
and LSTM is better for data with structural changes. An AE model based on an RNN may
be more accurate than the basic model in that it reflects the information from previous
sequence data (Yu et al. [60], Yu et al. [61]). In future research, we will be able to observe
the difference in the results by applying these modified and developed algorithms to the
same dataset.
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