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Abstract: We introduce the notion of a Pythagorean hypersurface immersed into an (n + 1)-dimensional
pseudo-Riemannian space form of constant sectional curvature c ∈ {−1, 0, 1}. By using this definition,
we prove in Riemannian setting that if an isoparametric hypersurface is Pythagorean, then it is totally
umbilical with sectional curvature ϕ + c, where ϕ is the Golden Ratio. We also extend this result to
Lorentzian ambient space, observing the existence of a non totally umbilical model.

Keywords: Pythagorean triple; Golden Ratio; isoparametric hypersurface; shape operator; Gauss–
Kronecker curvature

1. Introduction

Let a, b, c be positive integers. The triple {a, b, c} is said to be Pythagorean, if a2 + b2 = c2.
If {a, b, c} is Pythagorean, then so is {ka, kb, kc} for any positive integer k. If a, b, c have
no common factor, then {a, b, c} is said to be primitive Pythagorean, for example {3, 4, 5},
{5, 12, 13}, {7, 24, 25}, etc. Let m, n be positive integers such that m > n, m + n ≡ 1(mod 2)
and m, n mutually prime. Then the triple

{
m2 − n2, 2mn, m2 + n2} is a primitive Pythagorean

triple. In the previous examples, (m, n) are respectively (2, 1), (3, 2) and (4, 3), see [1].
The reference [2] states that the method of finding the primitive Pythagorean triples is
attributed to the Indian mathematician Brahmagupta (598–665 AD).

Nice relations between the Pythagorean triples and square matrices appear in the
literature. We first recall the notion of Pythagorean triple preserving matrix ([2–4]): let
{a, b, c} be some primitive Pythagorean triple and X =

[
a b c

]
. Then a square matrix A

of order 3 is called Pythagorean triple preserving matrix, if X ·A is a Pythagorean triple for
each X, where · is the matrix multiplication. For example, let

A =

 1 2 2
−2 −1 −2
2 2 3

.

Then
[
3 4 5

]
A =

[
5 12 13

]
and

[
5 12 13

]
A =

[
7 24 25

]
, etc.

We next recall the generalization of Pythagorean triples to the triple of square matrices
of order n with integer entries: let A, B, C be square matrices of order n with integer entries.
Then {A, B, C} is called a matrix Pythagorean triple [5], if A2 + B2 = C2, where A2 = A ·A,
etc. A trivial example in the case n = 2 is the following: let {a, b, c} be a Pythagorean triple.
Then A = diag

[
a 0

]
, B = diag

[
b 0

]
, C = diag

[
c 0

]
is a matrix Pythagorean triple.

The details of construction of non-trivial examples may be found in [5].
Due to the Pythagorean theorem [1], the Pythagorean triples have a brilliant geometri-

cal meaning, i.e., the lengths of the sides of a right triangle, when they are integers, are a
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Pythagorean triple. Nevertheless, the origin of matrix Pythagorean triples is not based on
any geometrical meaning.

Most recently, in [6], the first and second authors gave a geometrical meaning to the
matrix Pythagorean triples by using the differential geometry of surfaces.

More explicitly, let M3(c) be a 3-dimensional Riemannian space form of constant
sectional curvature c ∈ {−1, 0, 1} and M2 an isometrically immersed surface into M3(c).
Then M2 basically has three symmetric bilinear forms and corresponding square matrices,
justifying the following definition: a surface M2 immersed into M3(c) satisfying the so-
called Pythagorean-like formula

I2 + II2 = III2

was considered in [6], where I2, II2 and III2 are the squares of the matrices corresponding
to the first, second and third fundamental forms of M2, respectively. We point out that
{I, II, III} is a matrix Pythagorean triple and hereinafter we briefly call such a surface
Pythagorean. The entries in the original definition of matrix Pythagorean triples are integer,
while those, in our case, are allowed to be real numbers.

An example of Pythagorean surface is the following: let c = 0 and S2(r) be the sphere
of radius r centered at origin. It is immediate that II = (1/r)I and III =

(
1/r2)I ([7]). Then

S2(r) is Pythagorean if and only if the algebraic equation of degree 4 holds

r4 + r2 − 1 = 0,

which only allows the positive real root r =
[(
−1 +

√
5
)

/2
]1/2

.

Denote by ϕ :=
(

1 +
√

5
)

/2 the Golden Ratio and by Φ :=
(
−1 +

√
5
)

/2 the conjugate

Golden Ratio. Hence the Gaussian curvature of this Pythagorean sphere S2
(

Φ1/2
)

is G = ϕ.

Let M3(c) be one of the standard complete simply-connected models, i.e. the hyper-
bolic space H3(−1), Euclidean space R3 and 3-sphere S3(1). In [6], the authors classified
compact Pythagorean surfaces immersed into M3(c), obtaining that a compact Pythagorean
surface is a totally umbilical round sphere with Gaussian curvature G = ϕ + c.

Since the early ages, scientists, philosophers, artists have shown interest in the
Pythagorean Theorem and Golden Ratio ϕ =

(
1 +
√

5
)

/2 = 1.61803398874989... ([8]).
The importance of these remarkable concepts in mathematics is keenly expressed by Jo-
hannes Kepler (1571–1630) (see [9]):

“Geometry has two great treasures; one is the Theorem of Pythagoras; the other,
the division of a line into extreme and mean ratio. The first we may compare to a
measure of gold; the second we may name a precious jewel”.

In this paper, we generalize to higher dimensions the Pythagorean-like formula. We
notice that, in terms of the corresponding matrix A to shape operator, the Pythagorean-like
formula is equivalent with:

I2 + (I ·A)2 =
(

I ·A2
)2

. (1)

We use relation (1) for generalization and give the following

Definition 1. Let M be an orientable non-degenerate hypersurface immersed into an (n + 1)-
dimensional pseudo-Riemannian space formMn+1(c) of constant sectional curvature c ∈ {−1, 0, 1}.
Denote by I and A the corresponding matrices to the induced pseudo-Riemannian metric and shape
operator of M, respectively. Then M is called a Pythagorean hypersurface if (1) holds.

We point out that the orientability assures the global properties of our notions.
The above example of Pythagorean sphere can be extended to higher dimensions

as follows:
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Example 1. Let c = 0 and Sn(r) be the hypersphere in Rn+1 of radius r centered at the origin.
Then A = (1/r)In, for the unit matrix In of order n [10]. Sn(r) is Pythagorean if and only if
r = Φ1/2, or, equivalently, K = ϕ, where K is the sectional curvature. The scalar curvature of this
Pythagorean hypersphere is τ = (n

2)ϕ and the Gauss–Kronecker curvature is G = ϕn/2. In such a
case, G may be expressed in terms of the Fibonacci numbers by:

G = (Fn−1 + Fn ϕ)1/2,

where Fn−1 and Fn are the elements of the Fibonacci sequence [8]. Particularly, for n = 2, we have
G = ϕ.

As can be seen in Example 1, the totally umbilical hypersurface Sn
(

Φ1/2
)

is Pythagorean.

Besides this feature, Sn
(

Φ1/2
)

is an isoparametric hypersurface in Riemannian setting, namely
a hypersurface having constant principal curvatures [11].

Starting from this point of view, we will consider Pythagorean isoparametric hyper-
surfaces in a Riemannian space form Mn+1(c) and prove that such a hypersurface is totally
umbilical with sectional curvature K = ϕ + c. Remark that in case c = 1, we will allow
the hypersurface to have at most two distinct principal curvatures. Furthermore, we will
extend the result to Lorentzian ambient space observing, in contrast to Riemannian setting,
the existence of a Pythagorean hypersurface which is non totally umbilical.

It is worth to point out that the Pythagorean-like formula is similar to the so-called
metallic shaped hypersurface equation: ([12,13])

aIn + bA = A2, (2)

where a, b are some positive integers. A hypersurface with (2) is said to be metallic shaped.
In the particular case a = b = 1 it is called a golden shaped hypersurface [14]. In the cited
papers, the authors obtained that the metallic and golden shaped hypersurfaces are isopara-
metric and they provided full classifications.

2. Preliminaries

Let
(

M̃, g̃
)

be an (n + 1)-dimensional (pseudo) Riemannian manifold, where g̃ is a
symmetric non-degenerate (0, 2) tensor field of constant index. In particular if the index is
0 (resp. 1), then M̃ is said to be Riemannian (resp. Lorentzian) manifold. Let ∇̃ be Levi-Civita
connection of M̃. The Riemannian curvature tensor of type (3) is defined by:

R̃(X, Y)Z = ∇̃X∇̃YZ− ∇̃Y∇̃XZ− ∇̃[X,Y]Z, (3)

where X, Y, Z are arbitrary tangent vector fields to M̃ and [, ] bracket operation. Let Tp M̃
be tangent space of M̃ at p ∈ M̃ and Γ a non-degenerate plane section of Tp M̃ with given
a basis {u, v}, namely:

g̃(u, u)g̃(v, v)− g̃(u, v)2 6= 0.

The sectional curvature K(Γ) of Γ is:

K(u, v) =
g̃
(

R̃(u, v)v, u
)

g̃(u, u)g̃(v, v)− g̃(u, v)2 .

Let {e1, ..., en+1} be an orthonormal frame of M̃. Then the scalar curvature is:

τ = ∑
i<j

K
(
ei, ej

)
,

where i, j ∈ {1, ..., n + 1}.
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Let M be an orientable non-degenerate hypersurface immersed into M̃ and ξ a unit
normal vector field over M. Denote by X, Y and ∇ arbitrary two tangent vector fields to M
and the induced Levi-Civita connection. Then the formula of Gauss is

∇̃XY = ∇XY + h(X, Y),

where h is the second fundamental form of M [15].
Notice that g̃(h(X, Y), ξ) = g(AX, Y), where A is a (1, 1) tensor field, called shape oper-

ator or Weingarten map and g is the induced pseudo-Riemannian metric tensor. The eigen-
values κ1, ..., κn of A are called the principal curvatures of M. Mn is said to be totally geodesic
if A vanishes identically and totally umbilical if A = λI , where I is the identity on the
tangent bundle of M and λ a real constant [15]. Furthermore, the p−fundamental form of M
is introduced by χp(X, Y) = g(Ap−1X, Y), where Ap−1 = A ◦ A ◦ ... ◦ A︸ ︷︷ ︸

p−1 times

[16].

Let R be the Riemannian curvature tensor of M and X, Y, Z, W be arbitrary tangent
vector fields to M. Then the equation of Gauss is:

g(R(X, Y)Z, W) = g̃
(

R̃(X, Y)Z, W
)
+ g̃(h(X, W), h(Y, Z))− g̃(h(X, Z), h(Y, W)).

Denote by In and 0n the unit and zero matrices of order n, respectively. We next
provide the following remark, which we will use later:

Remark 1. Let M be an orientable non-degenerate hypersurface immersed into M̃. Denote by
I and A the corresponding matrices to the induced metric tensor and shape operator. Then the
Pythagorean-like formula (1) does not hold for A = 0n and A = ±In.

The proof is by contradiction. If A = 0n, then from (1), it follows that I2 = 0n,
which implies det I = 0. This is a contradiction because M is non-degenerate, namely I is
invertible. The same contradiction may be easily obtained by assuming A = ±In.

We end the section by highlighting that the original definition of Pythagorean-like
formula (see [6]) uses the basis of tangent vectors to the coordinate curves of given surface
and in such a case the matrix A is not necessary to be diagonal. In order to better adapt
to the study of isoparametric hypersurfaces in higher dimensions, we will get the basis of
principal directions to use (1).

3. Riemannian Settings

LetMn+1(c) denote an (n + 1)-dimensional Riemannian space form with c ∈ {−1, 0, 1}.
The standard models are the hyperbolic space Hn+1(−1), Euclidean space Rn+1 and
(n + 1)-sphere Sn+1(1). Throughout this section we will be interested in these stan-
dard models.

In the upper half space model, the hyperbolic space is:

Hn+1(−1) =

{
u = (u1, ..., un+2) ∈ Rn+2 :

n+1

∑
i=1

u2
i − u2

n+2 = −1, un+2 > 0

}
.

The (n + 1)-sphere Sn+1 is the unit hypersphere of Rn+2, namely:

Sn+1(1) =

{
u ∈ Rn+2 :

n+2

∑
i=1

u2
i = 1

}
.

Recall that a hypersurface M immersed into Mn+1(c) having constant principal cur-
vatures is said to be isoparametric [11]. In the following, we investigate Pythagorean
isoparametric hypersurfaces in three separate subsections.
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3.1. Hypersurfaces of the Euclidean Space

Let M be an isoparametric hypersurface in Rn+1 and A the corresponding matrix of
its shape operator. Hence, M is either a hyperplane with A = 0n or the hypersphere Sn(r)
with A = 1

r In or a spherical cylinder Sk(r)× Rn−k with A = 1
r Ik ⊕ 0n−k ([11]). Here ⊕

denotes the direct sum of matrices. Therefore we have the next result:

Theorem 1. Let M be a complete isoparametric hypersurface of Rn+1. If M is Pythagorean, then
it is isometric to Sn

(√
Φ
)

.

Proof. Assume that M is Pythagorean. According to Remark 1, we may neglect the
case that M is a hyperplane. Suppose that M is a spherical cylinder. Then we have
A2 =

(
1/r2)Ik ⊕ 0n−k and

I ·A =
1
r

Ik ⊕ 0n−k,

where Ik is the block matrix consisting of the first k rows and columns of I. Then (1) gives:

I2 = −
(

1
r2 −

1
r4

)
I2

k ⊕ 0n−k.

Because the induced metric is Riemannian, the matrix I is invertible and taking determinant
of both sides of this equation we get det I = 0, which is not possible. Then M cannot be
a spherical cylinder. The last scenario for M is being Sn(r) with A = 1

r In. In such a case,
(1) yields: (

r4 + r2 − 1
)

I2 = 0n.

Since I is invertible, we have the algebraic equation of degree 4

r4 + r2 − 1 = 0,

which has the only positive real root r =
√

Φ. This completes the proof.

As emphasized in Example 1, the sectional curvature of the Pythagorean hypersphere
Sn
(√

Φ
)

is K = ϕ and the scalar curvature is τ = (n
2)ϕ. Furthermore, the Gauss–Kronecker

curvature which corresponds to the determinant of A (in the Euclidean setting) is G = ϕn/2.

3.2. Hypersurfaces of the Hyperbolic Space

Let M be an isoparametric hypersurface in Hn+1(−1) := Hn+1 and u = (u1, ..., un+2) ∈
Rn+2. Then one of the following situations occurs ([17]):

1. M =
{

u ∈ Hn+1 ⊂ Rn+2 | uk = 0, 1 ≤ k ≤ n + 1
}

with A = 0k;

2. M =
{

u ∈ Hn+1 ⊂ Rn+2
∣∣uk = r, r ∈ (1, ∞), 1 ≤ k ≤ n + 1

}
with A =

√
r2−1
r In;

3. M =
{

u ∈ Hn+1 ⊂ Rn+2
∣∣un+2 = un+1 + 1

}
with A = In;

4. M = Hn+1 ∩ Sn(r) =
{

u ∈ Hn+1 ⊂ Rn+2 | u2
1 + ... + u2

n+1 = r2, r > 0
}

with

A =
√

r2+1
r In;

5. M = Hn+1 ∩ Sk(r) =
{

u ∈ Hn+1 ⊂ Rn+2 | u2
1 + ... + u2

k+1 = r2, r > 0
}

with

A =
√

r2+1
r Ik ⊕ r√

r2+1
In−k.

Notice that the above hypersurfaces in items (2), (3), (4) are isometric to Hn
(
− 1

r2

)
,

Rn and Sn(r), respectively. In the following we classify the Pythagorean isoparametric
hypersurfaces in Hn+1:

Theorem 2. Let M be a complete isoparametric hypersurface of Hn+1. If M is Pythagorean, then
it is isometric to Sn(√ϕ

)
.
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Proof. By the hypothesis, M may be one of the above items (1)–(5). However, according to
Remark 1, it is sufficient to consider the items (2), (4) and (5) and the corresponding cases:

Case (2). A =
√

r2−1
r In, with r ∈ (1, ∞). Then (1) implies:(

r4 + r2 − 1
)

I2 = 0n.

By using the positive definiteness of the induced metric tensor, we deduce:

r4 + r2 − 1 = 0,

which gives a contradiction because the equation has no roots in (1, ∞).
Case (4). A =

√
r2+1
r In, r > 0. Then (1) is:(

r4 − r2 − 1
)

I2 = 0n,

which gives r4 − r2 − 1 = 0. This algebraic equation has the only positive real root r =
√

ϕ,
which proves the result.

Case (5). A =
√

r2+1
r Ik ⊕ r√

r2+1
In−k, r > 0. We may choose an orthogonal frame of

M such that I is diagonal and A has the form of our assumption. By using the property
that a diagonal matrix commutes with other diagonal matrices, we conclude from (1) that:

I2
(
−In −A2 + A4

)
= 0n,

implying

r4 + 3r2 + 1 = 0,

r4 − r2 − 1 = 0.

From the previous system of two equations, one gets the contradiction 4r2 + 2 = 0. This
implies that the system has no real root.

Notice that one writes A =
√

ϕIn for the Pythagorean hypersurface Sn(√ϕ
)

in Hn+1

and hence its sectional curvature K = ϕ− 1 and the scalar curvature is τ = (n
2)(ϕ− 1).

3.3. Hypersurfaces of the Sphere

Let M be an isoparametric hypersurface of Sn+1(1) := Sn+1 having at most two
distinct principal curvatures. Then it is given by one of the following forms (see [17,18])

1. M =
{

u ∈ Sn+1 ⊂ Rn+2 | un+2 =
√

1− r2, r ∈ (0, 1)
}

with A =
√

1−r2

r In;

2. M = Sk(r1)× Sn−k(r2) with r2
1 + r2

2 = 1 and 1 ≤ k < n.

In (1) M is isometric to Sn; in (2) M is the generalized Clifford torus, with r1 = 1√
1+λ2

1

and r2 = 1√
1+λ2

2
, such that λ1 = r2/r1 and λ2 = −r1/r2 are the principal curvatures and

λ1λ2 = −1.

We present the Pythagorean isoparametric hypersurfaces of Sn+1 as follows:

Theorem 3. Let M be a complete isoparametric hypersurface with at most two distinct principal
curvatures in Sn+1. If M is Pythagorean, then it is isometric to Sn(Φ).

Proof. By the assumption, we have the above items (1) and (2). If A =
√

1−r2

r In, r ∈ (0, 1),
then (1) implies: (

r4 − 3r2 + 1
)

I2 = 0n,
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from where r4 − 3r2 + 1 = 0, because I is invertible. The only permissible root is r = Φ,
proving the result.

For the item (2), as in the proof of Theorem 2, an orthogonal frame of M may be
choosed such that I is diagonal and A has the form of our assumption. Then (1) is:

I2
(
−I −A2 + A4

)
= 0n,

which gives

r4
1 + r2

1r2
2 = r4

2,

r4
2 + r2

1r2
2 = r4

1.

By these equations, the contradiction 2r2
1r2

2 = 0 is obtained.

Since the shape operator matrix of the Pythagorean hypersurface Sn(Φ) in Sn+1 is A =(
1/
√

Φ
)
In, the sectional curvature is K = ϕ + 1 and the scalar curvature τ = (n

2)(ϕ + 1).

Summarizing Theorems 1–3, we have the following classification result:

Theorem 4 (Classification of Pythagorean isoparametric hypersurfaces of a Riemannian
space form). Let Mn+1(c), c ∈ {−1, 0, 1}, be an (n + 1)-dimensional Riemannian space form
and M a complete isoparametric hypersurface of Mn+1(c) (if the ambient space is the (n + 1)-
sphere, one considers M having at most two distinct principal curvatures). Then M is Pythagorean
if and only if it is totally umbilical with K = ϕ + c.

4. Lorentzian Settings

Let Mn+1
1 (c), c ∈ {−1, 0, 1}, be an (n + 1)-dimensional Lorentzian space form. As in

the Riemannian setting, we will be interested in the standard models, namely the Minkowski
space Rn+1

1 , anti-de Sitter space

Hn+1
1 (−1) =

{
u = (u1, ..., un+2) ∈ Rn+2

1 : −u2
1 +

n+2

∑
i=2

u2
i = −1

}

and de Sitter space

Sn+1
1 (1) =

{
u ∈ Rn+2

1 : −u2
1 +

n+2

∑
i=2

u2
i = 1

}
.

Here the non-degenerate metric of Rn+1
1 is of the form −du2

1 + ∑n+2
i=2 du2

i .
Let M be a hypersurface immersed into Mn+1

1 (c). In the case where the shape operator
A is diagonalizable, the hypersurface is said to be isoparametric if A has constant principal
curvatures [19]. In the present paper, we consider isoparametric hypersurfaces with
at most two mutually distinct constant principal curvatures in Mn+1

1 (c). Similar with
the Riemannian setting, we will investigate Pythagorean isoparametric hypersurfaces of
Mn+1

1 (c).

4.1. Hypersurfaces of the Minkowski Space

An isoparametric hypersurface M with at most two mutually distinct principal curva-
tures in Rn+1

1 is given by one of the following forms ([20]):
(1) Rn = {u ∈ Rn+1

1 | u1 = 0} with A = 0n,

(2) Hn(r) = {u ∈ Rn+1
1 | −u2

1 +
n+1
∑

i=2
u2

i = 1
r , r < 0} with A = ±

√
−rIn,

(3)Rk×Hn−k = {u ∈ Rn+1
1 | −u2

1 +
n+1
∑

i=k+2
u2

i = 1
r , r < 0}with A = ±

(
0k ⊕

√
−rIn−k

)
,
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(4) Rn
1 = {u ∈ Rn+1

1 | un+1 = 0} with A = 0n,

(5) Sn
1 (r) = {u ∈ Rn+1

1 | −u2
1 +

n+1
∑

i=2
u2

i = 1
r , r > 0} with A = ±

√
rIn,

(6)Rk×Sn−k
1 (r) = {u ∈ Rn+1

1 | −u2
1 +

n+1
∑

i=k+2
u2

i = 1
r , r > 0}with A = ±

(
0k ⊕

√
rIn−k

)
.

While the first three of above hypersurfaces are spacelike, the others are Lorentzian.
According to this classification, we consider the Pythagorean isoparametric hypersurfaces.

Theorem 5. Let M be a complete isoparametric hypersurface with at most two mutually distinct
principal curvatures in Rn+1

1 having diagonalizable shape operator. If M is Pythagorean, then it is
isometric to Hn(−ϕ) or Sn

1 (ϕ).

Proof. By the hypothesis and Remark 1, M may be one of the above items (2), (3), (5) and
(6). The observation of these items will be separate.

Cases (2) and (5). A = ±
√
−rIn, r < 0. Then (1) gives(

r2 + r− 1
)

I2 = 0n,

which implies r = −ϕ since I is invertible. Then M is isometric to Hn(−ϕ). A similar
calculation gives r = ϕ for the case A = ±

√
rIn, r > 0 and in such a case M is isometric to

Sn
1 (ϕ). Then the result follows.

Cases (3) and (6). A = ±
(
0k ⊕

√
−rIn−k

)
, r < 0. We have

A2 = 0k ⊕ (−r)In−k

and
I ·A = 0n−k ⊕ (±)

√
−rIk.

By these two equations, (1) implies:

I2 = 0n−k ⊕
(

r + r2
)

I2
k .

After taking determinant in both hand sides, we obtain the contradiction det I = 0.
By using a similar argument, we obtain a contradiction for the case A = ±

(
0k ⊕

√
rIn−k

)
,

too.

Notice that the sectional curvatures of the Pythagorean hypersurfaces Hn(−ϕ) and
Sn

1 (ϕ) are K = ±ϕ and the scalar curvatures τ = ±(n
2)ϕ.

4.2. Hypersurfaces of the Anti-de Sitter Space

An isoparametric hypersurface M with at most two mutually distinct principal curva-
tures in Hn+1

1 (−1) := Hn+1
1 is given by ([20]):

(1) Hn(r) = {u ∈ Hn+1
1 ⊂ Rn+2

2 | u1 =
√

1
r + 1, r ≤ −1} with A = ±

√
−1− rIn,

(2) Hk(r1)×Hn−k(r2) = {u ∈ Hn+1
1 ⊂ Rn+2

2 | −u2
1+

k+2
∑

i=3
u2

i = 1
r1

, −u2
2 +

n+2
∑

i=k+3
u2

i =

1
r2
}, ( 1

r1
+ 1

r2
= −1, r1, r2 < 0) with A = ±

(√
−1− r1Ik ⊕

(
−
√
−1− r2

)
In−k

)
.

(3) Rn
1 = {u ∈ Hn+1

1 ⊂ Rn+2
2 | u1 = un+2 + s0, s0 > 0} with A = ±In,

(4) Sn
1 (r) = {u ∈ Hn+1

1 ⊂ Rn+2
2 | u1 =

√
r+1

r , r > 0} with A = ±
√

r + 1In,

(5) Hn
1 (r) = {u ∈ Hn+1

1 ⊂ Rn+2
2 | un+2 =

√
− r+1

r , −1 ≤ r < 0}, A = ±
√

r + 1In,

(6) Sr
1(r1)×Hn−r(r2) = {u ∈ Hn+1

1 ⊂ Rn+2
2 | −u2

1 +
k+2
∑

i=3
u2

i = 1
r1

,−u2
2 +

n+2
∑

i=k+3
u2

i = 1
r2
},

( 1
r1
+ 1

r2
= 1, r1 > 0, r2 < 0), A = ±

(√
1 + r1Ik ⊕

√
1 + r2In−k

)
.
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Here the non-degenerate metric of Rn+2
2 is of the form −du2

1 − du2
2 + ∑n+2

i=3 du2
i . While

the first two of above hypersurfaces are spacelike, the others are Lorentzian. Then we have
the next result:

Theorem 6. Let M be a complete isoparametric hypersurface with at most two mutually distinct
principal curvatures in Hn+1

1 having diagonalizable shape operator. Then M is Pythagorean if and
only if it is isometric to either Hn(−(1 + ϕ)) or Sn

1 (Φ) or Sk
1(Φ)×Hn−k(−ϕ).

Proof. We may neglect the above item (3) according to Remark 1. We observe the other
items, separately.

Case (1). A = ±
√
−r− 1In, r ≤ −1. Then (1) gives:(

r2 + 3r + 1
)

I2 = 0n.

It follows that r2 + 3r + 1 = 0 since I is invertible. The only permissible root is r = −(1 + ϕ)
and hence M is isometric to Hn(−(1 + ϕ)).

Case (2). A = ±
(√
−1− r1Ik ⊕

(
−
√
−1− r2

)
In−k

)
, 1

r1
+ 1

r2
= −1, r1, r2 < 0. We write

A2 = −((1 + r1)Ik ⊕ (1 + r2)In−k)

and
A4 = (1 + r1)

2Ik ⊕ (1 + r2)
2In−k.

After choosing an orthogonal frame of M such that I is diagonal and A as in our case,
we conclude from (1) that:

I2
(
−In −A2 + A4

)
= 0n.

Then, it follows:

r2
1 + 3r1 + 1 = 0,

r2
2 + 3r2 + 1 = 0,

which have the roots r1, r2 ∈ {−1− ϕ, φ− 2}. Since 1
r1
+ 1

r2
= −1, we find a contradiction.

Cases (4) and (5). A = ±
√

r + 1In, r > 0. Then (1) gives:(
r2 + r− 1

)
I2 = 0n,

where r = Φ due to det I 6= 0. Then M is isometric to Sn
1 (Φ). For the case A = ±

√
r + 1In,

−1 ≤ r < 0, a contradiction may be obtained by a similar calculation.
Case (6). A = ±

(√
1 + r1Ik ⊕

(√
1 + r2

)
In−k

)
, 1

r1
+ 1

r2
= 1, r1 > 0, r2 < 0.

We choose an orthonormal frame of M such that I is diagonal. We then conclude from
(1) that:

I2
(
−In −A2 + A4

)
= 0n.

We have
A2 = (1 + r1)Ik ⊕ (1 + r2)In−k

and
A4 = (1 + r1)

2Ik ⊕ (1 + r2)
2In−k.

By replacing the values of A2 and A4, we obtain:

r2
1 + r1 − 1 = 0,

r2
2 + r2 − 1 = 0.
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The solutions are r1 = Φ and r2 = −ϕ. Then M is isometric to Sk
1(Φ)×Hn−k(−ϕ),

completing the proof.

Notice that the sectional curvatures of the Pythagorean hypersurfaces Hn(−(1 + ϕ))
and Sn

1 (Φ) are K = −1± ϕ and the scalar curvatures are τ = (n
2)(−1± ϕ).

4.3. Hypersurfaces of the de Sitter Space

An isoparametric hypersurface M with at most two mutually distinct principal curva-
tures in Sn+1

1 (1) := Sn+1
1 is given by ([20]):

(1) Rn = {u ∈ Sn+1
1 ⊂ Rn+2

1 | u1 = un+2 + s0, s0 > 0}, A = ±In,

(2) Sn(r) = {u ∈ Sn+1
1 ⊂ Rn+2

1 | u1 =
√

1
r − 1, 0 < r ≤ 1}, A = ±

√
1− rIn,

(3) Hn(r) = {u ∈ Sn+1
1 ⊂ Rn+2

1 | un+2 =
√

1− 1
r , r < 0}, A = ±

√
1− rIn,

(4) Sk(r1) ×Hn−k(r2) = {u ∈ Sn+1
1 ⊂ Rn+2

1 |
k+2
∑

i=1
u2

i = 1
r1

, −u2
1 +

n+2
∑

i=k+3
u2

i = 1
r2
},

( 1
r1
+ 1

r2
= 1, r1 > 0, r2 < 0), A = ±

(√
1− r1Ik ⊕

√
1− r2In−k

)
,

(5) Sn
1 (r) = {u ∈ Sn+1

1 ⊂ Rn+2
1 | un+2 =

√
1− 1

r , r ≥ 1}, A = ±
√

r− 1In,

(6) Sk(r1) × Sn−k
1 (r2) = {u ∈ Sn+1

1 ⊂ Rn+2
1 |

k+2
∑

i=2
u2

i = 1
r1

, −u2
1 +

n+2
∑

i=k+3
u2

i = 1
r2
},

( 1
r1
+ 1

r2
= 1, r1 > 0, r2 > 0), A = ±

(√
r1 − 1Ik ⊕

(
−
√

r2 − 1In−k
))

.

Here the non-degenerate metric of Rn+2
1 is of the form −du2

1 + ∑n+2
i=2 du2

i . While the
last two of above hypersurfaces are Lorentzian, the others are spacelike. We can state the
following theorem:

Theorem 7. Let M be a complete isoparametric hypersurface with at most two mutually distinct
principal curvatures in Sn+1

1 having diagonalizable shape operator. If M is Pythagorean, then it is
isometric to Hn(−Φ) or Sn

1 (1 + ϕ).

Proof. The above item (1) may be neglected according to Remark 1. We observe the other
items, separately.

Cases (2) and (3). A = ±
√
−r + 1In, 0 < r ≤ 1. Then (1) gives(

r2 − r− 1
)

I2 = 0n.

It follows that r2− r− 1 = 0 since I is invertible. However it has no root in the interval
(0, 1]. By a similar calculation, in the case r < 0 we may derive that M is isometric to
Hn(−Φ).

Case (4). A = ±
(√

1− r1Ik ⊕
(√

1− r2
)
In−k

)
, 1

r1
+ 1

r2
= 1, r1 > 0, r2 < 0.

We have
A2 = (1− r1)Ik ⊕ (1− r2)In−k

and
A4 = (1− r1)

2Ik ⊕ (1− r2)
2In−k.

After choosing an orthonormal frame of M such that I is diagonal, we conclude from
(1) that:

I2
(
−In −A2 + A4

)
= 0n.

Then, it follows:

r2
1 − r1 − 1 = 0,

r2
2 − r2 − 1 = 0,

which have the roots r1 = ϕ and r2 = −Φ. This however contradicts 1
r1
+ 1

r2
= 1.
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Case (5). A = ±
√

r− 1, r ≥ 1. Then (1) gives:(
r2 − 3r + 1

)
I2 = 0n,

where r = 1 + ϕ, due to det I 6= 0. Then M is isometric to Sn
1 (1 + ϕ).

Case (6). A = ±
(√

r1 − 1Ik ⊕
(
−
√

r2 − 1
)
In−k

)
, 1

r1
+ 1

r2
= 1, r1, r2 > 0.

We choose an orthonormal frame of M such that I is diagonal. We then conclude from
(1) that:

I2
(
−In −A2 + A4

)
= 0n.

We have
A2 = (r1 − 1)Ik ⊕ (r2 − 1)In−k

and
A4 = (r1 − 1)2Ik ⊕ (r2 − 1)2In−k.

By replacing the values of A2 and A4, we obtain:

r2
1 − 3r1 + 1 = 0,

r2
2 − 3r2 + 1 = 0.

The solutions are r1 = 1 + ϕ, r1 = 1−Φ and r2 = 1 + ϕ, r2 = 1−Φ. However this is not
possible since 1

r1
+ 1

r2
= 1; this completes the proof.

Notice that the sectional curvatures of the Pythagorean hypersurfaces Hn(−Φ) and
Sn

1 (1 + ϕ) are K = 1± ϕ and the scalar curvatures are τ = (n
2)(1± ϕ).

Summarizing the obtained results in Lorentzian ambient space, more precisely Theo-
rems 5–7, we give the following classification result:

Theorem 8 (Classification of Pythagorean isoparametric hypersurfaces of a Lorentzian
space form). Let M be a complete isoparametric hypersurface with at most two mutually distinct
principal curvatures in a Lorentzian space form Mn+1

1 (c), c ∈ {−1, 0, 1} having diagonalizable
shape operator. If M is Pythagorean, then it is either totally umbilical with K = ±ϕ+ c or isometric
to Sk

1(Φ)×Hn−k(−ϕ).

We point out that Sk
1(Φ)×Hn−k(−ϕ) is the only isoparametric Pythagorean hyper-

surface in our investigation which is not totally umbilical.
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