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#### Abstract

Problem statement: The initiation of a detonation in an explosive gaseous mixture in the high activation energy regime, in three space dimensions, typically leads to the formation of a singularity at one point, the "hot spot". It would be suitable to have a description of the physical quantities in a full neighborhood of the hot spot. Results of this paper: (1) To achieve this, it is necessary to replace the blow-up time, or time when the hot spot first occurs, by the blow-up surface in four dimensions, which is the set of all hot spots for a class of observers related to one another by a Lorentz transformation. (2) A local general solution of the nonlinear system of PDE modeling fluid flow and chemistry, with a given blow-up surface, is obtained by the method of Fuchsian reduction. Advantages of this solution: (i) Earlier approximate solutions are contained in it, but the domain of validity of the present solution is larger; (ii) it provides a signature for this type of ignition mechanism; (iii) quantities that remain bounded at the hot spot may be determined, so that, in principle, this model may be tested against measurements; (iv) solutions with any number of hot spots may be constructed. The impact on numerical computation is also discussed.
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## 1. Introduction

Observations of ignitions in explosive gaseous systems indicate that the process is initiated in localized regions called reaction centers, or "hot spots". This phenomenon is ubiquitous, from the combustion engine to stellar explosions [1-4], including engines using carbon-free fuels such as ammonia or hydrogen [5-7]. A given observer typically sees one of these hot spots to first form at a definite point in space and time. We have pointed out earlier [8] (Section 10.4) that the set of hotspots in the weak detonation problem forms a blow-up pattern in the sense of Fuchsian reduction [9]. Here, we give a more detailed description of the solutions of the relevant system of nonlinear PDEs, indicating quantities that could be measurable. We also show that the notion of blow-up time, namely, the time when a singularity first occurs in a given inertial frame, is physically meaningless. As a consequence, the hot spot in the laboratory frame loses physical significance and must be replaced by the set of all hot spots seen by different observers. They form the blow-up surface in the sense of reduction theory $[8,10]$, namely, the set of points at which a given solution presents a singularity. As we have shown in related contexts, reduction theory not only gives a precise description of singularity formation, it also enables its control by boundary action [11] and accounts for the possible concentration of energy or other quantities at the different blow-up points [12].

We first review the modeling assumptions (Section 2) and earlier results on the hot spot problem showing how our approach improves upon them (Section 3). Then, we perform a reduction analysis of the model, leading to a local representation of the general
solution (Sections 4 and 5). The effect of Lorentz transformations on blow-up patterns is then described in a general set-up, common to all applications (Section 6). Section 7 is devoted to a discussion of the results and outlines perspectives for further work. Section 8 summarizes the conclusions. The derivation of the equations from first principles, and their non-dimensionalization, are given in Appendices A and B respectively.

The main new results are: (i) The hot spot first recorded by a given observer is not the cause of ignition. (ii) The present solution of the relevant equations has a wider domain of validity than earlier ones, that are recovered as special limiting cases. (iii) Our approach provides a set of measurable quantities that may be viewed as a signature for this type of ignition mechanism. (iv) Special relativity is relevant for purely geometric and kinematical reasons, even when the relativistic effects on the chemistry are negligible.

## 2. The Weak Detonation Problem: Modeling Assumptions

Let us first review the modeling assumptions that seem to represent the current consensus [13]. For background information, see also references [1,4,14,17-30,32,34].

Since ignition occurs on a very small scale, it is reasonable to assume that dissipative and convective effects may be neglected. In that case, near each hot spot, the behavior of the gas may be assumed to be close to a spatially homogeneous explosion. This leads to the following assumptions:
(A1) One considers small perturbations of a uniform state.
(A2) The chemistry is modeled by a one-step, strongly exothermic irreversible reaction with the Arrhenius reaction rate.
(A3) The activation energy is large.
(A4) The reaction progresses so fast that the diffusion and convection effects are negligible.
(A5) Reactants and products are perfect fluids with the same specific heats; they may be considered as forming a single perfect fluid.
Assumption (A1) is usually expressed by saying that the detonation is "quasisteady". Since fluid elements have no time to drift appreciably away from the hot spot, it is usually called a "weak detonation". This detonation is similar to the "weak detonation" represented by a nearly vertical line connecting two points on two Hugoniot curves in the $p-v$ diagram. See [21] (p. 19) for details on terminology. Because of (A2), (A4) and (A5), one focuses on the reactive Euler equations with the Arrhenius reaction rate, recalled in Appendix A. Assumptions (A2)-(A4) suggest a choice of scales, leading to a non-dimensional form of the equations, namely, the system (A6) in Appendix B. It is obtained in two steps. One first introduces non-dimensional variables $t^{*}$ and $\mathbf{x}^{*}=\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}\right)$ and dependent variables $\mathbf{u}^{*}$, $T^{*}, p^{*}, \rho^{*}$ and $y^{*}$, that represent velocity, temperature, pressure, density and reactant mass fraction, respectively. One also introduces the dimensionless inverse activation energy $\theta$, the ratio of specific heats $\gamma$ and the non-dimensional heat release parameter $\beta$. Second, one expands $\mathbf{u}^{*}, T^{*}, p^{*}, \rho^{*}$ and $y^{*}$ in powers of $\theta^{-1}$ in the limit when $\theta$ is large.

$$
\begin{align*}
\mathbf{u}^{*} & =\frac{\mathbf{u}_{1}}{\theta}+\mathcal{O}\left(\frac{1}{\theta^{2}}\right)  \tag{1a}\\
T^{*} & =1+\frac{T_{1}}{\theta}+\mathcal{O}\left(\frac{1}{\theta^{2}}\right)  \tag{1b}\\
p^{*} & =1+\gamma \frac{p_{1}}{\theta}+\mathcal{O}\left(\frac{1}{\theta^{2}}\right)  \tag{1c}\\
\rho^{*} & =1+\frac{\rho_{1}}{\theta}+\mathcal{O}\left(\frac{1}{\theta^{2}}\right)  \tag{1d}\\
y^{*} & =1+\frac{y_{1}}{\theta}+\mathcal{O}\left(\frac{1}{\theta^{2}}\right) \tag{1e}
\end{align*}
$$

The factor $\gamma$ was introduced in the expansion of $p^{*}$ to make formulae simpler. This expansion reflects assumptions (A1) and (A3); $\theta$ is large and the variables describe a nearly
uniform state. Neglecting the terms in $\frac{1}{\theta^{2}}$, it follows that the specific internal energy $\varepsilon$ and the total specific energy $e$ are comparable, because the squared velocity is of order $\frac{1}{\theta^{2}}$ and

$$
e=\varepsilon_{0}+\frac{1}{\theta}\left(c_{v} T_{1}+q y_{1}\right)
$$

where $\varepsilon_{0}$ is the specific internal energy in the reference state.
Inserting (1) into (A6) and keeping contributions of order $\frac{1}{\theta}$, we obtain that the first correction to the uniform state is governed by the following nonlinear system, in which the dependent variables are $\left(\rho_{1}, \mathbf{u}_{1}, p_{1}, T_{1}, y_{1}\right)$, that represent the departure of the nondimensionalized density, fluid velocity, pressure, temperature and reactant mass fraction, respectively, from their values in the reference, constant state.

$$
\begin{align*}
\gamma p_{1} & =\rho_{1}+T_{1}  \tag{2a}\\
\partial_{t^{*}} \rho_{1}+\operatorname{div}^{*} \mathbf{u}_{1} & =0  \tag{2b}\\
\partial_{t^{*}} \mathbf{u}_{1}+\nabla^{*} p_{1} & =0  \tag{2c}\\
\partial_{t^{*}} y_{1} & =-\frac{1}{\beta} \exp T_{1}  \tag{2d}\\
\partial_{t^{*}} T_{1} & =(\gamma-1) \partial_{t^{*}} \rho_{1}+\gamma \exp T_{1} . \tag{2e}
\end{align*}
$$

More precisely, (A6a)-(A6c) and (A6e) directly imply (2a)-(2d); on the other hand, Equation (A7) yields, at leading order, the simple relation

$$
\begin{equation*}
\partial_{t^{*}}\left[T_{1}-(\gamma-1) p_{1}+\beta y_{1}\right]=0 \tag{3}
\end{equation*}
$$

Using (2d), Equation (3) is equivalent to (2e).
It suffices to determine $T_{1}, \mathbf{u}_{1}$ and $\rho_{1}$ from (2b)-(2d); one may then obtain $p_{1}$ from (2a) and $y_{1}$ from (3).

Limits on the validity of this expansion may be estimated as follows:

1. Reactant depletion $(y=0)$ corresponds to $y_{1} \approx-\theta$.
2. The term $T_{1} / \theta$ becomes comparable to unity when $T_{1}$ is of the order of $\theta$.
3. The replacement of (A7) by (3) requires that $\rho_{1} \theta^{-1} \partial_{t^{*}}\left[T^{*}+\beta y^{*}\right]$ is small.
4. The replacement of $D / D t^{*}$ by $\partial_{t^{*}}$ requires dropping $\theta^{-1} u_{1} \partial_{x^{*}} X \ll \partial_{t^{*}} X$ for each of the expressions $X$ to which this material derivative is applied.
The solutions of system (2) blow up in finite time and the final phase of rapid increase in temperature, just before singularity formation, is called thermal runaway. The hot spot for a given observer is thus very close to the point in spacetime where the first singularity of the system appears in his/her frame. However, it is merely part of a weak detonation locus, or blow-up set, described in this paper by the equation $t=\psi(x, y, z)$, where $\psi$ depends on space variables. This set represents "a locus of nonuniform ignition times, resulting from the nonuniform initial state, in which each fluid particle released its chemical energy at a different time" [28] (p. 1243). The hot spot in a given system corresponds to a spacetime point $\left(t_{0}, \mathbf{x}_{0}\right)$ such that $\psi$ becomes minimum at $\mathbf{x}_{0}$. We shall see that this point of spacetime is not a Lorentz invariant.

Two aspects of this problem are somewhat unusual and make many standard tools in the study of partial differential equations inappropriate. First, this initial phase of the process does not propagate as a wave, even though the equations are of hyperbolic type. Indeed, the hot spots observed by different observers are not causally related to one another. Ignition leads to the formation of a blow-up pattern in the sense of [9]. The second difficulty is that the temperature does not become infinite; the model ceases to be valid as soon as the variables $\rho_{1}$, etc., become of the order of $\theta$, or when the reactant is depleted $(y=0)$. Therefore, information on the limit as $T_{1}$ goes to infinity is indeed irrelevant; we need expressions that make sense for a large, but finite $T_{1}$. Before we obtain such expressions, let us review earlier approaches.

## 3. Earlier Results

Numerical work is made difficult by the blow-up singularity [15,22]. Therefore, perturbative approaches are preferred. Three perturbative methods of solution have been applied to this problem. The first method [16] consists, when there is only one space variable, called $x^{*}$, in introducing a shifted dimensionless time variable $\tilde{t}=t_{d}^{*}-t^{*}$, with $t_{d}^{*}$ constant and a self-similar variable $s=x^{*} / \tilde{t}$, such that the hot spot develops at time $\tilde{t}=0$, when the space coordinate vanishes. Thus, the fact that ignition at different points occurs at different times is neglected in the vicinity of the first hot spot. This leads to expansions involving $\tilde{t}^{n}(\ln \tilde{t})^{m}$, where $n$ and $m$ are integers. The expansions break down when $s=\mathcal{O}\left(\tilde{t}^{-1 / 2}\right)$; this self-similar scaling "does not quite span the entire hot spot" [16] (p. 439) and variables of the form $x^{*} / \tilde{t}^{m}$, with appropriate $m$, must be introduced. The second method [14] considers the limit in which $1 \gg(\gamma-1) / \gamma \gg \theta^{-1}$, in one space dimension; in this limit, (2e) decouples from the other equations. The hot spot is again investigated using a self-similar variable, leading to a further restriction on the validity of the expansion. The third approach [28] is to insert a small parameter $\mu$ in front of the space derivatives, making the spatial derivatives less important than the time derivatives and using $\mu$ as the expansion parameter. The result is a formal expansion involving $\tau=\psi\left(x^{*}, \mu\right)-t^{*}$, where $\psi\left(x^{*}, \mu\right)$, representing the ignition time at the location $x^{*}$, is itself expanded in powers of $\mu$. The method may be extended to three-dimensional situations. In all cases, the spatial gradient of $\psi$ must have length less than unity. In addition, one requires $\theta^{-1} \ll \mu=\theta^{1 / 3} \ll 1$, see [28] (p. 1258). The solution is not uniform as $\tau \rightarrow 0$.

The upshot of the above results is the following: The initiation of a weak detonation appears to be well represented by a solution of system (2), with a logarithmic singularity on a set of the form $t^{*}=\psi\left(\mathbf{x}^{*}\right)$. Ignition appears to start first at a spacetime point $\left(t_{0}^{*}, \mathbf{x}_{0}^{*}\right)$, such that $t_{0}^{*}=\psi\left(\mathbf{x}_{0}^{*}\right)$ and $\psi\left(\mathbf{x}^{*}\right)$ has a minimum for $\mathbf{x}^{*}=\mathbf{x}_{0}^{*}$, but only if one restricts one's attention to a neighborhood of $\mathbf{x}_{0}^{*}$ that shrinks as $t^{*}$ tends to the blow-up time $t_{0}^{*}=\psi\left(\mathbf{x}_{0}^{*}\right)$. It would be desirable to obtain a solution valid in a full neighborhood of the hot spot. This is the result of the present paper.

## 4. Strategy and Results

We obtain expansions describing singular solutions of the basic system (2), uniformly in the vicinity of the hot spot, yielding a domain of validity larger than that obtained via self-similar variables. We construct (Theorem 2) a convergent expansion for threedimensional solutions that contains powers and logarithms of $\tau:=\psi\left(\mathbf{x}^{*}\right)-t^{*}$, multiplied by functions of the space variables, assuming $|\nabla \psi|$ is small, which is appropriate near the minimum of $\psi$. If the hot spot appears for $\tau=0$, at $\mathbf{x}^{*}=0$, the expansion is valid in a set defined by inequalities of the form $\tau<0$ and $\left|\mathbf{x}^{*}\right|<\delta$ (we write $|\mathbf{x}|$ for the usual length of a 3-vector $\mathbf{x}$ ). Therefore, it is valid in a full neighborhood of the origin. It contains five freely specifiable functions of three variables that are called singularity data, including $\psi$. This number is the greatest possible, since there are five unknowns (density, temperature and the three components of velocity) that determine pressure and reactant mass fraction. The arbitrary functions may be interpreted in terms of the asymptotics of $T_{1}, \mathbf{u}_{1}$ and $\rho_{1}$, because, even though they may become very large at the hot spot, there are combinations of these variables that have well-defined limits as $t^{*} \rightarrow \psi\left(\mathbf{x}^{*}\right)$ and these limits have simple expressions in terms of the arbitrary functions-more precisely, the five functions (two scalar functions $\psi, \sigma_{0}$ and the three components of a 3 -vector $\mathbf{w}_{0}$ ). They are related to the asymptotics of the non-dimensionalized variables via

$$
\begin{gathered}
\rho_{1} / T_{1} \rightarrow \frac{|\nabla \psi|^{2}}{\gamma-|\nabla \psi|^{2}}, \\
\mathbf{u}_{1}-\frac{\nabla \psi}{\gamma-|\nabla \psi|^{2}} T_{1} \rightarrow \mathbf{w}_{0}-\frac{\nabla \psi}{\gamma-|\nabla \psi|^{2}} \ln \frac{1-|\nabla \psi|^{2}}{\gamma-|\nabla \psi|^{2}},
\end{gathered}
$$

and

$$
\rho_{1}-\mathbf{u}_{1} \cdot \nabla \psi \rightarrow \sigma_{0}-\mathbf{w}_{0} \cdot \nabla \psi
$$

The method leading to these results consists in integrating the system starting from the singularity. Thus, the solution is determined from the arbitrary functions in its singular expansion, i.e., by its singularity data on the blow-up surface, rather than by Cauchy data on some hypersurface away from the singularity (for the relation between Cauchy data and singularity data in a typical case, see [31]). While, in the Cauchy problem, the series solution is determined by its first few terms and contains only integral powers of the time variable, in singular problems such as this, the expansion involves logarithms and the arbitrary coefficients are not the first few coefficients of the series. More complicated functions, such as fractional powers, are required in some cases, but not here. There are general rules to perform the reduction and to predict the form of the solution [8]. In fact, a major advantage of the reduction technique is that it enables one to predict the form of the expansion to any order, without having to compute it, since this task is often unwieldy.

Simple applications of these results include the following.
(1) Recovering earlier results: Hot spots correspond to the minima of the function $\psi$, and the large activation energy regime is appropriate in a small neighborhood of these minima. This makes it easy to compare our solution to the three asymptotic approaches in Section 3. The results of the first method may be recovered by expanding our solution after introducing self-similar variables. Expanding our solution in powers of $\gamma$ leads to the second method. Inserting the parameter $\mu$, both in the expansion and in $\psi$, leads to the third method. Therefore, each of these is recovered as a particular limit of our solution. As already noted, the introduction of self-similar variables leads to a restriction in the domain of validity of the solution.
(2) Better approximation for large $\gamma$ : The second application of our expansions is the determination of the limits of validity of large activation energy asymptotics. System (2) was obtained from the reactive Euler equations by assuming the activation energy parameter $\theta$ to be large. This implies that one replaces the material derivative $\partial_{t}+\mathbf{u} \cdot \nabla$ by $\partial_{t}$. Indeed, $\mathbf{u} \approx \mathbf{u}_{1} / \theta$, so that the spatial derivative term is of higher order in an expansion in powers of $\theta$. Our results show that the neglected terms are smaller than the ones that have been kept if
the gradient of $\psi$ is small compared with $\gamma$,
where the detonation locus is given by $t^{*}=\psi\left(\mathbf{x}^{*}\right)$ in non-dimensional variables and $\gamma$ is the ratio of specific heats. This suggests that this approximation could be better in cases where $\gamma$ is large.
(3) Signature of detonation: The expansions obtained in this paper also enable one to compute quantities that remain finite at blow-up. They can be used as a characteristic signature of this ignition mechanism. This may also be used to monitor the quality of numerical schemes. More generally, the expansions may be used as a substitute for the numerical solutions precisely where the solution is large and mesh refinement may become unwieldy. More applications and perspectives are described in Section 7.

## 5. Reduction Analysis

We construct solutions of system (2) that become infinite when $t$ reaches a value $\psi(\mathbf{x})$ that depends on space. This reflects the expectation that ignition does not occur simultaneously everywhere. We first introduce new variables, identify the leading form of the expansion of the solution and prove that solutions with this behavior exist. Furthermore, we show that they are uniquely determined by some of the lower-order terms in the expansion and that these terms have a simple interpretation.

### 5.1. Introduction of the Detonation Locus

Let us first introduce new space and time variables:

$$
\tau=\psi\left(\mathbf{x}^{*}\right)-t^{*} ; \quad \xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\left(x_{1}^{*}, x_{2}^{*}, x_{3}^{*}\right) .
$$

We assume that $|\nabla \psi|<1$. The derivation operators transform as follows (we let $\left.\nabla_{\xi}=\left(\partial / \partial \xi_{1}, \partial / \partial \xi_{2}, \partial / \partial \xi_{3}\right)\right):$

$$
\begin{aligned}
\nabla^{*} & =\nabla_{\xi}+\left(\nabla^{*} \psi\right) \partial_{\tau} \\
\partial_{t}^{*} & =-\partial_{\tau} \\
\operatorname{div}^{*} \mathbf{u}_{1} & =\operatorname{div}_{\xi} \mathbf{u}_{1}+\left(\nabla^{*} \psi\right) \cdot \partial_{\tau} \mathbf{u}_{1} .
\end{aligned}
$$

In particular, $\nabla^{*} \psi=\nabla_{\xi} \psi$. For any expression $F(\xi)$ that does not depend on $\tau$, we write $\nabla F$ for $\nabla_{\zeta} F$. The set of spacetime points where $\tau=0$ represents the locus where the temperature becomes infinite. The actual detonation front is the locus where $T_{1}=\eta \theta$, where $\eta$ is a constant of order unity.

System (2), expressed in the new variables, can be written as

$$
\begin{align*}
\gamma p_{1} & =\rho_{1}+T_{1}  \tag{4a}\\
\partial_{\tau}\left[\rho_{1}-\mathbf{u}_{1} \cdot \nabla \psi\right] & =\operatorname{div}_{\xi} \mathbf{u}_{1}  \tag{4b}\\
\partial_{\tau}\left[\mathbf{u}_{1}-p_{1} \nabla \psi\right] & =\nabla_{\zeta} p_{1}  \tag{4c}\\
\partial_{\tau} T_{1} & =(\gamma-1) \partial_{\tau} p_{1}-\exp T_{1}  \tag{4d}\\
\partial_{\tau} y_{1} & =\frac{1}{\beta} \exp T_{1} . \tag{4e}
\end{align*}
$$

We now transform this system into an equivalent form that is easier to analyze.
Theorem 1. System (4) is equivalent to the system

$$
\begin{align*}
\gamma p_{1} & =\rho_{1}+T_{1}  \tag{5a}\\
\partial_{\tau} \rho_{1} & =\frac{1}{B}\left[A-(1-B) \exp T_{1}\right]  \tag{5b}\\
\partial_{\tau} \mathbf{u}_{1} & =\left(A-\exp T_{1}\right) \frac{\nabla \psi}{B}+\nabla_{\zeta} p_{1}  \tag{5c}\\
\partial_{\tau} T_{1} & =(\gamma-1) \frac{A}{B}-\alpha \exp T_{1}  \tag{5d}\\
\partial_{\tau} y_{1} & =\frac{1}{\beta} \exp T_{1}, \tag{5e}
\end{align*}
$$

where

$$
\begin{align*}
\alpha & =\frac{\gamma-|\nabla \psi|^{2}}{1-|\nabla \psi|^{2}}  \tag{6a}\\
A & =\operatorname{div}_{\tilde{\zeta}} \mathbf{u}_{1}+(\nabla \psi) \cdot \nabla_{\tilde{\zeta}} p_{1}  \tag{6b}\\
B & =1-|\nabla \psi|^{2} \tag{6c}
\end{align*}
$$

Proof. Equations (5a) and (5e) are identical with (4a) and (4e). Using (6), Equation (4c) yields (5c). The other equations are transformed as follows. Replace (4b) by the linear combination $(4 \mathrm{~b})+(\nabla \psi) \cdot(4 \mathrm{c})$; this yields

$$
\partial_{\tau}\left[\rho_{1}-p_{1}|\nabla \psi|^{2}\right]=A
$$

where $A$ is defined in (6). Using (4a), this relation is equivalent to

$$
\begin{equation*}
\partial_{\tau}\left[\left(\gamma-|\nabla \psi|^{2}\right) \rho_{1}-|\nabla \psi|^{2} T_{1}\right]=\gamma A \tag{7}
\end{equation*}
$$

Using (4a), Equation (4d) may be written as

$$
\partial_{\tau}\left[T_{1}-(\gamma-1) \rho_{1}\right]=-\gamma \exp T_{1} .
$$

Replace Equations (7) and (4e) by their linear combinations with coefficients $\left(\gamma-1, \gamma-|\nabla \psi|^{2}\right)$ and $\left(1,|\nabla \psi|^{2}\right)$, respectively; this yields (5b) and (5d). Retracing one's steps, one may conversely derive (4) from (5). This completes the proof.

Remark 1. System (6) does not give the derivative of $p_{1}$ directly. However, this derivative may be obtained by adding (5b) and (5c) and using (5a). We obtain

$$
\begin{equation*}
\partial_{\tau} p_{1}=\left(A-\exp T_{1}\right) / B . \tag{8}
\end{equation*}
$$

### 5.2. Removing the Leading Singularity

In the right-hand side of Equation (5d) for $T_{1}$, the most important term should be the exponential, since the process is driven by the reaction. Let us use this observation to obtain some heuristic information on the appropriate behavior of the variables near the singularity, before we set out to construct solutions with this behavior. If the exponential is dominant in the right-hand side of (5d), then $\partial_{\tau} T_{1} \approx-\alpha \exp T_{1}$ and we expect $T_{1} \approx \ln (1 / \alpha \tau)$. In that case, we have $\partial_{\tau} \rho_{1} \approx(B-1) B^{-1} \exp T_{1} \approx(B-1) /(\alpha B \tau)$, hence, we expect $\rho_{1} \approx k \ln (1 / \tau)$, with

$$
\begin{equation*}
k=\frac{1-B}{\alpha B}=\frac{|\nabla \psi|^{2}}{\gamma-|\nabla \psi|^{2}}=\frac{|\nabla \psi|^{2}}{\alpha B}=\frac{\gamma}{\alpha B}-1 . \tag{9}
\end{equation*}
$$

Finally, $\partial_{\tau} \mathbf{u}_{1} \approx-B^{-1} e^{T_{1}} \nabla \psi$; hence, the expected behavior $\mathbf{u}_{1} \approx(\alpha B)^{-1} \nabla \psi \ln (1 / \tau)$. Now, the term $\nabla_{\tilde{\zeta}} p_{1}=\gamma^{-1}\left(\rho_{1}+T_{1}\right)$ contains terms involving $\ln \tau$; hence, $\mathbf{u}_{1}$ involves terms in $\tau \ln \tau$. These considerations suggest the introduction of renormalized variables $(\Phi, R, \mathbf{U})$ by letting

$$
\begin{align*}
& T_{1}=\ln \frac{1}{\alpha \tau}+\varphi_{1}(\xi) \tau \ln \tau+\tau \Phi(\xi, \tau)  \tag{10a}\\
& \rho_{1}=\frac{|\nabla \psi|^{2}}{\alpha B} \ln \frac{1}{\tau}+\sigma_{0}(\xi)+\sigma_{1}(\xi) \tau \ln \tau+\tau R(\xi, \tau)  \tag{10b}\\
& \mathbf{u}_{1}=\frac{\nabla \psi}{\alpha B} \ln \frac{1}{\tau}+\mathbf{w}_{0}(\xi)+\mathbf{w}_{1}(\xi) \tau \ln \tau+\tau \mathbf{U}(\xi, \tau) \tag{10c}
\end{align*}
$$

These new dependent variables are renormalized in the sense that the "infinite part" of the solution was subtracted off and the remainder has been divided by an appropriate power of $\tau$. This analysis is an application of the general procedure described in [8] (§ 1.4). Using (2a), we now have

$$
\begin{equation*}
p_{1}=\left(\rho_{1}+T_{1}\right) / \gamma=\frac{1}{\alpha B} \ln \frac{1}{\tau}+\left(\sigma_{0}-\ln \alpha\right) / \gamma+\left(\sigma_{1}+\varphi_{1}\right) / \gamma+\tau(\Phi+R) / \gamma \tag{11}
\end{equation*}
$$

The main result of this section states that, once $\psi, \sigma_{0}$ and $\mathbf{w}_{0}$ are given, with $|\nabla \psi|<1$, the solution is completely and uniquely determined; $\sigma_{1}, \varphi_{1}$ and $\mathbf{w}_{1}$ may be found in closed form and the renormalized variables have expansions that may be computed inductively to any order, while the corresponding series converges if the data are analytic, or represent a very smooth function if the data are themselves very smooth.

Theorem 2. System (5) admits, near the origin, a family of solutions given by power series in $\tau$, $\tau \ln \tau$ and $\tau(\ln \tau)^{2}$, with coefficients depending on $\xi$, provided that $|\nabla \psi| \leq 1$ and

$$
\begin{align*}
\sigma_{1} & =-\frac{\tilde{A}}{\alpha B^{2}}[\gamma-1+(\gamma+1) B]  \tag{12a}\\
\varphi_{1} & =-\frac{\gamma-1}{2 B} \tilde{A}  \tag{12b}\\
\mathbf{w}_{1} & =-\frac{\tilde{A}}{2 \alpha B^{2}} \nabla \psi[\gamma-1+2 B]-\frac{1}{\gamma} \nabla k \tag{12c}
\end{align*}
$$

where $k$ is given by (9) and

$$
\begin{equation*}
\tilde{A}=\frac{\left(\gamma-|\nabla \psi|^{2}\right) \Delta \psi+4 \sum_{i, j} \psi_{i} \psi_{j} \psi_{i j}}{\left(\gamma-|\nabla \psi|^{2}\right)^{2}} \tag{13}
\end{equation*}
$$

The functions $\sigma_{0}$ and $\mathbf{w}_{0}$ and the function $\psi$ may be chosen arbitrarily; they determine all the other terms in the expansion.

Proof. For any quantity $X$, Taylor's expansion gives an analytic function $G_{2}$ such that $e^{X}=1+X+X^{2} G_{1}(X)$. Therefore,

$$
\begin{aligned}
e^{T_{1}} & =\frac{1}{\alpha \tau} \exp \left[\varphi_{1} \tau \ln \tau+\tau \Phi\right] \\
& =\frac{1}{\alpha \tau}+\frac{\varphi_{1}}{\alpha} \ln \tau+\frac{\Phi+G_{2}}{\alpha}
\end{aligned}
$$

where

$$
\begin{equation*}
G_{2}=G_{2}\left(\xi, \tau, \tau \ln \tau, \tau(\ln \tau)^{2}, \Phi\right)=\frac{\tau}{\alpha}\left(\varphi_{1} \ln \tau+\Phi\right)^{2} G_{1}\left(\varphi_{1} \tau \ln \tau+\tau \Phi\right) \tag{14}
\end{equation*}
$$

Additionally, (6), (10c) and (24) yield

$$
\begin{equation*}
A=\tilde{A} \ln \frac{1}{\tau}+A_{0}+A_{1} \tau \ln \tau+\tau \mathscr{A} \tag{15}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{A} & =\operatorname{div}_{\xi}\left(\frac{\nabla \psi}{\gamma-|\nabla \psi|^{2}}\right)+\nabla \psi \cdot \nabla_{\xi} \frac{1}{\gamma-|\nabla \psi|^{2}} \\
& =\frac{\Delta \psi}{\gamma-|\nabla \psi|^{2}}+2 \sum_{j} \psi_{j} \partial_{j} \frac{1}{\gamma-|\nabla \psi|^{2}} \\
& =\left(\gamma-|\nabla \psi|^{2}\right)^{-2}\left[\left(\gamma-|\nabla \psi|^{2}\right) \Delta \psi+4 \sum_{j, k} \psi_{i} \psi_{k} \psi_{j k}\right]
\end{aligned}
$$

and

$$
\begin{align*}
A_{0} & =\operatorname{div}_{\xi} \mathbf{w}_{0}+\nabla \psi \cdot \nabla_{\psi}\left(\sigma_{0}-\ln \alpha\right) / \gamma  \tag{16a}\\
A_{1} & =\operatorname{div}_{\xi} \mathbf{w}_{1}+\nabla \psi \cdot \nabla_{\xi}\left(\sigma_{1}+\varphi_{1}\right) / \gamma  \tag{16b}\\
\mathscr{A} & =\operatorname{div}_{\xi} \mathbf{U}+\nabla \psi \cdot \nabla_{\tilde{\xi}}(\Phi+R) / \gamma \tag{16c}
\end{align*}
$$

Note that

$$
\gamma \tilde{A}=(k+1) \Delta \psi+2 \nabla \psi \cdot \nabla k
$$

We may now determine $\varphi_{1}, \sigma_{1}$ and $\mathbf{w}_{1}$, and obtain the reduced equations for $R, \Phi$ and U. We let

$$
\mathscr{D}=\tau \partial_{\tau} .
$$

We substitute (10) into each of the Equations (5b)-(5d). The following calculations have a common pattern. In each case, the choice of the leading terms in (10) ensures that the leading order terms in the resulting equation vanish. The vanishing of the next terms (in $\tau \ln \tau$ ) determines $\varphi_{1}, \sigma_{1}$ and $\mathbf{u}_{1}$. Finally, dividing by $\tau$, one obtains a singular system for the renormalized unknowns, to which solutions are given by an existence result for singular initial-value problems. We now carry out this program.

From Equation (5b), we obtain

$$
\mathscr{D} \rho_{1}=A \tau / B-|\nabla \psi|^{2} \frac{\tau}{B} \exp \left(T_{1}\right),
$$

hence, using (10b) and (9),

$$
\begin{equation*}
-k+\sigma_{1} \tau(1+\ln \tau)+\tau(\mathscr{D}+1) R=\frac{\tau}{B} A-k\left[1+\varphi_{1} \tau \ln \tau+\tau\left(\Phi+G_{2}\right)\right] \tag{17}
\end{equation*}
$$

The first term on the right cancels with one of the terms on the left. Equating the coefficients of $\tau \ln \tau$, we obtain

$$
\begin{aligned}
\sigma_{1} & =-\frac{\tilde{A}}{B}-k \varphi_{1} \\
& =\frac{\tilde{A}}{2 B}[k(\gamma-1)-2] \\
& =\frac{\tilde{A}}{2 B} \frac{(\gamma-1)|\nabla \psi|^{2}-2\left(\gamma-|\nabla \psi|^{2}\right)}{\gamma-|\nabla \psi|^{2}} \\
& =\frac{\tilde{A}}{2 B} \frac{(\gamma+1)|\nabla \psi|^{2}-2 \gamma}{\alpha B}=-\frac{\tilde{A}}{\alpha B^{2}}[\gamma-1+(\gamma+1) B] .
\end{aligned}
$$

This proves (12a).
Dividing (17) by $\tau$ and using (9), the reduced equation for $R$ is obtained:

$$
\begin{equation*}
(\mathscr{D}+1) R+k \Phi=-\sigma_{1}+\frac{1}{B}\left[A_{0}+A_{1} \tau \ln \tau+\tau \mathscr{A}\right]-k G_{2} . \tag{18}
\end{equation*}
$$

From (5d), we obtain

$$
\mathscr{D} T_{1}=(\gamma-1) \frac{\tau A}{B}-\tau \alpha e^{T_{1}}
$$

hence,

$$
\begin{equation*}
-1+\varphi_{1} \tau(1+\ln \tau)+\tau(\mathscr{D}+1) \Phi=\frac{\gamma-1}{B}(\tau A)-1-\varphi_{1} \tau \ln \tau-\tau\left(\Phi+G_{2}\right) \tag{19}
\end{equation*}
$$

Equating the coefficients of $\tau \ln \tau$ and using (13), we obtain $\varphi_{1}=-\frac{\gamma-1}{B} \tilde{A}-\varphi_{1}$, or

$$
\varphi_{1}=-\frac{\gamma-1}{2 B} \tilde{A}
$$

This proves (12b).
Dividing (19) by $\tau$, the reduced equation for $\Phi$ is obtained:

$$
\begin{equation*}
(\mathscr{D}+2) \Phi=-\varphi_{1}+\frac{\gamma-1}{B}\left[A_{0}+A_{1} \tau \ln \tau+\tau \mathscr{A}\right]-G_{2} . \tag{20}
\end{equation*}
$$

From Equation (5c), we obtain

$$
\mathscr{D} \mathbf{u}_{1}=\tau\left(A-e^{T_{1}}\right) \frac{\nabla \psi}{B}+\tau \nabla_{\S} p_{1} .
$$

or

$$
\begin{align*}
& -\frac{\nabla \psi}{\alpha B}+\tau \mathbf{w}_{1}(1+\ln \tau)+\tau(\mathscr{D}+1) \mathbf{U} \\
& =\frac{\nabla \psi}{\alpha B}\left[\tau \alpha A-1-\varphi_{1} \tau \ln \tau-\tau\left(\Phi+G_{2}\right)\right]  \tag{21}\\
& \quad \\
& \quad+\nabla_{\xi}\left[\frac{\tau \ln (1 / \tau)}{\gamma-|\nabla \psi|^{2}}+\left(\sigma_{0}-\ln \alpha\right) \frac{\tau}{\gamma}+\frac{\varphi_{1}+\sigma_{1}}{\gamma} \tau^{2} \ln \tau+\frac{\tau^{2}}{\gamma}(\Phi+R)\right]
\end{align*}
$$

Equating the coefficients of $\tau \ln \tau$, we obtain, since $(\alpha B)^{-1}=(k+1) / \gamma$,

$$
\begin{aligned}
\mathbf{w}_{1} & =-\frac{\nabla \psi}{B} \tilde{A}-\frac{\nabla \psi}{\alpha B} \varphi_{1}-\nabla_{\xi} \frac{1}{\alpha B} \\
& =-\frac{\nabla \psi}{B} \tilde{A}+\frac{\nabla \psi}{\alpha B}(\gamma-1) \frac{\tilde{A}}{2 B}-\frac{1}{\gamma} \nabla_{\xi} k \\
& =\frac{\tilde{A}}{2 B} \nabla \psi\left[\frac{\gamma-1}{\gamma-|\nabla \psi|^{2}}-2\right]-\frac{1}{\gamma} \nabla_{\xi} k \\
& =\frac{\tilde{A}}{2 \alpha B^{2}} \nabla \psi\left[2|\nabla \psi|^{2}-(\gamma+1)\right]-\frac{1}{\gamma} \nabla_{\xi} k .
\end{aligned}
$$

This proves (12c).
Dividing (21) by $\tau$, the reduced equation for $\mathbf{U}$ is obtained:

$$
\begin{align*}
(\mathscr{D}+1) \mathbf{U} & +\frac{\nabla \psi}{\alpha B} \Phi  \tag{22}\\
=\quad- & \mathbf{w}_{1}+\frac{\nabla \psi}{B}\left[A_{0}+A_{1} \tau \ln \tau+\tau \mathscr{A}-G_{2} / \alpha\right] \\
& +\nabla_{\xi}\left[\left(\sigma_{0}-\ln \alpha\right) / \gamma+\frac{\varphi_{1}+\sigma_{1}}{\gamma} \tau \ln \tau+\frac{\tau}{\gamma}(\Phi+R)\right] .
\end{align*}
$$

It remains to prove that the renormalized unknowns admit the desired expansion. We start from the reduced system formed by (17), (20) and (22), namely

$$
\begin{aligned}
(\mathscr{D}+1) R+k \Phi= & -\sigma_{1}+\frac{1}{B}\left[A_{0}+A_{1} \tau \ln \tau+\tau \mathscr{A}\right]-k G_{2} \\
(\mathscr{D}+2) \Phi= & -\varphi_{1}+\frac{\gamma-1}{B}\left[A_{0}+A_{1} \tau \ln \tau+\tau \mathscr{A}\right]-G_{2} \\
(\mathscr{D}+1) \mathbf{U}+\frac{\nabla \psi}{\alpha B} \Phi= & -\mathbf{w}_{1}+\frac{\nabla \psi}{B}\left[A_{0}+A_{1} \tau \ln \tau+\tau \mathscr{A}-G_{2} / \alpha\right] \\
& +\nabla_{\xi}\left[\left(\sigma_{0}-\ln \alpha\right) / \gamma+\frac{\varphi_{1}+\sigma_{1}}{\gamma} \tau \ln \tau+\frac{\tau}{\gamma}(\Phi+R)\right] .
\end{aligned}
$$

Letting $\mathscr{X}=(R, \Phi, \mathbf{U})^{T}$, this system has the general form

$$
\begin{equation*}
(\mathscr{D}+A) \mathscr{X}=\mathbf{F}\left(\tau, \tau \ln \tau, \tau(\ln \tau)^{2}, \mathscr{X}, \tau \nabla_{\xi} \mathscr{X}\right) \tag{23}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{ccccc}
1 & k & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 \\
0 & \left(\partial \psi / \partial \xi_{1}\right) / \alpha B & 1 & 0 & 0 \\
0 & \left(\partial \psi / \partial \xi_{2}\right) / \alpha B & 0 & 1 & 0 \\
0 & \left(\partial \psi / \partial \xi_{3}\right) / \alpha B & 0 & 0 & 1
\end{array}\right)
$$

The essential features of this system are the presence of a factor of $\tau$ in front of every space derivative of a component of $\mathscr{X}$ and the fact that all the eigenvalues of $A$ are positive. This system admits a formal series in powers of $\tau, \tau(\ln \tau)$ and $\tau(\ln \tau)^{2}$ (using [8] (Theorem 2.4)), with coefficients depending only on $\xi$-they may be expressed explicitly in terms of the data characterizing the singularity, namely, $\psi, \sigma_{0}$ and $\mathbf{w}_{0}$. By [8] (Theorem 4.5), this series converges for a small $\tau$; it is real for $\tau$ real and positive, because, by induction, all the terms of its expansion are.

Remark 2. We record the expression for $p_{1}$ that follows from (10) and (5a):

$$
\begin{equation*}
p_{1}=\left(\rho_{1}+T_{1}\right) / \gamma=\frac{1}{\alpha B} \ln \frac{1}{\tau}+\frac{\sigma_{0}-\ln \alpha}{\gamma}+\frac{\varphi_{1}+\sigma_{1}}{\gamma} \tau \ln \tau+\frac{\tau}{\gamma}(\Phi+R) \tag{24}
\end{equation*}
$$

Remark 3. The singularity data $\left(\sigma_{0}, \mathbf{w}_{0}, \psi\right)$ have a simple meaning at a point where $\nabla \psi=0$. It is always possible to achieve this by performing a Lorentz transformation, since $|\nabla \psi|$ is small in the situation considered here. In that case, the leading terms in the expansions of $\rho_{1}$ and $\mathbf{u}_{1}$ vanish. Therefore the arbitrary functions $\sigma_{0}$ and $\mathbf{w}_{0}$ represent the density and Eulerian velocity at the first point of the hot spot. Further, we find that $\varphi_{1}$ and $\mathbf{w}_{1}$ vanish at this point and that $\sigma_{1}$ is proportional to $\Delta \psi$.

## 6. Lorentz Transformation and Blow-Up Patterns

We now show that the hot spot, defined as the first spacetime point where a singularity forms, is not a Lorentz invariant; therefore, it is not an intrinsic feature of the ignition process. Since this is a purely kinematical phenomenon, of general applicability, we explain our result in general terms. To apply it to the ignition problem, it suffices to set $f=\psi$ in what follows.

Let us consider a physical phenomenon that exhibits a singularity that is observed to take place along a singular locus $\Sigma$ described by an equation $t=f(x, y, z)$ with $f$ smooth, in a given inertial system (S), by an observer who labels events in his/her local Minkowski space with coordinates $(x, y, z, t)$. In this section, we establish that the first spacetime singularity for $(\mathrm{S})$, corresponding to the minimum of $f$, is not the first spacetime singularity for another inertial observer. To see this, let us perform a Lorentz transformation. By translation of variables, we may assume that $f$ admits a minimum for $x=y=z=0$. Adding a constant to $f$, we may also assume that $f(0,0,0)=0$. Since $f$ is minimum at the origin, there, we have $\partial_{x} f=\partial_{y} f=\partial_{z} f=0$. Since performing spatial rotations on coordinates does not change the value of the minimum of $f$, it suffices to consider a special Lorentz transformation in the $x$-direction:

$$
x^{\prime}=\gamma(x-v t) ; \quad t^{\prime}=\gamma\left(t-v x / c^{2}\right) ; \quad y^{\prime}=y, z^{\prime}=z, \quad \text { with } \gamma=\left(1-v^{2} / c^{2}\right)^{-1 / 2}
$$

The inverse transformation is given by

$$
x=\gamma\left(x^{\prime}+v t^{\prime}\right) ; \quad t=\gamma\left(t^{\prime}+v x^{\prime} / c^{2}\right) ; \quad y=y^{\prime}, z=z^{\prime} .
$$

Therefore, the equation of the singular set, namely, $t-f(x, y, z)=0$, becomes

$$
\begin{equation*}
F\left(t^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}, v\right):=\gamma\left(t^{\prime}+v x^{\prime} / c^{2}\right)-f\left(\gamma\left(x^{\prime}+v t^{\prime}\right), y^{\prime}, z^{\prime}\right)=0 \tag{25}
\end{equation*}
$$

Equation $F=0$ is an implicit equation for the singularity locus as viewed in ( $\mathrm{S}^{\prime}$ ). Since $\partial F / \partial t^{\prime}=\gamma\left(1-v f_{x}\left(\gamma\left(x^{\prime}+v t^{\prime}\right), y^{\prime}, z^{\prime}\right)\right)$ reduces to $\gamma$ at the origin (because $f_{x}=0$ there), the implicit function theorem enables one to locally solve equation $F=0$ in the form $t^{\prime}=g\left(x^{\prime}, y^{\prime}, z^{\prime}, v\right)$. Differentiating Equation (25) with respect to the primed variables, we obtain the following:

$$
\partial_{x^{\prime}} g=\frac{\partial_{x} f-v / c^{2}}{1-v \partial_{x} f}, \partial_{y^{\prime}} g=\frac{\gamma^{-1} \partial_{y} f}{1-v \partial_{x} f}, \partial_{z^{\prime}} g=\frac{\gamma^{-1} \partial_{z} f}{1-v \partial_{x} f^{\prime}}
$$

where $\partial_{x} f=\frac{\partial f}{\partial x}(x, y, z)=\frac{\partial f}{\partial x}\left(\gamma\left(x^{\prime}+v t^{\prime}\right), y^{\prime}, z^{\prime}\right), \partial_{x^{\prime}} g=\frac{\partial g}{\partial x^{\prime}}\left(x^{\prime}, y^{\prime}, z^{\prime}, v\right)$, and similarly for $\partial_{y} f, \partial_{z} f, \partial_{y^{\prime}} g, \partial_{z^{\prime}} g$.

Now, the places where $f$ exhibits an extremum ( $\partial_{x} f=\partial_{y} f=\partial_{z} f=0$, point $D$ on Figure 1) do not coincide with those where $g$ does ( $\partial_{x^{\prime}} g=\partial_{y^{\prime}} g=\partial_{z^{\prime}} g=0$, point $E$ on Figure 1). The location of the first singularity in the second system ( $S^{\prime}$ ) is obtained by solving the equation $\partial_{x^{\prime}} g=0$ in (S'); the same spacetime point $E$ would be obtained in (S) by solving $\partial_{x} f=v / c^{2}$ in (S). By contrast, in (S), the first singularity $D$ satisfies $\partial_{x} f=0$. The change in the spacetime point where the first singularity is observed may be seen geometrically in one space dimension (see Figure 1). Therefore, the first singularity in $\left(\mathrm{S}^{\prime}\right)$ does not correspond to the same spacetime point as the first singularity in (S). The first hot spot in a given inertial system is not the cause of ignition and has no intrinsic
physical significance. By contrast, the blow-up set is a well-defined geometric object and its geometric characteristics are physically meaningful.


Figure 1. Illustration of the transformation of the first hot spot under a Lorentz transformation. The singular set $\Sigma$ (in blue) has equation $t=f(x)$ in a two-dimensional Minkowski space, for an observer with rectangular coordinates $(t, x)$. The time of the first singularity corresponds, for this observer, to the spacetime point $D$. For another inertial observer, his/her time and space axes are slanted lines, as indicated, and the first singularity is observed at a different spacetime point $E$, that may be constructed by finding the tangent to $\Sigma$ (in red) parallel to the $x^{\prime}$-axis.

## 7. Discussion and Perspectives

### 7.1. Detonation Signature

The preceding results lead to the identification of combinations of physical quantities that admit limits on the detonation front. Indeed, Theorem 2 shows that the following combinations of the unknowns tend to a finite limit at the singularity (as $\tau \rightarrow 0$ ):

$$
\begin{align*}
\rho_{1}-\mathbf{u}_{1} \cdot \nabla \psi & \rightarrow \sigma_{0}-\mathbf{w}_{0} \cdot \nabla \psi  \tag{26a}\\
\rho_{1} / T_{1} & \rightarrow k  \tag{26b}\\
\mathbf{u}_{1}-\frac{\nabla \psi}{\alpha B} T_{1} & \rightarrow \mathbf{w}_{0}+\frac{\nabla \psi}{\alpha B} \ln \alpha  \tag{26c}\\
|\nabla \psi|^{2} T_{1}-\left(\gamma-|\nabla \psi|^{2}\right) \rho_{1} & \rightarrow-|\nabla \psi|^{2} \ln \alpha-\left(\gamma-|\nabla \psi|^{2}\right) \sigma_{0}  \tag{26~d}\\
(\mathscr{D}-1) \exp T_{1} & \rightarrow \varphi_{1} / \alpha . \tag{26e}
\end{align*}
$$

where the quantities $\alpha, B$ and $\varphi_{1}$ are determined in terms of the arbitrary functions (see Theorems 1 and 2). In particular, when $\nabla \psi=0$ - that is, on the hot spot in the inertial frame at hand -the leading order infinities vanish in the expressions for the density and Eulerian velocities and we obtain the simple result

$$
\begin{align*}
\rho_{1} & \rightarrow \sigma_{0}  \tag{27a}\\
\mathbf{u}_{1} & \rightarrow \mathbf{w}_{0}  \tag{27b}\\
(\mathscr{D}-1) \exp T_{1} & \rightarrow \varphi_{1} / \alpha . \tag{27c}
\end{align*}
$$

These limiting behaviors, (26) and (27), give a characteristic signature of this detonation mechanism, that might be tested against measurements.

The fact that the first hot spot is not the cause of ignition is reflected in the fact that $\psi$ is not a constant. The fact that the blow-up pattern is curved in general is reflected in the dependence of the coefficient $\sigma_{1}$ (in the expansion of the density) on the second-order derivatives of $\psi$, see (12a) and (13).

A particularly simple limiting behavior is $\rho_{1} / T_{1} \rightarrow k$, where, we recall (see (9) and (6)), $k$ only depends on the ratio of specific heats and the length of the gradient of $\psi$, that is, on
the normal velocity in $(S)$ of the detonation front. An overview of measurement techniques may be found in the second chapter of [32]; see also recent papers, such as [6,34].

### 7.2. Other Asymptotics

In this paper, we assume that the three spatial variables are scaled using the same characteristic length $\ell_{0}$. It would be interesting to introduce different scalings, since some measurements are performed on thin domains, that are essentially two-dimensional [33,34]. The gap width plays the role of a second small parameter, in addition to the inverse activation energy. The detonation signature could exhibit a marked dependence on gap width, which would be consistent with the results of $[33,34]$.

An important application of much current interest is the possibility of introducing ammonia rather than methane in fuel composition, since the former does not contain carbon. The literature is extensive [5-7]. This would have obvious advantages from the environmental point of view. It would be of interest to determine the non-dimensional parameters for different fuel compositions.

### 7.3. Relativistic Effects

The fact that the first hot spot for one observer may not be the first for another is a consequence of the kinematics of special relativity, irrespective of the importance of relativistic effects on the chemistry. This being said, there are two ways to introduce further relativistic effects in this problem. The first is to consider situations in which relativistic effects are significant, as in astrophysics. The second would be to repeat measurements such as those of $[33,34]$ in a moving frame. For instance, one could set the cell used in these measurements in rapid rotation and perform measurements in the (stationary) laboratory frame. One could similarly consider a circular shock tube. Such measurements are perhaps feasible; their interpretation would depend on the importance of inertial effects.

## 8. Conclusions

(1) When a singularity is formed along a smooth hypersurface of Minkowski spacetime, with an equation of the form $\tau:=t-\psi(x, y, z)=0$, the spacetime location of the first hot spot is not a Lorentz invariant. This is a consequence of the Lorentz transformation between observers in special relativity and is independent of the size of the relativistic effects in the modeling of the physical situation that led to singularity-formation. However, the set of all singularities seen by all observers is a well-defined geometric object-the blow-up set.
(2) These ideas apply to the weak detonation problem. We have solved the appropriate system of PDEs, in the limit of high activation energy, by integrating them from singularity data given on the blow-up set, or detonation locus, and obtained a general solution of the equations. It contains the maximum number of arbitrary functions, namely, five. This solution improves earlier results in three respects: (i) It provides a description of the solution that is valid when it is large, but not infinite; in the weak detonation problem, the temperature never becomes actually infinite. (ii) It identifies which combinations of physical quantities remain finite at blow-up. (iii) It takes into account the kinematics of special relativity.
(3) In addition, the arbitrary functions $\left(\sigma_{0}, \mathbf{w}_{0}, \psi\right)$ in the general solution admit a physical interpretation in terms of the behavior of density, velocity and temperature at the singularity. This provides a signature for this type of ignition mechanism.
(4) Perspectives include the following: (i) a similar asymptotic study for nearly twodimensional situations used in some measurements; (ii) the measurement of a detonation signature on the basis of the limiting behavior of the physical quantities, including the curvature of the blow-up pattern; (iii) the inclusion of the relativistic effects in the chemistry; (iv) the impact of fuel composition, especially the inclusion of hydrogen or ammonia in the mix, on the non-dimensional parameters, therefore on the domain of validity of this ignition mechanism.
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## Appendix A. Derivation of the Basic System

Let us consider a reactive fluid, with reactant mass fraction $y$ (i.e., one gram of fluid contains $y$ grams of reactant and $1-y$ grams of reaction products). The overall reaction is modeled by a one-step irreversible reaction in the form $A_{1} \longrightarrow A_{2}$, where the reactant $A_{1}$ and the product $A_{2}$ have the same specific heats $c_{p}$ and $c_{v}$, as well as the same molar mass $\mu$. This makes it possible to consider $A_{1}$ and $A_{2}$ as forming a single perfect fluid, with density $\rho$, specific volume $v=1 / \rho$, Eulerian velocity $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right)$, pressure $p$ and temperature $T$, that all vary with in space and time. Therefore, the equation of state is

$$
\frac{p}{\rho}=p v=\frac{R}{\mu} T
$$

where $R$ is the perfect gas constant, $\gamma=c_{p} / c_{v}$, and

$$
\frac{R}{\mu}=c_{p}-c_{v}=(\gamma-1) c_{v}
$$

The specific internal energy is

$$
\varepsilon=c_{v} T+q y=\frac{p / \rho}{\gamma-1}+q y
$$

where the constant $q$ is the heat release rate. The total specific energy is

$$
e=\varepsilon+\frac{1}{2} u^{2}
$$

where $u^{2}=\mathbf{u} \cdot \mathbf{u}$. The reaction rate is given by the Arrhenius law

$$
\begin{equation*}
\frac{D y}{D t}=r(y, t):=-A y \exp \left(-\frac{E}{R T}\right) \tag{A1}
\end{equation*}
$$

where $A$ and $E$ are constants.
To write the conservation laws, let us introduce the material derivative operator

$$
\frac{D}{D t}=\frac{\partial}{\partial t}+\sum_{i=1}^{3} u_{i} \frac{\partial}{\partial x_{i}}
$$

Mass, momentum and energy conservation read

$$
\begin{align*}
\frac{D \rho}{D t}+\rho \operatorname{div} \mathbf{u} & =0  \tag{A2a}\\
\frac{D \mathbf{u}}{D t}+\frac{1}{\rho} \nabla p & =0  \tag{A2b}\\
\rho \frac{D e}{D t}+\operatorname{div}(p \mathbf{u}) & =0 \tag{A2c}
\end{align*}
$$

$\mathrm{By}(\mathrm{A} 2 \mathrm{a}), \rho_{t}+\operatorname{div}(\rho \mathbf{u})=0$. Therefore,

$$
\begin{aligned}
\operatorname{div}(p \mathbf{u}) & =p \operatorname{div} \mathbf{u}+\mathbf{u} \cdot \nabla p \\
& =-\frac{p}{\rho} \frac{D \rho}{D t}-\rho \mathbf{u} \frac{D \mathbf{u}}{D t} \\
& =\rho \frac{D}{D t}\left[\frac{p}{\rho}-\frac{1}{2} u^{2}\right]-\frac{D p}{D t} .
\end{aligned}
$$

In addition, $p / \rho=\left(c_{p}-c_{v}\right) T$. On the other hand,

$$
\rho \frac{D e}{D t}=\rho \frac{D}{D t}\left[c_{v} T+q y+\frac{1}{2} u^{2}\right] .
$$

Therefore, Equation (A2c) takes the form

$$
\rho \frac{D e}{D t}+\operatorname{div}(p \mathbf{u})=\rho \frac{D}{D t}\left\{\left[c_{v} T+q y+\frac{1}{2} u^{2}\right]+\left[\left(c_{p}-c_{v}\right) T-\frac{1}{2} u^{2}\right]\right\}-\frac{D p}{D t} .
$$

Using the Arrhenius law,

$$
\begin{equation*}
\rho c_{p} \frac{D T}{D t}-\frac{D p}{D t}=-\rho q \frac{D y}{D t}=-\rho q r=A \rho q y \exp \left(-\frac{E}{R T}\right) \tag{A3}
\end{equation*}
$$

To sum up, we have to solve the following system:

$$
\begin{align*}
p & =(\gamma-1) c_{v} \rho T  \tag{A4a}\\
\frac{D \rho}{D t}+\rho \operatorname{div} \mathbf{u} & =0  \tag{A4b}\\
\frac{D \mathbf{u}}{D t}+\frac{1}{\rho} \nabla p & =0  \tag{A4c}\\
\rho c_{p} \frac{D T}{D t}-\frac{D p}{D t} & =A \rho q y \exp \left(-\frac{E}{R T}\right)  \tag{A4d}\\
\frac{D y}{D t} & =-A y \exp \left(-\frac{E}{R T}\right) \tag{A4e}
\end{align*}
$$

The objective is to solve this system in the limit when the activation energy $E$ is large.

## Appendix B. Non-Dimensionalization

## Appendix B.1. Non-Dimensional Variables

Let us introduce a reference state characterized by the values $p_{0}, \rho_{0}, T_{0}$ and $y_{0}$, a reference length $\ell_{0}$ and reference time $t_{0}$. They determine $u_{0}=\ell_{0} / t_{0}$. We introduce scaled variables by

$$
x^{*}=\frac{x}{\ell_{0}} ; \quad t^{*}=\frac{t}{t_{0}} ; \quad p^{*}=\frac{p}{p_{0}} ; \quad \mathbf{u}^{*}=\frac{\mathbf{u}}{u_{0}} ; \quad \rho^{*}=\frac{\rho}{\rho_{0}} ; \quad y^{*}=\frac{y}{y_{0}} ; \quad T^{*}=\frac{T}{T_{0}} .
$$

We take $y_{0}=1$ and assume the equation of state holds for the reference state $p_{0}=$ $(\gamma-1) c_{v} \rho_{0} T_{0}$. The velocity $c_{0}=\sqrt{\gamma p_{0} / \rho_{0}}$ determines the acoustic time $t_{a}=\frac{\ell_{0}}{c_{0}}$. The main non-dimensional parameters for the present analysis are

$$
\begin{aligned}
\theta & =E / R T_{0} \quad \text { (non-dimensional activation parameter) } \\
t_{r} & =A^{-1} \exp \theta \quad \text { (initial reaction time) } \\
c_{0} & =\sqrt{\gamma p_{0} / \rho_{0}} \\
M & =\frac{t_{a}}{t_{0}}=\frac{u_{0}}{c_{0}} \quad \text { (Mach number) } \\
\beta & =\frac{q y_{0}}{c_{p} T_{0}} \quad \text { (heat release parameter). }
\end{aligned}
$$

Substituting these relations into (A4), we obtain

$$
\begin{align*}
p^{*} & =\rho^{*} T^{*}  \tag{A5a}\\
\frac{D \rho^{*}}{D t^{*}}+\rho^{*} \operatorname{div}^{*} \mathbf{u}^{*} & =0  \tag{A5b}\\
\rho^{*} \frac{D \mathbf{u}^{*}}{D t^{*}}+\frac{1}{\gamma M^{2}} \nabla^{*} p^{*} & =0  \tag{A5c}\\
\rho^{*} \frac{D T^{*}}{D t^{*}}-\frac{\gamma-1}{\gamma} \frac{D p^{*}}{D t^{*}} & =\frac{t_{0}}{t_{r}} \beta \rho^{*} y^{*} \exp \left[\theta-\frac{\theta}{T^{*}}\right]  \tag{A5d}\\
\frac{D y^{*}}{D t^{*}} & =-\frac{t_{0}}{t_{r}} y^{*} \exp \left[\theta-\frac{\theta}{T^{*}}\right] . \tag{A5e}
\end{align*}
$$

## Appendix B.2. Choice of Time and Length Scales

The modeling assumptions (A2-A4) translate into the following choices:

- Fix the reference time $t_{0}$ by $t_{0} / t_{r}=1 /(\beta \theta)$.
- Fix the reference length so that $M=1$. That means $t_{a}=t_{0}$, or $\ell_{0}=c_{0} t_{0}$.

To express the compatibility of these assumptions, we relate $M$ and $\theta$. First,

$$
M=\frac{t_{a}}{t_{0}}=\frac{t_{a}}{t_{r}} \beta \theta=\frac{t_{a}}{A^{-1} \exp \theta} \frac{q y_{0}}{c_{p} T_{0}} \theta .
$$

Therefore, since $t_{a}=t_{0}$,

$$
M=1=A \beta \theta t_{a} e^{-\theta}
$$

The assumptions $M=1$ and $\theta \gg 1$ are compatible if $A \beta$ is large; this is consistent with the assumption that the reaction is strongly exothermic. Additionally, since $t_{0} \ll t_{r}$ for $\beta \theta \gg 1$, the reaction proceeds slowly with respect to the reference time scale $t_{0}$.

With these assumptions, the dimensionless equations become

$$
\begin{align*}
p^{*} & =\rho^{*} T^{*}  \tag{A6a}\\
\frac{D \rho^{*}}{D t^{*}}+\rho^{*} \operatorname{div}^{*} \mathbf{u}^{*} & =0  \tag{A6b}\\
\rho^{*} \frac{D \mathbf{u}^{*}}{D t^{*}}+\frac{1}{\gamma} \nabla^{*} p^{*} & =0  \tag{A6c}\\
\rho^{*} \frac{D T^{*}}{D t^{*}}-\frac{\gamma-1}{\gamma} \frac{D p^{*}}{D t^{*}} & =\frac{1}{\theta} \rho^{*} y^{*} \exp \left[\theta-\frac{\theta}{T^{*}}\right]  \tag{A6d}\\
\frac{D y^{*}}{D t^{*}} & =-\frac{1}{\beta \theta} y^{*} \exp \left[\theta-\frac{\theta}{T^{*}}\right] \tag{A6e}
\end{align*}
$$

Multiplying (A6e) by $\beta \rho^{*}$ and adding the result to (A6d) yields

$$
\begin{equation*}
\left(\rho^{*}-1\right) \frac{D}{D t^{*}}\left[T^{*}+\beta y^{*}\right]+\frac{D}{D t^{*}}\left[T^{*}-\frac{\gamma-1}{\gamma} p^{*}+\beta y^{*}\right]=0 . \tag{A7}
\end{equation*}
$$
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