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Abstract

:

As an environmentally friendly and high-calorific natural gas, coalbed methane (CBM) has become one of the world’s most crucial unconventional energy sources. Undoubtedly, it is necessary to conduct in-depth research on reservoir exploration methods to ensure high and stable CBM production in the development stage. However, current methods have disadvantages such as high cost, complex devices, and poor terrain adaptability, and therefore they are unsuitable for reasonable monitoring of CBM reservoirs. In contrast, electromagnetic prospecting methods are increasingly widely employed in the rapid delineation of conductive distributions, contributing a lot to in-situ reservoir interpretation. Furthermore, a natural source Super-Low Frequency electromagnetic component method (i.e., the SLF method for short) has been proposed and applied with high potential in a CBM enrichment area, Qinshui Basin, China. In this paper, this method is thoroughly discussed. The magnetic component responses of the SLF method can be used as the characteristic responses of subsurface layers, and the forward modeling algorithms using the finite element method have been successfully developed and verified. On this basis, the direct depth transformation and one-dimensional nonlinear regularization inversion algorithms of the magnetic component responses are proposed for geo-object interpretation. With the help of the empirical mode decomposition (EMD), an SLF data processing workflow is demonstrated theoretically and practically, which is integrated into a portable instrument. The instrument’s ability to identify the low-resistivity reservoirs and their surrounding rocks has been proved by field survey. The extraction of electromagnetic radiation (EMR) anomalies also helps to refine the reservoir interpretation with higher accuracy. A joint comparative inversion test between the SLF method and the audio-magnetotelluric method (AMT) is also addressed, demonstrating that the SLF method is reliably applicable in the field survey of CBM reservoirs. A preliminary statistical analysis shows that the depth resolution of CBM reservoirs can reach the order of tens of meters. Therefore, the SLF method is expected to become one of the most potential options for in-situ CBM exploration with a cost-effective interpretation capability.
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1. Introduction


Coalbed methane (CBM) has become one of the most important strategic energy sources with high economic value [1]. As is known to all, the energy “supply-demand” contradiction is becoming increasingly intense, so the exploration and development of CBM reservoirs have been listed in the long-term energy planning of many countries. However, the “Achilles’ heel” herein lies in the difficulty of the accurate and reliable exploration and investigation of CBM resources [1,2,3]. Until now, the exploration efficiency of CBM is still low, and the deep reservoir evaluation is approximately out of reach [4]. Besides, the fast, economical and efficient coal reservoir exploration and gas-bearing evaluation in drainage and recovery still lack the support of exploration mechanism, technology, and interpretation means [5,6,7,8].



Fortunately, natural source electromagnetic methods have great potential for meeting the needs of the high cost performance, high efficiency, and strong terrain adaptability in CBM exploration [9,10]. With the advantages of the portable equipment and cost-effective ability, the subsurface sounding methods using Super-Low Frequency or Audio Frequency electromagnetic responses have gradually become an important choice for the CBM industry [11]. The predecessors firstly introduced the magnetotelluric (MT) sounding, which collected time series data with the impedance tensor calculated as the ratio of electric field and magnetic field components and performed the forward modeling and inversion to obtain the geoelectric profiles used to interpret the stratum [12,13,14,15]. In a field survey, electromagnetic signal processing should be utilized to reduce the influence of the non-plane wave part from noise sources, including geological noise, human noise, and field source noise. The collection time, sampling rate, and noise types need to be fully considered, and then the reasonable impedance tensor estimation should be finally developed with the results convenient for the following inversion [16]. According to long-term observations, field source noise can be eliminated if the collection time is long enough and the electromagnetic environment is ideal. Geological noise caused by the terrain fluctuations could be extracted and removed using the GB decomposition of impedance tensor, static shift correction, or strip terrain inversion [17,18,19]. In fact, most of the natural source noise comes from human noise, that is, the power frequency interference [20]. As for Gaussian components in the interference, traditional methods achieve signal-to-noise separation via statistical analysis, such as the robust statistical method and the far reference channel demising [21,22], thus effectively suppressing uncorrelated noise [23]. However, the total signal is non-stationary and has prominent non-Gaussian characteristics. In recent years, several denoising methods have also been developed based on higher-order statistics methods and wavelet analysis [24,25,26]. In recent years, Empirical Mode Decomposition (EMD) is gradually becoming a popular method for nonlinear and non-stationary signal processing [27]. Without any prior knowledge, the electromagnetic signal is adaptively decomposed into multiple intrinsic mode functions and then analyzed for suppressing human noise [28]. Nevertheless, there is no optimal solution for data processing.



Regarding MT inversion, optimization algorithms are used to infer the electrical distribution of the model by fitting the observed data with the theoretical model responses. The robustness of inversion can be evaluated via forward model simulations, sensitivity tests, and accuracy tests [29,30]. MT inversion has gradually been extended from classical 1-D and 2-D cases to 3-D and anisotropic cases [31,32,33]. However, although the inversion is logically rigorous, there are still problems in the practical applications: (1) high calculation cost. Multiple forward simulations and sensitivity matrix calculations must be completed with high-performance hardware platforms and well-designed algorithms; (2) multi-solution problem. Different norms, objective functions, and iterative formulas lead to the uncertainty of inversion results. Therefore, classical MT sounding has not been widely promoted in field exploration, especially for coal reservoirs [34,35].



Current electromagnetic methods used to infer gas-rich structures mainly rely on conductive imaging combined with other geophysical constraints. As discussed above, the impedance or magnetic ratio responses are used to eliminate the incident field to obtain the internal signal related to the underground structures [36]. However, how to interpret reservoirs is not fully explored. To make up for the shortcomings of the reservoir detection feasibility using the natural source electromagnetic methods, the alternating electromagnetic component methods are constantly emerging [37]. Natural source electric or magnetic components contain detailed information about underground structures [28]. Although the aforementioned impedance calculation eliminates random fluctuations and time-varying factors, it may simultaneously weaken the detailed changes to a large extent, which are embodied in alternating electromagnetic components themselves. Therefore, the method using only a single electromagnetic component is proposed to measure and analyze detailed changes in subsurface anomalies with high precision [38,39]. Natural electromagnetic components as the characteristic responses are directly used to improve the layer resolution in resource exploration [14,40]. These methods can also help realize the earth observation by a direct inversion or nonlinear inversion of conductive profiles [41].



The reason why electromagnetic methods can realize reservoir evaluation is mainly based on the following two aspects. On the one hand, the low-resistivity characteristics of coal reservoirs and surrounding rocks should be a physical basis. If the thickness of the low-resistivity layers can match the electromagnetic resolution, the conductive distribution can be inferred using electromagnetic inversion. However, the feasibility of electromagnetic interpretation of thin reservoirs is rarely discussed. On the other hand, there is abnormal electromagnetic radiation (EMR) during the fracturing process of reservoirs when the flow of gas and groundwater arises. In reservoir drainage or recovery, the reservoir damage caused by gas and underground water flow could produce an EMR signal, which is affected by the reservoir’s gradient pressure. Theoretical and experimental studies have shown that these characteristic responses almost concentrate in low-frequency bands and have high-intensity radiation. There is also a lack of systematic research on the feasibility of reservoir electromagnetic radiation detection.



Compared with other natural source methods, the Super-Low Frequency magnetic component sounding method (the SLF method) has made attempts with fruitful achievements in geological structures, groundwater, and petroleum exploration [42,43]. To systematically study the feasibility of the SLF method, we need to discuss the assumptions of magnetic component responses, basic equations, and theoretical calculations. Additionally, the corresponding forward modeling and inversion algorithms have not been accordingly conducted. The underground depth transformation on the inversion algorithms needs to be adaptively developed to obtain the interpretation results. This study focuses on the comprehensive study of the SLF method and verifies it in combination with the in-situ exploration results in our study area, Qinshui Basin, China.




2. Natural Source Magnetic Component Sounding Theory


Maxwell’s equations and the medium constitutive equations are fundamental equations for general electromagnetic field problems [44]. According to the division of the Earth’s construction dimension, the forward equations under the condition of one-dimensional, two-dimensional, and three-dimensional geoelectric models can be obtained. One-dimensional forward modeling can yield an analytical solution to the impedance response [45]. The solutions for two-dimensional and three-dimensional geological structures must be realized by numerical value simulation, except for simple structures such as vertical faults and other models. The commonly used numerical value simulation methods mainly include the finite difference method, finite element method, and integral equation method [46,47]. The SLF method currently adopts the Super-Low Frequency band (3–3000 Hz) in general [15]. For actual strata, the displacement current component can be ignored compared with the conduction current component, and the free charge in the air layer is zero. Therefore, Maxwell’s equations of the harmonic-varying field (Equations (1)–(4)) which are also the fundamental equations of the SLF method, can be obtained. Under the appropriate boundary conditions, Maxwell’s equations will yield the unique solution using the uniqueness theorem, and the distribution of the electromagnetic responses in the earth medium can be calculated [28].


   {      ∇ ×  E →  = i ω μ  H →     ( 1 )        ∇ ×  H →  = σ  E →             ( 2 )        ∇ ⋅  H →  = 0                      ( 3 )        ∇ ⋅  E →  = 0                      ( 4 )         











The subsurface stratum models can be abstracted by combining the above basic equations with the hypothesis analysis of geological dimension, and the calculation method of magnetic amplitude responses under different medium conditions can be further given. With the simplest homogeneous isotropic medium model assumption, the partial derivatives of E and H with respect to x and y are zero in the horizontal direction and non-zero in the vertical direction. In any coordinate system, two sets of polarization forms can be produced by the decoupling process:


   E - polarization :    {      −   ∂  H y    ∂ Z   =  E x          ∂  E x    ∂ Z   = i ω μ  H y           ∂ 2   H y    ∂  Z 2    −  k 2   H y  = 0          ∂ 2   E x    ∂  Z 2    −  k 2   E x  = 0        E z  =  H z  = 0         H - polarization :    {      −   ∂  E y    ∂ Z   = i ω μ  H x          ∂  H x    ∂ Z   =  E y           ∂ 2   E y    ∂  Z 2    −  k 2   E y  = 0          ∂ 2   H x    ∂  Z 2    −  k 2   H x  = 0        E z  =  H z  = 0        



(5)




where  ρ  is the resistivity, which is the reciprocal of the conductivity σ in the Equation (2).



Taking E-polarization as an example, the calculation formula of the magnetic component response is given:


    ∂  E x 2    ∂  z 2    −  k 2   E x  = 0  



(6)







The general solution of the equation is:


   E x  = A  e  − k z   + B  e  k z    



(7)




where A and B are constants and   k =   i ω μ / ρ    .



In the infinite depth of an even half-space, when    z → ∞  , if     E x  = 0  , then   B = 0  , and


   E x  = A  e  − k z    



(8)







According to the equation      ∂  E x    ∂ z   = i ω μ  H y   , Hy could be produced that:


   H y  =  1    − i ω μ ρ     A  e  − k z    



(9)







According to the MT sounding theory, a stable impedance response that does not change with time can be obtained by the Equation (10), which calculates the ratio of the orthogonal electric field and magnetic field at the same position of the surface:


   Z  x y   =    E x     H y    =   − i ω μ ρ   =   ω μ ρ   ⋅  e  − i  π 4     



(10)







From the expression of     Z  x y    , it can be seen that the impedance itself is related to the underground resistivity and the frequency (related to the depth). The constant term of the electromagnetic components and the time-varying influence factors are also eliminated by the ratio calculation. This means that the impedance not only has the connotation of geological information but also has a stable response. In contrast, the magnetic field component    H y    at the surface can also be found in the E-polarization mode, and its complete response is shown in Equation (11), which also contains the information on resistivity and frequency:


   H y  =  1    − i ω μ ρ     A  e  − i ω t    



(11)




where    e  − i ω t     represents the time-varying factor of    H y   . A stable response can then be obtained using the ratio or standardization to remove the constant factor and time harmonic-varying characteristics carried by    H y   . In this paper, the stable magnetic amplitude response is obtained by the method of standardization (normalization):


  N o r m a l  (   H y   )  =  [  |  H y  | − min  (  |  H y  |  )   ]  / [ max  (  |  H y  |  )  − min ( |  H y  | ) ]  



(12)




wherein   |  H y  |   represents the magnetic component amplitude. Equation (12) is consistent with the result derived from the basic assumption. The influence from the time factor and the constant term can be removed to obtain a stable response almost the same as the impedance. Although the magnetic amplitude response itself has no specific physical meaning, it can also be used as a characteristic response of the underground medium.



The actual stratum resistivity profile presents a three-dimensional distribution, and the electrical parameters vary in three directions. Therefore, six electromagnetic field components are coupled and cannot be separated. If the incident field can be regarded as an even plane wave, any linear field source can be decomposed into two sets of orthogonal linear field sources. For example, the electric field can be decomposed into two groups of orthogonal electric field components when it is incident [48,49]. Therefore, the equations can be decoupled in both modes of XY (   E x    and    H y   ) and YX (   H x    and    E y   ). Thus, the magnetic amplitude responses in the XY and YX modes need to be separately calculated to get the three-dimensional numerical solution. Usually, the electromagnetic responses based on the numerical solution of electric field-type plane waves are more reasonable [48]. Therefore, this paper firstly solves the electric component and then uses the equation between E and H to obtain the normalized magnetic component amplitude of the SLF method with the numerical algorithms.




3. Forward Modeling and Inversion Algorithms


Due to its high calculation accuracy, the classical 3-D finite element method (FEM) can be used to analyze and verify the magnetic amplitude responses [50]. The key point is to provide the partial differential equations and boundary conditions (initial conditions) of boundary value problems [44]. First, the area unit of a geo-electrical model is discretized and subdivided, and the functionals of each unit are calculated. The unit functionals are summed up to obtain the overall functionality. Therefore, the FEM realizes the discretization of the continuous function at each node. Finally, the large-scale linear equations are solved with high computational accuracy and terrain adaptability to realize the electromagnetic field calculation at the surface nodes, which are considered field observation sites [51]. In the following, the finite element simulation of the SLF method has been described in detail.



3.1. Finite Element Forward Modeling


The magnetic amplitude responses of 1-D, 2-D, and 3-D model assumptions should be obtained to guide geological exploration. For 3-D problems, the FEM calculation process starts from the electric field calculation with six lateral boundaries in a 3-D cube subdivision. The schematic diagram of the geological model is shown in Figure 1.



An orthogonal component of the initial incident plane wave field is distributed along the x-direction, and    E x    of the air layer in the model is set as 1 unit with other components as 0. As for the last four side boundaries, the direction of the electromagnetic field wave vector is perpendicular to the direction of the boundary normal. The infinitely deep bottom boundary condition is similar to that of the 2-D model, and the electromagnetic wave exponentially decays. The partial differential equations corresponding to the boundary value sets for the electric field components are listed below:


   {      ∇ ×  (  ∇ × E  )  −  k 2  E = 0        E x  = 1 ,  E y  = 0 ,  E z  = 0       E × H ⊥ Γ        E x  = c  e  − k z   ,  E y  = 0 ,  E z  = 0        



(13)




where c is constant,   k =   − i ω μ σ    , and  σ  represents the uniform spatial conductivity at the bottom of the infinite depth.



Then, the variation of the function corresponding to the boundary value problem is also given:


   {      F  ( u )  =    ∫   Ω  ∇ × δ u ⋅ ∇ × u d Ω −    ∫   Ω   k 2  u ⋅ δ u d Ω +    ∫    E F G H   k u δ u d Γ          u |    up   = 1       δ F  ( u )  = 0        



(14)




where   u   =    E x   ,   k   =     − i ω μ σ    .



A simple 1-D model was designed to analyze the accuracy and computational efficiency of the algorithms. The designed four-layer model and forward modeling codes in the literature were still used. Furthermore, these algorithms were also evaluated using general 3-D geo-electrical models proposed by the Comparison of Modeling Methods for ElectroMagnetic Induction (COMMEMI) and adopted by academic communities [28]. We calculated the 1-D analytical solution of the magnetic amplitude response, the solution in the 2-D TE mode, and the 3-D numerical solution in the XY and YX modes. As the horizontal magnetic field component was a constant in the 2-D TM mode, only the magnetic amplitude response of the TE mode was calculated here. The 3-D model was divided into 32 × 24 × 28 grids, and the surface sites were all taken at the center of the surface. As shown in Figure 2, the 1-D, 2-D, and 3-D solutions of the normalized magnetic amplitude responses were coincident. Although the magnetic amplitude responses measured under actual conditions had random variations, normalization responses were stable, effectively eliminating the influence of random fluctuations. The 3-D modeling results showed that averagely normalized SLF magnetic amplitudes should be used in geological interpretation [28].




3.2. Direct Frequency-Depth Transformation


One of the critical problems using the SLF method in actual geological exploration is how to realize the frequency-depth transformation. The direct conversion of the frequency spectrum to the depth spectrum basically comes from two kinds of classical assumptions: one is Schmucker’s method, which calculates the depth information according to the relations among the impedance response, the resistivity, and phase [45]. However, this method is invalid when the target layer has low resistivity while the underlying strata are thick and have high resistivity. The other empirical transformation commonly used in the MT method is Bostick inversion, and the general form is:


  ρ  ( H )  =  ρ a   ( ω )   [   π  2 ϕ  ( ω )    − 1  ]   



(15)






  H =      ρ a   ( ω )    ω μ      



(16)




where H is the inversion depth,   ρ  ( H )    is the inversion resistivity,  μ  is the permeability,  ω  is the angular frequency,    ρ a   ( ω )    and   ϕ  ( ω )    are the apparent resistivity and phase at an angular frequency, respectively. Equation (16) itself is very similar to the exploration depth Equation (17) for the homogeneous half-space model:


  D =    ρ  ω μ      



(17)




where  D  is exploration depth,  ρ  is uniform half-space resistivity,  μ  is permeability, and  ω  is the angular frequency.    ρ a   ( ω )    is the apparent resistivity at the intersection of two asymptotes at a specific frequency.



The asymptote intersection    ρ a    is the result of comprehensive resistivity    ρ g   , which should be a compromise between the resistivity of the target layer and the following layers. It is assumed that the target layer and the subsequent layers can be regarded as a homogeneous body, and its resistivity is set as the comprehensive resistivity    ρ g   , which replaces    ρ a   . The compromise resistivity chosen in this study seems to originate from the spatial correlation (also called the “volume effect” in the electromagnetic sounding). This weighting function is controlled by the distance, which can be measured by the change of the weight coefficient. Therefore, the exponential parameter (corresponding to the distance weight coefficient) of formula (17) can be dynamically selected. The improved frequency-depth transformation formula can reasonably adjust the exploration depth range and extract the layer thickness. In the SI system, the expression is


  H = 356      ρ g       f c     



(18)




where H is the evaluated depth (m),    ρ g    is the general resistivity (Ω·m),   f    is the frequency (Hz), and  c  is the adjusted index. This frequency-depth transformation formula based on inverse distance weighting is an interpolation method with the distance as the weight, representing the “volume effect” connotation.



A three-layer geo-electrical model was still selected here. The specific model contained a caprock (500 m thick, resistivity 100 Ω·m), an intermediate target layer (100 m thick, variable resistivity), the base is infinitely deep, and the resistivity is 1000 Ω·m. The improved Bostick inversion based on formula (18) and the classical Bostick inversion was used for the comparative analysis [28]. The semi-quantitative inversion named “improved Bostick inversion” is derived from the classical Bostick inversion and is further appropriate for the SLF method. The formula can be used by adjusting the general resistivity and index c according to the actual geological settings so that it is easy to use for the direct interpretation of target layers. When the middle layer is 1 Ω·m, the comprehensive resistivity is the compromise resistivity of the middle layer and the bottom plate 10 Ω·m. The exponent parameter c is 0.1 to 0.9, respectively, and the improved Bostick inversion results can be obtained.



A comparison of the original model and Bostick inversion results is shown in Figure 3a. When the parameter is 0.1, although the layer identification accuracy is high, the exploration range is limited and deviates from the exploration target layer; when the parameter is 0.3, the depth and thickness of the target layer of the improved Bostick inversion are basically consistent with the Bostick inversion results, but the accuracy is not as high as that of the parameter 0.1. Although the reservoir can be roughly identified when the parameter is set to 0.5, the identification accuracy is lower than the inversion result of “c = 0.3”. Therefore, the index parameter of the improved frequency depth transformation can be a number between 0.1 and 0.3 to ensure that the improved Bostick formula with a satisfactory exploration depth range and the target layer identification accuracy at the same time. Additionally, when the intermediate layer is 10 Ω·m, the parameter c is set from 0.1 to 0.9, respectively, as shown in Figure 3b. When the parameter is 0.1 and 0.3, the accuracy is high, but the depth range is narrow, deviating from the exploration target. When the parameter is 0.5, the results are almost the same as that of the Bostick inversion, but increasing the exploration depth range often reduces layer identification accuracy. However, the ideal accuracy cannot be given when the index parameter is larger than 0.5. Therefore, the exponent parameter of the final formula (18) can use values between 0.1 and 0.5.



The c index is the adjustable index of the frequency term. The formula could be reasonably adjusted through trial-and-error tests and is suitable for the objective exploration depth and the estimation of the layer thickness in practice. The final semi-quantitative formula is in accordance with well log data with high accuracy. Furthermore, a nonlinear inversion analysis was also comparatively required in the next section for a further inversion accuracy evaluation.




3.3. Nonlinear Regularization Inversion Algorithms


The nonlinear inversion of the normalized magnetic amplitude response is a process of optimally estimating the subsurface resistivity information by fitting the forward modeling responses through a nonlinear regularization calculation. The constraint inversion algorithm based on the prior model introduces the idea of Tikhonov regularization [50,52]. We assume that   d    is the measured data vector,  m  is a model parameter vector, and  F  is the forward process from the model to data. Then, the overall objective function of the inversion problem is:


  ϕ  ( m )  =    |   |   W d   [  d − F  ( m )   ]   |   |   2  + α    |   |   W d   [  m −  m 0   ]   |   |   2   



(19)




where   ϕ  ( m )    is the objective function;   α    is the regularized parameter;    W d    is the observed data weight coefficient matrix;    W m    is the model weight coefficient matrix, and    m 0    is the prior model.   F  ( m )     is expanded by Taylor’s formula. Ignoring the quadratic term, we have:


  ϕ  (   m  k + 1    )  =    |   |   W d   [  d −  (   d k  +  j k  Δ m  )   ]   |   |   2  + α    |   |   W m   [   m k  −  m 0   ]   |   |   2   



(20)




where    m k    is the k iterative value of the model, and    d k  = F  (   m k   )    is the model correction amount   Δ m =  m  k + 1   −  m k   , and    J k    is the sensitivity matrix. We differentiate the above objective function with respect to   Δ m   and set it to 0. Write it in the iterative form:


    m  k + 1   =  m k  + Δ m   =  m k  +    [     (   J k   )   T   W d T   W d   J k  + α  W m T   W m   ]    − 1    [     (   J k   )   T   W d T   W d  ( d −  d k  ) + α  W m T   W m   (   m 0  −  m k   )   ]    



(21)







Equation (21) is an iterative form of the 1-D regularization inversion based on the prior model by solving    Δ m   to obtain a new model parameter vector. This step is iteratively repeated until the set threshold   ϕ  ( m )    is met. A uniform half-space can be chosen as the prior model during the inversion process. If there are simultaneous MT data, the Bostick inversion results can be obtained as a priori model, and more reasonable results can be obtained.



A three-layer model is also designed to verify the inversion algorithm. The first low-resistivity target layer model includes a cap layer (500 m thick with a resistivity of 100 Ω·m), an intermediate target layer (100 m thick with a resistivity of 1 Ω·m), and an infinitely deep base with a resistivity of 100–1000 Ω·m. The 1-D inversion takes the Bostick inversion result as the initial prior model, and the final RMS is 0.81 in ten iteration steps. The comparison of the 1-D inversion results and Bostick inversion results are shown in Figure 4a. The 1-D inversion not only achieved the accuracy level of the Bostick inversion but is also closer to the true value of the low-resistivity anomaly. In addition, the magnetic component response of the inversion model is calculated, and as shown in Figure 4b, is compared with the forward responses. The response of the 1-D inversion model is closer to the actual response. In contrast, the second model includes the cap layer (500 m thick, resistivity 10 Ω·m), the middle target layer (100 m thick, resistivity 500 Ω·m), the base is infinitely deep, and the resistivity is 50 Ω·m. The inversion process is the same as that of the above low-resistivity target model, and the results are shown in Figure 4c. Compared with the Bostick inversion results, the 1-D inversion of the SLF method can better highlight high-resistivity anomalies with improved identification ability. In addition, compared with the response of the original model, as shown in Figure 4d, the 1-D inversion response of the SLF method is closer to the actual response, which is much better than that of the Bostick inversion of the AMT method. The above two examples demonstrate that the 1-D inversion of the normalized magnetic amplitude response can also extract the subsurface electrical information, and the inversion accuracy reaches or even exceeds the classical Bostick inversion accuracy. The inversion time of the SLF is much less than that of the AMT inversion. In the future, more 2-D and 3-D inversion algorithms of the SLF method should be proposed to further explore the capability of the subsurface interpretation.





4. Magnetic Component Detection and Data Processing


The SLF method mainly uses magnetic sensors to collect the time-series signal. For magnetic sensors, high sensitivity, wide frequency band, and large dynamic range should be guaranteed, and repeatability testing and instrument calibration are also required. There mainly contains multiple superpositions, notch filtering, and spectrum analysis algorithms for data preprocessing. Moreover, the independent component analysis, wavelet analysis, and empirical mode decomposition methods are also introduced [43]. These methods have widely been used in geological structures, water-rich areas, geothermal reservoirs, and other fields, achieving excellent results [53,54,55].



4.1. BD-6 Magnetic Sensor and Its Calibration


High-quality data detection is significant for improving signal resolution and inversion accuracy. The BD-6 electromagnetic detector developed by the authors is mainly used [56], and the V8-AMT module from Phoenix Canada is also comparatively utilized. The V8-AMT module mainly contains the host, power supply, magnetic track, and electric channel. Using the five-component electromagnetic channel (   E x   ,    E y   ,    H x   ,    H y    and    H z   ) detection method, the audio electromagnetic signal in the range of 1–10000 Hz is collected with high precision. In contrast, the BD-6 electromagnetic detector receives the 3–3000 Hz magnetic component signal, consisting of a high-precision magnetic sensor, a host, and a power supply, as shown in Figure 5. The magnetic sensor includes modules such as the magnetic rod, wiring, amplifier circuit, program-controlled trap circuit, and interface high-speed acquisition circuit. The minimum received induced voltage value is 0.1 μV, and the magnetic response can be sensitively obtained. The sensor noise is minimal, and the output gain of the preamplifier can amplify the weak signal at the microvolt level by 106 times. The host includes the data acquisition, format conversion, storage, and control units and can realize the hardware notch of power frequency (50 Hz) harmonics with a portable power supply. The whole set of equipment has advantages such as low noise, portability, and high detection efficiency. A geological survey usually has an average cost of hundreds of dollars with more measurement sites. Therefore, the SLF method has a higher cost-performance ratio than other conventional electromagnetic methods.



The magnetic sensor should be calibrated to evaluate the electromagnetic signal reasonably, and a magnetic shielding room is utilized, as shown in Figure 6. The calibration coil adopts a square Helmholtz coil, consisting of two coaxial square coils of the same size. According to the magnetic field calculation formula, if the distance between the two coils is half of the square length, a magnetic field is uniformly generated at the center of the coil. By adjusting the current flowing in the coil, the strength of the magnetic field at the axis position is changed with a calibration signal generated.



The magnetic sensor calibration test requires an amplitude-frequency calibration in the Super-Low Frequency (3–3000 Hz). The test diagram is shown in Figure 7 below.



The calibration results of the sensor are compared with those of the V8-AMT high-precision magnetic sensor, Phoenix Company, Canada, as shown in Figure 8a,b. Despite the notch filtering of the 50 Hz power frequency interference, the amplitude-frequency curve of the magnetic sensor still has a relatively flat characteristic in the Super-Low Frequency band (3–3000 Hz). Additionally, the calibration curves of the two magnetic sensors still have an order of magnitude difference in amplitude which is mainly caused by the two amplifying circuits and internal correction circuits. The absolute magnetic component response quantity can be directly obtained so that there is no essential difference in use. Therefore, the calibration curve of the sensor fully meets the requirements of the data detection accuracy.




4.2. Magnetic Component Signal Processing


Spectral estimation is mainly intended to suppress noise and improve the effective response. It is usually assumed that the signal or noise follows a Gaussian distribution, and then the second-order statistics are calculated to complete the spectral estimation [57,58]. However, for natural source electromagnetic signals, the non-Gaussian features are obvious. When the received magnetic component signal includes a non-Gaussian signal and a Gaussian noise independent of each other, the overall signal has higher-order statistical features [59]. Signal analysis methods based on higher-order statistics contribute to the non-Gaussian signal estimation. The empirical mode decomposition method (EMD) is introduced and appropriately applied to magnetic component processing. The calculation steps cover the signal input, adaptive extraction of eigenmode functions (IMFs), and signal decomposition [27,60]. The experiment showed the simulated signal analysis using 50 Hz power frequency noise and a random magnetic signal.


  Signal = 10 × sin  (  100 π t  )  + r a n d  (  1 , n  )   



(22)







First, the Fourier transform was used to extract the spectrum curve of the simulated signal, and then the EMD method was performed on the spectrum signal, as shown in Figure 9. The first four eigenmode functions included 50 Hz power frequency interference noise, while the last four eigenmode components seemed almost unaffected by the noise. Therefore, the first four disturbed eigenmode components were superimposed, and the last four were superimposed. The results shown in Figure 10 demonstrated that the spectrum of the random signal was recovered with 50 Hz power frequency interference compressed.



An actual SLF curve obtained at the CBM enrichment area, Qinshui Basin, was taken as an example for illustration, as shown in Figure 11a. The raw curve was observed in September 2011 near the Well 1-4 (see details in Section 5.1). The two arrows from top to bottom show the location of two 50 Hz power frequency harmonic interferences. First, the curve was empirically decomposed using the EMD method, and seven intrinsic mode functions (iIMFs) could be obtained adaptively, as shown in Figure 11b–h. The black arrows in these IMFs in the figure represent the decomposed 50 Hz harmonic interference components, indicating that the third to sixth IMFs were components polluted by power frequency noise. The first and second IMF components showed high-frequency information far beyond the 50 Hz harmonic interference, which could be regarded as valuable signals. The last IMF component was presumed to be a gently varying background field. Then, the curve could be reconstructed by setting the noise-polluted components’ weight coefficient to zero and superimposing other non-noise components, as shown in Figure 12b. Compared with the original acquisition curve in Figure 12a, the two 50 Hz power frequency harmonic interferences indicated by the black arrows were removed. However, some high-frequency random interference still existed in the reconstructed signal. By using the wavelet analysis method and the multi-scale filtering, high-frequency random noise was almost filtered out. A three-layer “DB4” wavelet was used to decompose the reconstructed curve, and the high-frequency detail part was set to the denoising threshold and then reconstructed to obtain the magnetic amplitude curve, as shown in Figure 12c. As indicated by the black oval, the effective signal was further highlighted, and the effect of high-frequency random noise was reduced. In practical applications, data processing methods suitable for this kind of non-stationary SLF signals are also developed in the adaptation of the BD-6 system. The ultimately processed SLF curve is ready for geological interpretation of objective layers in a geological survey. This has depicted that the SLF method has gradually grown as a new potential electromagnetic sounding tool compared with the classical AMT method.





5. CBM Reservoir Interpretation in Qinshui Basin


5.1. Study Area and Field Experiments


Qinshui Basin is located in the southeast of Shanxi Province in Figure 13. It is a late Paleozoic residual basin formed by the Indosinian movement, especially the Yanshan movement [1,61]. Carboniferous-Permian coal-bearing sediments are widely distributed in the area, and the main CBM enrichment areas spread in the Late Paleozoic Taiyuan Formation and Shanxi Formation in the south. As shown in Figure 13, the western boundary is the closed Sitou fault. This fault makes a tremendous difference in the gas content between its two sides. The east and south are hydrodynamic sealing boundaries delineating gas reservoirs that belong to different flow units.



The study area is located in the Hudi block south of the Qinshui Basin, as shown by the red five-pointed star on the left in Figure 14. The local tectonic direction in the area is almost the same as the regional tectonic direction. The general strike is NNE or nearly north-south, and the dip is NWW, with the dip angle less than 10°. From southeast to northwest, Ordovician, Carboniferous, and Permian are gently exposed in turn. The Quaternary is widely covered on the abovementioned strata, with a total thickness of nearly 32 m. The main hydraulic recharge areas of CBM reservoirs are enclosed by the southeast, northeast, and northwest boundaries (see the arrows). The lowest water level is along Yangcheng and Qinshui. Groundwater in the shallow layer near Zaoyuan in the north watershed runs off to the south and forms a hydrodynamic seal. The Taiyuan Formation outcrop with a hydraulic conservancy (shown by the underground waterline and their flow directions) also contributes greatly to the CBM accumulation. Additionally, the faults in favor of the uneven distribution of coalbed methane (CBM) reservoirs’ have been provided. These references all account for the “gas content” map. The distribution of the No. 3 reservoir in this area is shown on the right side of Figure 14, and the spatial CBM distribution is uneven. According to the CBM accumulation model in this area, other surrounding rock layers may have fissure water enrichment except for the mudstone aquifer. In particular, the reservoirs are often overlaid with stable aquifers and, therefore, significantly exhibit low resistivity, which can be used as target layers for the SLF interpretation.




5.2. Reservoir Interpretation Based on Low-Resistivity Features


The in-situ identification of reservoir distribution usually mainly uses seismic attributes, AVO anomalies, and elastic impedance characteristics and establishes an empirical coupling relationship with coal reservoirs [62,63]. However, there is no convincing explanation mechanism [64]. In contrast, electromagnetic exploration is worthy of further study. The groundwater salinity of the reservoirs is 800–2400 mg/L, and the aquifer has low resistivity. The drilling data shows that the resistivity of the aquifer is lower than 50 Ω·m, and the non-aquifer is basically between 200–1000 Ω·m. The high-resistivity base is above 3000 Ω·m. The previous theoretical analysis has suggested that the SLF responses of reservoirs are more sensitive to the low-resistivity layers in favor of the feasibility of directly extracting the low-resistivity reservoirs first [65]. According to the field survey, the CBM wells in the study area extract a large amount of groundwater for drainage and pressure reduction to facilitate the CBM desorption and escape. The reservoirs may have a large amount of groundwater due to their connection with the roof and floor aquifers, which is inferred that the thickness of the entire aquifer is 100–200 m. Therefore, the SLF method can be used to predict the sensitivity of water-bearing low-resistivity layers, and the location of reservoirs can be indirectly identified.



The SLF field experiments around Well 1-4 were carried out in May 2010 and Well 1-5 in August 2011. The BD-6 detector was located 30 m away from the drainage well and far from various power lines. The magnification of the front and rear of the system was three times, and five sets of data were collected with the sensor rotated every 90°. The results were processed using the average normalization, filter denoising, and frequency-depth spectral conversion described in Section 4.2. The comprehensive resistivity used in the frequency-depth spectrum conversion formula was 400 Ω·m, and the exponent parameter was 0.5 [28]. Finally, the depth spectrum interpretation curve was obtained by this direct inversion. In addition, the 1-D inversion calculation was also carried out by using the developed nonlinear regularization algorithm in Section 3.3, and the 1-D resistivity profiles of the two wells were given. As shown in Figure 15a, the interpretation curve of Well 1-4 by the SLF method after the frequency-depth transformation was given. The results deduced that the inflection point was approximately 400 m deep. The curve was warped to the right relative to the trend line, indicating the existence of a low-resistivity layer. Due to the limitation of the exploration range, there is a possibility of the existence of low-resistivity layers at least deeper than 600 m. Then, 1-D optimization inversion was performed with the prior model set as a uniform half-space model of 100 Ω·m. The inversion was iterated 30 times, and finally, the 1-D regularized inversion profile was obtained by convergence, as shown in Figure 15b. In contrast, the 1-D optimization inversion results showed that a low-resistivity layer distributed from 400 m to about 620 m, indicating that the distribution range of low-resistivity bodies was very wide, with the resistivity lower than 100 Ω·m. The next step was to enter the high-resistivity layer. According to the field survey, the reservoir was in continuous groundwater drainage, indicating that the reservoir itself was also gradually filled with groundwater. Additionally, the underlying reservoir was also possibly low resistive due to the hydraulic communication with the hydraulically filled caprock. The SLF method’s inversion results illustrate the distribution of low-resistivity layers covering the caprock, floor limestone aquifer, and reservoir. This was consistent with the analysis results of the on-site production status.



Well 1-5 is located 100–200 m to the east of Well 1-4. The geological data shown in Figure 14 reveals that an F1 fault exists between the two wells. This fault leads to the overall decline of the water-bearing overburden, which may also lead to the hydraulic connection between the drainage reservoir, the cap roof, and the bed floor, forming a huge thick and high-conductivity layer. According to the drilling data of Well 1-4, No. 15 coal seam is 543–546 m. The No. 15 reservoir of Well 1-5, observed at 618–621 m, is 80 m deeper than Well 1-4. This indicates that the fault displacement is about 70 m–80 m. As shown in Figure 16a, the direct depth transformation results showed that a low stop band appeared from 450 m, about 50 m deeper than Well 1-4. The reservoir location is about 590–630 m, and it could basically be deduced that the fault throw might be about 50 m, which is almost consistent with the actual depth distance. By contrast, the 1-D optimized inversion curve in 16b showed a low-resistivity layer starting from 450 m to 600 m deep, with a resistivity less than 500 Ω·m. It was inferred that the low-resistivity layer had a low water content, and on the other hand, there might be no hydraulic connection between the reservoir and its roof floor. This factor could also be seen from the direct depth transformation results of the two wells. Compared with the trend line in the response curves of Well 1-5, the upward deviation was smaller than that of Well 1-4, indicating that its resistivity was higher than that of the water-rich layer in Well 1-4. According to the production status of the two wells, the gas production rate of Well 1-4 was slower than Well 1-5. As is known to all, the hydraulic connection with the fault may harm the CBM production, and therefore the production loss of Well 1-4 should be due to the adjacent fault.



The experiments demonstrate that the SLF method can qualitatively identify the low-resistivity distribution and quantitatively invert the resistivity profile, especially low-resistivity features. As for the target layer, whose buried depth is 500–700 m, the preliminary results show that the magnetic component inversion can realize the low resistive target layer identification accuracy of approximately 100 m.




5.3. Reservoir Identification Using Electromagnetic Radiation Anomalies


The feasibility of extracting electromagnetic radiation (EMR) anomalies from ground measured data to evaluate underground media has been verified by field experiments [14,15,66]. The previous theoretical analysis shows that the EMR signal can be extracted from reservoirs as an abnormal signal in this background field [43]. A high-amplitude anomaly in the upturned section is found from the processed results of measuring sites near Well 1-5 in Figure 16a,b. With the related noise interference eliminated, it is inferred that it comes from the low-frequency EMR signals generated during the drainage process. According to previous research, servo pressurization in various types of coal and rock could generate electromagnetic radiation. The higher the reservoir pressure, the stronger the radiation signal. The frequency range is mainly concentrated in the low-frequency [67,68,69]. In particular, the low-frequency (100 kHz–1 Hz) radiation signal has rich frequency features and strong signal amplitudes [66]. Even in the case of the coexistence of gas and water, the coal rock with flowing gas inside generates EMR signals excited in the form of electromagnetic pulses. When the received pulses are superimposed together, local wave packets will form so that they can be used to judge the CBM production status with the frequency-depth transformation [15]. If the EMR intensity at the corresponding depth is high, it can be extracted and used to identify the reservoir distribution. Figure 17a showed that this radiation anomaly was also just below the aquifer cap, with inferred depths ranging from 540 m to 550 m. The drilling data of Well 1-4 revealed that the No. 15 coal reservoir was located between 545 m and 551 m, and the No. 15 coal reservoir was in the production status. Therefore, the results inferred based on the EMR anomalies of the reservoirs they were consistent with the actual production. Figure 17b shows the response curve observed one year later. The reservoir depth did not change much based on the EMR anomaly extraction, which indicated that Well 1-4 had relatively stable drainage and production.



For Well 1-5, the August 2011 results showed a corner point from 510 m, about 30 m deeper than Well 1-4, as shown in Figure 17c,d. Combined with the on-site production status investigation of the two wells in August 2011, the drainage and production rate of Well 1-4 was significantly slower than that of Well 1-5. It was deduced that the No. 15 reservoir in Well 1-4 had a large water content, which reduced the gas production and water drainage. The production rate slowed down and gradually entered a period of productivity decline. In contrast, the No. 15 reservoirs in Well 1-5 had a lower water content, a larger gas production, and faster drainage and production. This could also be inferred from the fact that the reservoir produced a stronger EMR signal (higher amplitude anomalies circled by dashed boxes). However, the results of Well 1-5 in June 2012 showed a deviation of nearly 20 m in the explained reservoir depth compared with that in 2011, and the anomalous EMR intensity decreased. This was verified by the production history that the overlying surrounding rock was affected by the mining, and the mining rate decreased. The detection test also preliminarily showed that the SLF method had certain feasibility in identifying the drainage and production reservoir and monitoring the production status of CBM reservoirs.



In CBM reservoir exploration, the multi-solution problem would often be encountered. Through the joint electromagnetic detection comparison test, the generation of multi-solution can be reduced as much as possible. Therefore, the 3-D inversion of the AMT method was simultaneously carried out in the comparison test at the same measuring point of Well 1-5. According to the borehole data of Well 1-5, as shown in Figure 18a, it is revealed that the No. 3 coal reservoir is between 531 m and 536 m, while the No. 15 coal reservoir is between 618 m and 621 m, and the No. 15 coal reservoir is in production. One inversion curve from the resistivity profile given by AMT 3-D inversion can describe the distribution of low resistivity zones and indirectly infer the general distribution of CBM reservoirs reasonably. In contrast, the 1-D inversion of the SLF method can jointly detect and verify the conductive distribution of reservoirs and surrounding rocks in Figure 18c. The direction inversion with the EMR anomalies extraction in Figure 18b can provide more details on the production status of Well 1-5 [43].



In this process, the SLF method has the advantages of faster inversion and a more directly perceived interpretation than the AMT method. The two electromagnetic methods can cooperate to realize the reliable interpretation of CBM reservoirs.



In the field exploration process, it is usual to judge whether or not geo objects’ conductive images are illustrated using types of resistivity inversion algorithms of the SLF method or other electromagnetic methods. However, the existence of coal reservoirs cannot be directly determined. The problem encountered by these methods is that no reasonable coupling relationship exists between electromagnetic responses and reservoir parameters. Therefore, EMR anomalies extracted may be one of the best responses, which can better help judge the existence of coal reservoirs. The distribution of radiation anomalies can provide a reference for reservoir depth identification. At present, the anomaly depth ranges of wells are empirically extracted through visual interpretation compared to the actual reservoir distributions. The concept of reservoir identification resolution was proposed and estimated by the ratio of the depth to the thickness of the target layer, but this was not suitable for evaluating reservoir interpretation accuracy. This study proposes two parameters for the interpretation accuracy evaluation: reservoir interpretation depth deviation and relative deviation σ.


  σ =    H  RE   −  H  SLF      H  RE     × 100 %  



(23)




where    H  RE     represents the intermediate depth of the actual reservoir, and    H  SLF     represents the SLF method estimate of the reservoir depth.



A series of field surveys using the SLF method have been carried out in the study area in the past years, and more logging data or production history have been used to verify the reservoir detection. In Figure 19, the data from the vicinity of Well 1-8 were collected in 2011 and 2012, respectively. EMR anomalies near the buried depth of the target layers are extracted. Most of the interpretation accuracy results are shown in Table 1. The results preliminarily support the feasibility of reservoir delineation based on EMR anomalies. In comparison, the absolute resolution capability using other electromagnetic methods for identifying reservoirs shallower than 1 km may be over one hundred meters. Of course, it is worth noting that EMR anomalies are at times weakly observed or overwhelmed by subsurface conditions.





6. Conclusions


This paper focuses on the sounding method using natural source geological magnetic responses and deeply elaborates on the basic equations, forward algorithm, theoretical response characteristics, depth calibration, and inversion algorithms. The working scheme of magnetic component signal processing and interpretation in practical applications is also proposed. In addition, the detection feasibility and applicability of the method are studied combined with coal reservoir evaluation in the CBM enrichment area. The specific results are as follows:



(1) The magnetic amplitude response modeling using the finite element algorithm is developed. Then, a direct depth transformation of the SLF method is proposed. Its empirical parameter values have a close spatial relationship with the comprehensive resistivity of the target layer and deeper stratum. The preliminary test results show that the identification accuracy of the Bostick inversion based on the direct frequency depth formula can reach or surpass the level of the classical Bostick inversion. The 1-D magnetic component inversion is designed and realized on a regularization basis, and the rationality of the resistivity inversion is verified.



(2) The field data collection and on-site data processing methods are proposed. A magnetic shielding room is utilized to calibrate our magnetic sensor accurately. A processing scheme using the EMD and wavelet analysis method for the non-stationary and non-Gaussian magnetic signal is also demonstrated in the simulation and practice.



(3) Considering the low-resistivity characteristics of the reservoir and its surrounding rocks, the exploration application using the SLF method in the CBM enrichment area, Qinshui Basin, was carried out by using the direct depth calibration (frequency-depth transformation) and one-dimensional regularization nonlinear inversion. Comparative tests between the AMT method and the SLF method demonstrate the feasibility of the SLF inversion. The EMR anomaly extraction of reservoirs is reasonably proposed and further explored for a more accurate reservoir identification than the low-resistivity inversion. Although it needs more verification and more 2-D or 3-D interpretation than the AMT method, the SLF method is a promising non-hole tool because of its fast, economical, and potential performance. In the future, more focus will be on the improvement and perfection of the SLF method based on the 3-D inversion and the practical verification.
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Figure 1. Schematic diagram of the 3-D medium model. 
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Figure 2. 1-D, 2-D, and 3-D magnetic amplitude responses of the four-layer model. Note: 1-D, 2-D, and 3-D in the figure represent one-dimensional, two-dimensional, and three-dimensional, respectively. The ordinate represents the normalized magnetic amplitude response, and the abscissa is the frequency. 
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Figure 3. Comparison of the Bostick inversion and the improved Bostick inversion based on the direct depth transformation formula. (a) The middle target layer of the model is 1 Ω·m; (b) The middle target layer of the model is 10 Ω·m. Each curve in the figure represents the Bostick inversion results when the frequency parameter in the direct depth transformation formula has different values. 
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Figure 4. Comparison of the Super-Low Frequency electromagnetic component method (SLF) inversion results and the Bostick inversion. (a) Comparison of the inversion results of the low-resistivity target model (100 m thick, with a resistivity of 1 Ω·m); (b) the SLF forward response of the low-resistivity target model and the responses of each inverted model; (c) Inversion results of the high-resistivity target model (100 m thick, resistivity 500 Ω·m); (d) The SLF forward response of the high-resistivity target model and the forward response of the inverted model. 
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Figure 5. Magnetic component detector system (a) High-precision magnetic sensor; (b) Host control system; (c) Portable power supply equipment. 
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Figure 6. Schematic diagram of a calibration environment and the calibration equipment (a) Magnetic shielding room; (b) Schematic diagram of calibration coil in an actual environment. (The photos come from the research institute affiliated with China Shipbuilding Industry Corporation, where the BD-6 instrument is tested). 
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Figure 7. Amplitude-frequency characteristic test block diagram. 
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Figure 8. Comparison of calibration curves of (a) V8-audio-magnetotelluric method (V8-AMT) module and (b) magnetic sensor. 
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Figure 9. Empirical mode decomposition results from the simulated signal. Note: (a–i) represent the eigenmode functions (IMFs) after signal decomposition, respectively. 
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Figure 10. Empirical mode decomposition and reconstruction results of the simulated signal. (a) The 50 Hz interference spectrum curve decomposed and reconstructed by the empirical mode decomposition (EMD) method; (b) The decomposed and reconstructed random signal spectrum curve. 
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Figure 11. Empirical mode decomposition results of the measured magnetic amplitude curve. (a) Raw magnetic amplitude curve. (b–g) First to seventh eigenmode functions. The last (h) represents the residual component of the empirical mode decomposition. Note: The wave packet near 400 m with the arrow points corresponds to 250 Hz power frequency noise, while the wave packet near 660 m corresponds to 150 Hz power frequency interference noise. 
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Figure 12. Curve comparisons after the magnetic amplitude data processing. (a) Raw measured magnetic amplitude curve. The arrows from top to bottom refer to the power frequency noise of 250 Hz and 150 Hz; (b) The measured data is processed after the EMD method; (c) The measured data is reconstructed after the EMD method and wavelet denoising. The abnormal signals are circled by ellipses in each figure. 
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Figure 13. Location (left) and geological outline (right) of the southern Qinshui Basin. 
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Figure 14. The geological map of the study area and the distribution map of the gas content in the No. 3 coal reservoir in the study area and the location of the measuring sites. Note: The red dots represent the field experiment points, and the black lines represent two noticeable measurement lines. The two points framed in a red rectangle are the positions of coalbed methane (CBM) wells. The point on the left is Well 01, representing Well 1-4; the point on the right is Well 02, representing Well 1-5. 
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Figure 15. (a) Direct depth transformation and (b) the one-dimensional regularization inversion results of Well 1-4. 
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Figure 16. (a) Direct depth transformation and (b) the one-dimensional inversion results of Well 1-5. Note: The solid red line in the figure represents the polynomial fitting curve of the internal source field characteristics, the red dashed line represents the approximate SLF response trend line, and the dashed box circles the distribution range of abnormal signals. 
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Figure 17. Extraction of electromagnetic radiation (EMR) anomalies from measured magnetic amplitude curves. Note: (a,b) The original data were collected from the vicinity of Wells 1-4 in the Qinshui Basin in May 2010 and August 2011. The reservoir drilling revealed that the burial depth was 543.8–546.5 m; (c,d) The raw data were collected from the vicinity of Wells 1-5 in the Qinshui Basin in August 2011 and June 2012, respectively. The solid black and red lines represent the polynomial fit curve, and the dashed red line represents the trend line. The solid black rectangles represent the reservoir locations, while the dashed boxes give the EMR anomaly distribution and interpret the burial depth. 
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Figure 18. Comparative results of the AMT method and the SLF method regarding the reservoir interpretation of Well 1-5. (a) The 3-D inversion results of the AMT method and stratigraphic correlation map; (b) Direct depth transformation results of the SLF method. The solid red line in the figure represents the polynomial fitting curve (representing the characteristics of the endogenous field). The red dotted line represents the artificially added trend line, and the bifurcation point with the fitting curve represents the buried depth of the target layer. (c) 1-D Regularization inversion curve of the SLF method. 
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Figure 19. Extraction of EMR anomalies from measured magnetic amplitude curves. Note: the original data were collected from the vicinity of Well 1-8. The collection time is (a) 2011 and (b) 2012. 
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Table 1. Statistical results of the reservoir depth interpretation accuracy of wells.
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Well

	
Coal Seam

	
Actual Depth/m

	
SLF Depth Identification/m

	
Identification Accuracy




	
2007

	
2010

	
2011

	
2012

	
Depth Error/m

	
σ/%






	
1-4

	
15#

	
543.8–546.5

	
---

	
540–560

	
531–548

	
530–545

	
7.65

	
1.4




	
1-5

	
3#

	
531.25–536.36

	
---

	
510–552

	
---

	
---

	
2.805

	
0.5




	
15#

	
618.94–621.84

	
---

	
---

	
610–630

	
580–595

	
0.39

	
0.1




	
1-8

	
3#

	
507.62–512.82

	
501-550

	
---

	
---

	
---

	
15.28

	
3.0




	
15#

	
597.73–600.23

	
---

	
---

	
582–602

	
615–630

	
23.52

	
3.9




	
1-12

	
15#

	
621.31–626.91

	
---

	
555–600

	
618–630

	
---

	
10.7

	
2.3




	
1-15

	
15#

	
627.55–632.74

	
---

	
540–590

	
610–637

	
---

	
16.6

	
3.1
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