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#### Abstract

Asymmetry plays a significant role in the transmission dynamics in novel discrete fractional calculus. Few studies have mathematically modeled such asymmetry properties, and none have developed discrete models that incorporate different symmetry developmental stages. This paper introduces a Taylor monomial falling function and presents some properties of this function in a delta fractional model with Green's function kernel. In the deterministic case, Green's function will be non-negative, and this shows that the function has an upper bound for its maximum point. More precisely, in this paper, based on the properties of the Taylor monomial falling function, we investigate Lyapunov-type inequalities for a delta fractional boundary value problem of Riemann-Liouville type.
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## 1. Introduction

Discrete fractional calculus in fractional calculus theory is a topic that has motivated a significant number of investigations in the past few decades. Also, many researchers have demonstrated that discrete fractional problems describe natural phenomena in a more systematic way and more precisely than integer-order fraction problems; they are classic with regular time differences. Research has been conducted on practical models appearing in the areas of engineering, physics and computer science (cf. [1-6]).

Taking into account the previous considerations, an important topic in discrete fractional calculus is to achieve computations of boundary and initial value problems whose initial and boundary conditions are of the form of nabla or delta difference operators (cf. [7-13]). In recent years, boundary and initial value problem computations when considering the nabla fractional and the delta fractional with different types of discrete operators bases have been achieved (e.g., [14-21]). In recent years, delta fractional problems when Green's function is deduced from Laplace transformations have been solved (e.g., [22-24]).

Recently, in [25], the following results on the delta BVP have been presented.

Theorem 1 (see [25]). Let $\alpha \in(1,2)$, let $a, b$ be two real numbers such that $b=a+\mathbb{N}_{1}$, let $h, A: \mathbb{T}_{a+1} \rightarrow \mathbb{R}$, and let $A(t)>0$. Then, the fractional $B V P$

$$
\left\{\begin{array}{l}
-\left({ }_{a+1}^{\mathrm{RL}} \Delta^{\alpha-1}(A \nabla f)\right)(t)=h(t+\alpha-1), \quad t \in \mathbb{T}_{a+1}, \\
f(a)=0, \quad f(b)=0
\end{array}\right.
$$

has the unique solution

$$
f(t)=\sum_{t=a+1}^{b} G(t, r) h(r),
$$

where

$$
G(t, r)=\left\{\begin{array}{l}
\frac{\varphi(b, \rho(r))}{\varphi(b, a)} \varphi(t, a), \quad t \leq r-1 \\
\frac{\varphi(b, \rho(r))}{\varphi(b, a)} \varphi(t, a)-\varphi(t, \rho(r)), \quad t \geq r
\end{array}\right.
$$

and $\varphi(t, \rho(r))$ is the Cauchy function defined by

$$
\begin{equation*}
\varphi(t, \rho(r))=\sum_{\tau=r}^{t} \frac{(\tau+\alpha-\sigma(r))^{\alpha-1}}{\Gamma(\alpha) A(\tau)}, \quad t \in \mathbb{N}_{a+1}, \tag{1}
\end{equation*}
$$

where $\sigma(r)=r+1, \rho(r)=r-1$, and $\mathbb{N}_{1}, \mathbb{T}_{a}$ and $\tau^{\alpha}$ are defined later in Section 2.
Theorem 2 (see [25]). Let $\alpha \in(1,2), A: \mathbb{T}_{a+1} \rightarrow(0, \infty), \delta_{1}^{2}+\delta_{2}^{2}>0$, and $\delta_{3}^{2}+\delta_{4}^{2}>0$. Then, the fractional self-adjoint $B V P$

$$
\left\{\begin{array}{l}
-\left({ }_{a+1}^{\mathrm{RL}} \Delta^{\alpha-1}(A \nabla f)\right)(t)=0, \quad t \in \mathbb{T}_{a+2}  \tag{2}\\
\delta_{1} f(a+1)-\delta_{2}(\nabla f)(a+1)=0 \\
\delta_{3} f(b)+\delta_{4}(\nabla f)(b)=0
\end{array}\right.
$$

only has a trivial solution if

$$
\xi=\frac{\delta_{2} \delta_{3}}{A(a+1)}+\delta_{1} \delta_{3} \sum_{r=a+2}^{b} \frac{(r-a-2+\alpha)^{\alpha-1}}{\Gamma(\alpha) A(r)}+\frac{\delta_{1} \delta_{4}(b-a-2+\alpha)^{\alpha-1}}{\Gamma(\alpha) A(b)} \neq 0 .
$$

Theorem 3 (see [25]). The Green's function for the BVP (2) can be expressed as

$$
\begin{gathered}
G(t, r)= \begin{cases}f(t, r), & t \leq r-1, \\
g(t, r), & t \geq r\end{cases} \\
f(t, r)=\frac{1}{\tilde{\xi}}\left(\delta_{1} \delta_{3} \varphi(t, a) \varphi(b, \rho(r))+\delta_{1} \delta_{4} \varphi(t, a) \frac{(b+\alpha-r-1) \frac{\alpha-1}{}}{\Gamma(\alpha) A(b)}\right. \\
\left.+\frac{\delta_{3}\left(\delta_{2}-\delta_{1}\right)}{A(a+1)} \varphi(b, \rho(r))+\frac{\delta_{4}\left(\delta_{2}-\delta_{1}\right)(b+\alpha-r-1)^{\alpha-1}}{\Gamma(\alpha) A(b)}\right),
\end{gathered}
$$

and

$$
g(t, r)=f(t, r)-\varphi(t, \rho(r)) .
$$

In this paper, based on the above results, the non-negativity of $G(t, r)$ will be proven and we will examine the upper bound for the maximum value of the function. In other words, beyond Green's function $G(t, r)$, in the present paper, we examine and investigate Lyapunov-type inequalities for the delta BVP:

$$
\left\{\begin{array}{l}
-\left({ }_{a+1}^{\mathrm{RL}} \Delta^{\alpha-1}(A \nabla f)\right)(t)=B(t+\alpha-1) f(t+\alpha-1), \quad t \in \mathbb{T}_{a+2}  \tag{3}\\
\delta_{1} f(a+1)-\delta_{2}(\nabla f)(a+1)=0 \\
\delta_{3} f(b)+\delta_{4}(\nabla f)(b)=0
\end{array}\right.
$$

The rest of the paper is structured as follows: Section 2 is separated into two parts; in Section 2.1, we review and discuss the literature on delta fractional operators, and we will present and prove some essential lemmas in Section 2.2. Section 3 is devoted to explaining the Taylor monomial falling function and some of its properties (in Section 3.1) and its related results with the implementation of Green's function (in Section 3.2). Section 4 presents an accurate solution obtained when computing a relevant eigenvalue problem corresponding to the BVP (3). Finally, Section 5 includes the most relevant concluding remarks of present and future works.

## 2. Delta Fractional Operators and the Basic Lemmas

Let $\delta_{1}>0$, and $\mathbb{N}$ be a set of natural numbers. Then, we define the notations $\mathbb{N}_{a}:=$ $a+\mathbb{N}$ and ${ }_{b} \mathbb{N}:=b-\mathbb{N}$, for $a, b \in \mathbb{R}$. Furthermore, let $\mathbb{T}_{a}:=\{a, a+1, \ldots, b\}$ such that $b=a+k$, for some $k \in \mathbb{N}_{0}$.

### 2.1. Delta Fractional Operators

The $\Delta$-fractional sum operator is defined in [1] (Definition 2.25) as follows:

$$
\begin{equation*}
\left({ }_{a}^{\mathrm{RL}} \Delta^{-\alpha} f\right)(t)=\sum_{r=a}^{t-\alpha} H_{\alpha-1}(t, \sigma(r)) f(r), \quad \text { for } t \text { in } \mathbb{N}_{a+\alpha} \tag{4}
\end{equation*}
$$

and the $\Delta$-fractional difference operator is defined in [26] (Theorem 2.2) as follows:

$$
\begin{equation*}
\left({ }_{a}^{\operatorname{RL}^{\alpha}} \Delta^{\alpha} f\right)(t)=\sum_{r=a}^{t+\alpha} H_{-\alpha-1}(t, \sigma(r)) f(r), \quad \text { for } t \text { in } \mathbb{N}_{a+n-\alpha} \tag{5}
\end{equation*}
$$

for $n-1<\alpha<n$ and $f$ is defined on $\mathbb{N}_{a}$. It is important to state that the falling Taylor monomial function is given as follows:

$$
\begin{equation*}
H_{\alpha}(t, r):=\frac{(t-r)^{\underline{\alpha}}}{\Gamma(\alpha+1)}, \tag{6}
\end{equation*}
$$

and the falling function is defined by

$$
\begin{equation*}
t^{\underline{\alpha}}=\frac{\Gamma(t+1)}{\Gamma(t+1-\alpha)} \tag{7}
\end{equation*}
$$

Lemma 1 (see [1,27]). If $a, \alpha \in \mathbb{R}^{+}$, then

- For $t \in \mathbb{N}_{a}$, we have

$$
\begin{aligned}
& \mathrm{RL}_{a+\alpha} \Delta^{-\alpha} H_{\alpha}(t, a)=H_{\alpha+\alpha}(t, a), \\
& { }_{a-\alpha}^{\mathrm{RL}} \Delta^{\alpha} H_{\alpha}(t, a)=H_{\alpha-\alpha}(t, a),
\end{aligned}
$$

such that $a+\alpha$ and $a-\alpha$ are non-negative integers.

- For $t \in \mathbb{N}_{a+n}$ as $n-1<\alpha<n$, we have

$$
\begin{equation*}
\left(a+n-\alpha{ }_{a}^{\mathrm{RL}} \Delta^{-\alpha} \mathrm{RL}^{\alpha} f\right)(t)=f(t) . \tag{8}
\end{equation*}
$$

- $\quad t \in \mathbb{N}_{a+1}$, we have

$$
\begin{aligned}
& \sum_{r=a+1}^{t} H_{\alpha}(r+\alpha-1, a)=H_{\alpha+1}(t+\alpha, a), \\
& \sum_{r=a+1}^{t} H_{\alpha}(r+\alpha+1, \sigma(r))=H_{\alpha+1}(t+\alpha, a) .
\end{aligned}
$$

Lemma 2 (see [28]). Assume that $f, k: S \rightarrow \mathbb{R}^{+}$and attain their max in $S$. Then, we have

$$
|f(t)-k(t)| \leq \max \{f(t), k(t)\} \leq \max \left\{\max _{t \in S} f(t), \max _{t \in S} k(t)\right\},
$$

for each fixed $t \in S$.

### 2.2. Basic Lemmas

In this subsection, we state and prove some necessary lemmas which will be useful later.
Lemma 3. If $A(t)=1$, then,
(a) The identity $\xi$ in Theorem 2 can be expressed as follows:

$$
\begin{equation*}
\xi=\left(\delta_{2}-\delta_{1}\right) \delta_{3}+\delta_{1} \delta_{3} H_{\alpha-1}(b+\alpha-2, a)+\delta_{1} \delta_{4} H_{\alpha-2}(b+\alpha-3, a) . \tag{9}
\end{equation*}
$$

(b) The identities $f(t, r)$ and $g(t, r)$ in Theorem 3 can be expressed as follows:

$$
\begin{aligned}
f(t, r)=\frac{1}{\xi}[ & \delta_{1} \delta_{3} H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-1}(b+\alpha, \sigma(r)) \\
& \quad+\delta_{1} \delta_{4} H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-2}(b+\alpha-1, \sigma(r)) \\
& \left.+\delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-1}(b+\alpha, \sigma(r))+\delta_{4}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(b+\alpha-1, \sigma(r))\right] .
\end{aligned}
$$

and

$$
\begin{equation*}
g(t, r)=f(t, r)-H_{\alpha-1}(t+\alpha, \sigma(r)) . \tag{10}
\end{equation*}
$$

Proof. For the first item, we have

$$
\begin{aligned}
\sum_{r=a+2}^{b} \frac{(r-a-3+\alpha)^{\alpha-2}}{\Gamma(\alpha-1)} & =\sum_{r=a+2}^{b} \frac{\Delta_{r}(r-a-3+\alpha)^{\frac{\alpha-1}{}}}{\Gamma(\alpha)} \\
& =\sum_{r=a+2}^{b} \frac{(r-a-2+\alpha)^{\alpha-1}}{\Gamma(\alpha)}-\sum_{r=a+2}^{b} \frac{(r-a-3+\alpha)^{\alpha-1}}{\Gamma(\alpha)} \\
& =\frac{(b-a+\alpha-2)^{\frac{\alpha-1}{}}}{\Gamma(\alpha)}-1 .
\end{aligned}
$$

By putting this result in the equation

$$
\xi=\delta_{2} \delta_{3}+\delta_{1} \delta_{3} \sum_{r=a+2}^{b} \frac{(r-a-3+\alpha) \frac{\alpha-2}{}}{\Gamma(\alpha-1)}+\frac{\delta_{1} \delta_{4}(b-a-3+\alpha) \frac{\alpha-2}{}}{\Gamma(\alpha-1)},
$$

we get the desired result.
The second item can be obtained from the definition of the falling function (6) and (1). Thus, the proof is complete.

The proofs of the following two lemmas are straightforward and we will omit them.

Lemma 4 (see also [27]). Assume that $r \in \mathbb{N}_{a}$. Then, we have
(i) If $\alpha>0$, then

- The function $H_{\alpha}(t+\alpha+1, \sigma(r))$ is decreasing with respect to $r$, for $t \in \mathbb{N}_{r-1}$.
- The function $H_{\alpha}(t+\alpha+1, \sigma(r))$ is increasing with respect to $t$, for $t \in \mathbb{N}_{r}$.
(ii) If $\alpha>-1$, then
- $\quad H_{\alpha}(t+\alpha+1, \sigma(r)) \geq 0$, for $t \in \mathbb{N}_{r-1}$.
- $\quad H_{\alpha}(t+\alpha+1, \sigma(r))>0$, for $t \in \mathbb{N}_{r}$.
(iii) If $0>\alpha>-1$, then
- The function $H_{\alpha}(t+\alpha+1, \sigma(r))$ is increasing with respect to $r$, for $t \in \mathbb{N}_{r}$.
- The function $H_{\alpha}(t+\alpha+1, \sigma(r))$ is increasing with respect to $t$, for $t \in \mathbb{N}_{r+1}$.
(iv) If $\alpha \geq 0$, then the function $H_{\alpha}(t+\alpha+1, \sigma(r))$ is non-decreasing with respect to $t$, for $t \in \mathbb{N}_{r-1}$.

Lemma 5 (see also [27]). Assume that $\alpha \geq \alpha>0$. Then, we have

$$
H_{\alpha}(t+\alpha-1, a) \geq H_{\alpha}(t+\alpha-1, a),
$$

for each fixed $t \in \mathbb{N}_{a}$.

## 3. Taylor Falling Function and Green's Function Results

### 3.1. Taylor Falling Function

This subsection starts by introducing the Taylor falling function:

$$
\begin{equation*}
h_{\alpha}(t, r)=\frac{H_{\alpha}(t+\alpha+1, \sigma(r))}{H_{\alpha}(t+\alpha-1, a)}, \tag{11}
\end{equation*}
$$

for $r \in \mathbb{N}_{a+1}, t \in \mathbb{N}_{r}$ and $\alpha>-1$. Therefore, the following theorem concerns some positivity results on this function.

Theorem 4. The function defined in (11) has the following properties:

1. $h_{\alpha}(t, r)>0$.
2. $h_{\alpha}(t, r) \leq 1$, where $\alpha>0$, and $h_{\alpha}(t, r) \geq 1$, for $-1<\alpha<0$, or, specifically, $h_{0}(t, r)=1$.
3. The function $h_{\alpha}(t, r)$ is nonincreasing with respect to $t$, for $\alpha>0$.
4. The function $h_{\alpha}(t, r)$ is nonincreasing with respect to $t$, for $-1<\alpha<0$.

Proof. Proof of (1). By considering the definition, we have

$$
\begin{equation*}
h_{\alpha}(t, r)=\frac{(t-r+\alpha)^{\underline{\alpha}}}{(t-a+\alpha-1)^{\underline{\alpha}}}=\frac{\Gamma(t-a) \Gamma(t-r+\alpha+1)}{\Gamma(t-a+\alpha) \Gamma(t-r+1)} . \tag{12}
\end{equation*}
$$

As it is clear that $\Gamma(t-a), \Gamma(t-r+\alpha+1), \Gamma(t-a+\alpha), \Gamma(t-r+1)>0$, it follows from (12) that $h_{\alpha}(t, r)>0$.

Proof of (2). This follows from the monotonicity of $H_{\alpha}(t+\alpha+1, \sigma(r))$ with respect to $r$.

Proof of (3). Let us consider

$$
\begin{align*}
\nabla h_{\alpha}(t, r) & =\nabla\left[\frac{(t-\sigma(r))^{\underline{\alpha}}}{(t-a)^{\underline{\alpha}}}\right]=\frac{(t-r+1)^{\underline{\alpha}}}{(t-a)^{\underline{\alpha}}}-\frac{(t-r)^{\underline{\alpha}}}{(t-a-1)^{\underline{\alpha}}} \\
& =\frac{\Gamma(t-a) \Gamma(t-r+\alpha+1)}{\Gamma(t-a+\alpha) \Gamma(t-r+1)}-\frac{\Gamma(t-a-1) \Gamma(t-r+\alpha)}{\Gamma(t-a+\alpha-1) \Gamma(t-r)} \\
& =\frac{\Gamma(t-a-1) \Gamma(t-r+\alpha)}{\Gamma(t-a+\alpha-1) \Gamma(t-r)}\left[\frac{(t-a-1)(t-r+\alpha)}{(t-a+\alpha-1)(t-r)}-1\right] \\
& =\alpha(r-a-1)\left[\frac{\Gamma(t-a-1) \Gamma(t-r+\alpha)}{\Gamma(t-a+\alpha) \Gamma(t-r+1)}\right] \tag{13}
\end{align*}
$$

Since $(r-a-1) \geq 0$ and $\Gamma(t-r+\alpha), \Gamma(t-a-1), \Gamma(t-a+\alpha), \Gamma(t-r+1)>0$, then we see that $\nabla h_{\alpha}(t, r) \geq 0$ in (13).

Proof of (4). Rearranging (13), we see that

$$
\begin{equation*}
\nabla h_{-\alpha}(t, r)=-\alpha(r-a-1)\left[\frac{\Gamma(t-a-1) \Gamma(t-r+\alpha)}{\Gamma(t-a+\alpha) \Gamma(t-r+1)}\right] \tag{14}
\end{equation*}
$$

From (14), $(r-a-1) \geq 0$ and $\Gamma(t-r+\alpha), \Gamma(t-a-1), \Gamma(t-a+\alpha), \Gamma(t-r+1)>0$, then $\nabla h_{-\alpha}(t, r) \leq 0$, as required. Thus, the proof is done.

### 3.2. Green's Function Results

In this subsection, we examine some properties of $G(t, r)$. The first lemma shows the positivity of the functions in Theorem 3.

Lemma 6. Let $\delta_{1}, \delta_{3}, \delta_{2}, \delta_{4} \geq 0$ and $\delta_{1} \leq \delta_{2}$, and let (9) hold. Then, we have

1. $\forall t \in \mathbb{T}_{a}$, and then $\xi>0$.
2. $f(t, r) \geq 0, \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$ such that $r-1 \geq t$.
3. $g(t, r) \geq 0, \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$ such that $r \leq t$.

Proof. Proof of (1). As we know from Lemma 4 that $H_{\alpha-1}(b+\alpha-2, a), H_{\alpha-2}(b+\alpha-$ $3, a)>0$, we have

$$
\xi=\left(\delta_{2}-\delta_{1}\right) \delta_{3}+\delta_{1} \delta_{3} H_{\alpha-1}(b+\alpha-2, a)+\delta_{1} \delta_{4} H_{\alpha-2}(b+\alpha-3, a)>0
$$

Proof of (2). According to Lemma 4, it is clear that $H_{\alpha-1}(b+\alpha, \sigma(r)), H_{\alpha-2}(b+\alpha-$ $1, \sigma(r))>0, \forall r \in \mathbb{T}_{a+1}$ and $H_{\alpha-1}(t+\alpha-2, a) \geq 0, \forall t \in \mathbb{T}_{a}$. In addition, we know that $\xi>0, \forall t \in \mathbb{T}_{a}$ according to (2). Therefore, we have

$$
\begin{aligned}
& f(t, r)=\frac{1}{\xi}\left[\delta_{1} \delta_{3} H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-1}(b+\alpha, \sigma(r))\right. \\
& +\delta_{1} \delta_{4} H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-2}(b+\alpha-1, \sigma(r))+\delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-1}(b+\alpha, \sigma(r)) \\
& \left.\quad+\delta_{4}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(b+\alpha-1, \sigma(r))\right] \geq 0
\end{aligned}
$$

$\forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$ then $t \leq r-1$.
Proof of (3). For this property, consider

$$
\begin{align*}
g(t, r)=\frac{1}{\xi} & {\left[\delta_{1} \delta_{3} H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-1}(b+\alpha, \sigma(r))\right.} \\
& +\delta_{1} \delta_{4} H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-2}(b+\alpha-1, \sigma(r))+\delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-1}(b+\alpha, \sigma(r)) \\
& \left.+\delta_{4}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(b+\alpha-1, \sigma(r))-\xi H_{\alpha-1}(t+\alpha, \sigma(r))\right] \\
& =\frac{1}{\xi}\left[\delta_{4}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(b+\alpha-1, \sigma(r))+\delta_{3}\left(\delta_{2}-\delta_{1}\right)\left(H_{\alpha-1}(b+\alpha, \sigma(r))\right.\right. \\
& \left.-H_{\alpha-1}(t+\alpha, \sigma(r))\right)+\delta_{1} \delta_{4}\left(H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-2}(b+\alpha-1, \sigma(r))\right. \\
& \left.-H_{\alpha-1}(t+\alpha, \sigma(r)) H_{\alpha-2}(b+\alpha-3, a)\right) \\
& +\delta_{1} \delta_{3}\left(H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-1}(b+\alpha, \sigma(r))\right. \\
& \left.\left.-H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-1}(t+\alpha, \sigma(r))\right)\right] \\
& =\frac{1}{\xi}\left[E_{1}+E_{2}+E_{3}+E_{4}\right], \tag{15}
\end{align*}
$$

where

$$
\begin{aligned}
& E_{1}=\delta_{4}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(b+\alpha-1, \sigma(r)) ; \\
& E_{2}=\delta_{3}\left(\delta_{2}-\delta_{1}\right)\left(H_{\alpha-1}(b, \sigma(r))-H_{\alpha-1}(t, \sigma(r))\right) ; \\
& E_{3}=\delta_{1} \delta_{4}\left(H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-2}(b+\alpha-1, \sigma(r))-H_{\alpha-1}(t+\alpha, \sigma(r)) H_{\alpha-2}(b+\alpha-3, a)\right) ; \\
& E_{4}=\delta_{1} \delta_{3}\left(H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-1}(b+\alpha, \sigma(r))-H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-1}(t+\alpha, \sigma(r))\right) .
\end{aligned}
$$

In (15), we know that $\xi>0, \forall t \in \mathbb{T}_{a}$. So, it remains to prove that $E_{r} \geq 0$, for $r=1,2,3,4$.

- For $E_{1}$ : According to Lemma $4, H_{\alpha-2}(b+\alpha-1, \sigma(r))>0, \forall t \in \mathbb{T}_{a}$. Therefore, $E_{1} \geq 0$.
- For $E_{2}$ : By using Lemma $4, H_{\alpha-1}(t+\alpha, \sigma(r)) \leq H_{\alpha-1}(b+\alpha, \sigma(r)), \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$ such that $t \geq r$. Hence, $E_{2} \geq 0$.
- For $E_{3}$ : Again, by using Lemma 4, $H_{\alpha-1}(t+\alpha, \sigma(r)) \leq H_{\alpha-1}(t+\alpha-2, a)>0$ and $H_{\alpha-2}(b+\alpha-3, a) \leq H_{\alpha-2}(b+\alpha-1, \sigma(r)), \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$ such that $r \leq t$. These lead to $E_{3} \geq 0$.
- For $E_{4}$ : We consider

$$
\begin{aligned}
& H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-1}(b+\alpha, \sigma(r))-H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-1}(t+\alpha, \sigma(r)) \\
& =H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-1}(t+\alpha, \sigma(r))\left[\frac{H_{\alpha-1}(b+\alpha, \sigma(r))}{H_{\alpha-1}(b+\alpha-2, a)} \cdot \frac{H_{\alpha-1}(t+\alpha-2, a)}{H_{\alpha-1}(t+\alpha, \sigma(r))}-1\right] \\
& =H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-1}(t+\alpha, \sigma(r))\left[\frac{h_{\alpha-1}(b, r)}{h_{\alpha-1}(t, r)}-1\right] . \\
& \quad H_{\alpha-1}(b+\alpha-2, a), H_{\alpha-1}(t+\alpha, \sigma(r))>0 \text { by Lemma } 4, \text { and } h_{\alpha-1}(t, r) \leq h_{\alpha-1}(b, r), \\
& \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1} \text { by Theorem 4. Therefore, we get } E_{4} \geq 0 \text { as desired. }
\end{aligned}
$$

As a result, $g(t, r)>0, \forall \mathbb{T}_{a} \times \mathbb{T}_{a+1}$, such that $r \leq t$. Also, $G(t, r) \geq 0, \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$. This ends our proof.

The positivity of Green's function can be deduced from the following theorem.
Theorem 5. Let $\delta_{1}, \delta_{2}, \delta_{3}, \delta_{4}>0$ and $\delta_{1} \leq \delta_{2}$, and let (9) hold. Then, we have

$$
G(t, r) \geq 0
$$

for $(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$.

Proof. The proof can be deduced from the next lemma.
To obtain the above result, we need to show that the functions in Theorem 3 are increasing.

Lemma 7. Let $\delta_{1}, \delta_{2}, \delta_{3}, \delta_{4}>0$ and $\delta_{1} \leq \delta_{2}$, and let (9) hold. Then, we have that

1. $\quad f(t, r)$ is an increasing function with respect to $t \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$ such that $t \leq r-1$.
2. $g(t, r)$ is an increasing function with respect to $t \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$ such that $r \leq t$.

Proof. Proof of (1). We consider

$$
\begin{aligned}
\nabla_{t} f(t, r)=\frac{1}{\xi}\left[\delta_{1} \delta_{3} H_{\alpha-2}(t+\alpha-3, a)\right. & H_{\alpha-1}(b+\alpha, \sigma(r)) \\
& \left.+\delta_{1} \delta_{4} H_{\alpha-2}(t+\alpha-3, a) H_{\alpha-2}(b+\alpha-1, \sigma(r))\right]
\end{aligned}
$$

From Lemma 4, it is clear that $H_{\alpha-1}(b, \sigma(r)), H_{\alpha-2}(b, \sigma(r))>0 \forall r \in \mathbb{T}_{a+1}$ and $H_{\alpha-2}(t+$ $\alpha-3, a)>0 \forall t \in \mathbb{T}_{a+1}$. Moreover, $\xi>0 \forall t \in \mathbb{T}_{a+1}$ according to Theorem 2. Thus, we get $\nabla_{t} f(t, r)>0$, and this implies that (1) holds true.

Proof of (2). According to (15), we have

$$
\begin{align*}
\nabla_{t} g(t, r) & =\frac{1}{\xi}\left[-\delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(t+\alpha-1, \sigma(r))\right. \\
& +\delta_{1} \delta_{4}\left(H_{\alpha-2}(t+\alpha-3, a) H_{\alpha-2}(b+\alpha-1, \sigma(r))\right. \\
& \left.-H_{\alpha-2}(t+\alpha-1, \sigma(r)) H_{\alpha-2}(b+\alpha-3, a)\right) \\
& +\delta_{1} \delta_{3}\left(H_{\alpha-2}(t+\alpha-3, a) H_{\alpha-1}(b+\alpha, \sigma(r))\right. \\
& \left.\left.-H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-2}(t+\alpha-1, \sigma(r))\right)\right] \\
& =\frac{1}{\xi}\left[E_{5}+E_{6}+E_{7}\right] \tag{16}
\end{align*}
$$

where

$$
\begin{aligned}
E_{5} & =-\delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(t+\alpha-1, \sigma(r)), \\
E_{6} & =\delta_{1} \delta_{4}\left(H_{\alpha-2}(t+\alpha-3, a) H_{\alpha-2}(b+\alpha-1, \sigma(r))\right. \\
& \left.-H_{\alpha-2}(t+\alpha-1, \sigma(r)) H_{\alpha-2}(b+\alpha-3, a)\right), \\
E_{7} & =\delta_{1} \delta_{3}\left(H_{\alpha-2}(t+\alpha-3, a) H_{\alpha-1}(b+\alpha, \sigma(r))\right. \\
& \left.-H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-2}(t+\alpha-1, \sigma(r))\right) .
\end{aligned}
$$

As it is clear that $\xi>0 \forall t \in \mathbb{T}_{a+1}$, we only need to show that $E_{i} \leq 0, i=5,6,7$.

- For $E_{5}$ : Clearly, from Lemma (4), $H_{\alpha-2}(t, \sigma(r))>0 \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$ such that $r \geq t$ implies that $E_{5} \leq 0$.
- For $E_{6}$ : We consider

$$
\begin{aligned}
& H_{\alpha-2}(t+\alpha-3, a) H_{\alpha-2}(b+\alpha-1, \sigma(r))-H_{\alpha-2}(b, a) H_{\alpha-2}(t, \sigma(r)) \\
& =H_{\alpha-2}(b+\alpha-3, a) H_{\alpha-2}(t+\alpha-1, \sigma(r))\left[\frac{H_{\alpha-2}(b+\alpha-1, \sigma(r))}{H_{\alpha-2}(b+\alpha-3, a)}\right. \\
& \left.\quad \cdot \frac{H_{\alpha-2}(t+\alpha-3, a)}{H_{\alpha-2}(t+\alpha-1, \sigma(r))}-1\right] \\
& =H_{\alpha-2}(b+\alpha-3, a) H_{\alpha-2}(t+\alpha-1, \sigma(r))\left[\frac{h_{\alpha-2}(b, r)}{h_{\alpha-2}(t, r)}-1\right] .
\end{aligned}
$$

By considering Lemma (4), we see that $H_{\alpha-2}(b+\alpha-3, a) H_{\alpha-2}(t+\alpha-1, \sigma(r))>0$. Moreover, by considering Theorem 4, we have $h_{\alpha-2}(t, r) \leq h_{\alpha-2}(b, r), \forall(t, r) \in$ $\mathbb{T}_{a} \times \mathbb{T}_{a+1}$. Therefore, $E_{6} \leq 0$.

- For $E_{7}$ : According to Lemma (4), it can be seen that $H_{\alpha-2}(t+\alpha-3, a) \leq H_{\alpha-2}(t+$ $\alpha-1, \sigma(r))$ and $H_{\alpha-1}(b+\alpha, \sigma(r)) \leq H_{\alpha-1}(b+\alpha-2, a) \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}$ such that $r \leq t$ implies that $E_{7} \leq 0$.
Then, the proof is complete.
The following theorem demonstrates the boundedness of Green's function.
Theorem 6. Assume that $\delta_{1}, \delta_{2}, \delta_{3}, \delta_{4} \geq 0$ and $\delta_{1} \leq \delta_{2}$, and let (9) hold. Then, for $G(t, r)$, we have

$$
\begin{equation*}
\max _{(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}} G(t, r)<\mathrm{Y}, \tag{17}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{Y}=\frac{1}{\xi}\left[\delta_{1} \delta_{3} H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-1}(b+\alpha-1, a)\right. \\
&+\delta_{1} \delta_{4} H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-2}(b+\alpha-2, a) \\
&\left.+\delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-1}(b+\alpha-1, a)+\delta_{4}\left(\delta_{2}-\delta_{1}\right)\right]
\end{aligned}
$$

Proof. According to Lemma 7, we see that

$$
\max _{(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}} G(t, r)=\max _{r \in \mathbb{T}_{a+1}}\{f(\rho(r), r), \alpha(r, r)\}
$$

On the other hand,

$$
\begin{aligned}
& f(\rho(r), r)=\frac{1}{\xi}\left[\delta_{1} \delta_{3} H_{\alpha-1}(\rho(r)+\alpha-2, a) H_{\alpha-1}(b+\alpha, \sigma(r))\right. \\
& \quad+\delta_{1} \delta_{4} H_{\alpha-1}(\rho(r)+\alpha-2, a) H_{\alpha-2}(b+\alpha-1, \sigma(r))+\delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-1}(b+\alpha, \sigma(r)) \\
& \left.\quad+\delta_{4}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(b+\alpha-1, \sigma(r))\right]
\end{aligned}
$$

and we let

$$
\begin{aligned}
& k(r)=\frac{1}{\xi}\left[\delta_{1} \delta_{3} H_{\alpha-1}(r+\alpha-2, a) H_{\alpha-1}(b+\alpha, \sigma(r))\right. \\
& \quad+\delta_{1} \delta_{4} H_{\alpha-1}(r+\alpha-2, a) H_{\alpha-2}(b+\alpha-1, \sigma(r)) \\
& +
\end{aligned} \begin{aligned}
& \left.\delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-1}(b+\alpha, \sigma(r))+\delta_{4}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(b+\alpha-1, \sigma(r))\right]
\end{aligned}
$$

for $r \in \mathbb{T}_{a+1}$. It follows from Lemmas 4 and 6 that

$$
\begin{equation*}
0 \leq f(\rho(r), r)<k(r) \quad r \in \mathbb{T}_{a+1} \tag{18}
\end{equation*}
$$

Also, we have

$$
\begin{gather*}
g(r, r)=\frac{1}{\xi}\left[\delta_{1} \delta_{3} H_{\alpha-1}(r+\alpha-2, a) H_{\alpha-1}(b+\alpha, \sigma(r))\right. \\
\quad+\delta_{1} \delta_{4} H_{\alpha-1}(r+\alpha-2, a) H_{\alpha-2}(b+\alpha-1, \sigma(r)) \\
\left.+\delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-1}(b+\alpha, \sigma(r))+\delta_{4}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(b+\alpha-1, \sigma(r))\right]-1 \\
=k(r)-1, \quad r \in \mathbb{T}_{a+1} . \tag{19}
\end{gather*}
$$

Therefore, by considering Lemma 6, it is known that

$$
\begin{equation*}
0 \leq g(r, r)<k(r), \quad r \in \mathbb{T}_{a+1} . \tag{20}
\end{equation*}
$$

As

$$
\begin{aligned}
& \max _{r \in \mathbb{T}_{a+1}} H_{\alpha-1}(r+\alpha-2, a)=H_{\alpha-1}(b+\alpha-2, a) \\
& \max _{r \in \mathbb{T}_{a+1}} H_{\alpha-1}(b+\alpha, \sigma(r))=H_{\alpha-1}(b+\alpha, \sigma(a)) \\
& \max _{r \in \mathbb{T}_{a+1}} H_{\alpha-2}(b+\alpha-1, \sigma(r))=H_{\alpha-2}(b+\alpha-1, b+1)=1
\end{aligned}
$$

we can deduce that

$$
\begin{equation*}
k(r)<\mathrm{Y}, \quad r \in \mathbb{T}_{a+1} . \tag{21}
\end{equation*}
$$

Therefore, according to Lemma 4 and the inequalities (18), (20), (21), we get

$$
\begin{aligned}
\max _{(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1}} G(t, r) & =\max _{r \in \mathbb{T}_{a+1}}\{f(\sigma(r), r), g(r, r)\} \\
& \leq\left\{\max _{r \in \mathbb{T}_{a+1}} f(\sigma(r), r), \max _{r \in \mathbb{T}_{a+1}} g(r, r)\right\}<\max _{r \in \mathbb{T}_{a+1}} k(r)<\mathrm{Y}
\end{aligned}
$$

as desired.
The next theorem shows the boundedness of Green's function in a limited summation.
Theorem 7. Let $\delta_{1}, \delta_{2}, \delta_{3}, \delta_{4} \geq 0$ and $\delta_{1} \leq \delta_{2}$, and let (9) hold. Then, for $G(t, r)$, we have

$$
\begin{equation*}
\sum_{r=a+1}^{b} G(t, r)<\Lambda, \quad \forall(t, r) \in \mathbb{T}_{a} \times \mathbb{T}_{a+1} \tag{22}
\end{equation*}
$$

where

$$
\begin{aligned}
\Lambda=\frac{1}{\xi}\left[\delta_{1} \delta_{3} H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-1}(b+\alpha-2, a)\right. & \\
& +\delta_{1} \delta_{4} H_{\alpha-1}(b+\alpha-2, a) H_{\alpha-2}(b+\alpha-3, a)+ \\
& \delta_{3}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-1}(b+\alpha-2, a) \\
& \left.+\delta_{4}\left(\delta_{2}-\delta_{1}\right) H_{\alpha-2}(b+\alpha-3, a)\right]
\end{aligned}
$$

Proof. Consider

$$
\begin{aligned}
\sum_{r=a+1}^{b} G(t, r)= & \sum_{r=a+1}^{t} g(t, r)+\sum_{r=t+1}^{b} f(t, r) \\
= & \sum_{r=a+1}^{b} f(t, r)-\sum_{r=a+1}^{t} H_{\alpha-1}(t+\alpha, \sigma(r)) \\
= & \frac{1}{\zeta}\left[\delta_{1} \delta_{3} H_{\alpha-1}(t+\alpha-2, a) \sum_{r=a+1}^{b} H_{\alpha-1}(b+\alpha, \sigma(r))\right. \\
& +\delta_{1} \delta_{4} H_{\alpha-1}(t+\alpha-2, a) \sum_{r=a+1}^{b} H_{\alpha-2}(b+\alpha-1, \sigma(r)) \\
& +\left(\delta_{2}-\delta_{1}\right) \delta_{3} \sum_{r=a+1}^{b} H_{\alpha-1}(b+\alpha, \sigma(r)) \\
& \left.+\left(\delta_{2}-\delta_{1}\right) \delta_{4} \sum_{r=a+1}^{b} H_{\alpha-2}(b+\alpha-1, \sigma(r))\right] \\
& -\sum_{r=a+1}^{t} H_{\alpha-1}(t+\alpha, \sigma(r)) .
\end{aligned}
$$

Further simplifications lead to

$$
\begin{aligned}
\sum_{r=a+1}^{b} G(t, r)= & \frac{1}{\xi}\left[\left(\delta_{1} \delta_{3} H_{\alpha-1}(t+\alpha-2, a) H_{\alpha}(b+\alpha-1, a)\right.\right. \\
& +\delta_{1} \delta_{4} H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-1}(b+\alpha-2, a) \\
& \left.+\left(\delta_{2}-\delta_{1}\right) \delta_{3} H_{\alpha}(b+\alpha-1, a)+\left(\delta_{2}-\delta_{1}\right) \delta_{4} H_{\alpha-1}(b+\alpha-2, a)\right] \\
& -H_{\alpha}(t+\alpha-2, a) \\
= & \frac{1}{\xi}\left(\delta _ { 1 } \delta _ { 3 } \left(H_{\alpha-1}(t+\alpha-2, a) H_{\alpha}(b+\alpha-1, a)\right.\right. \\
& \left.-H_{\alpha-1}(b+\alpha-2, a) H_{\alpha}(t+\alpha-1, a)\right) \\
& +\delta_{1} \delta_{4}\left(H_{\alpha-1}(t+\alpha-2, a) H_{\alpha-1}(b+\alpha-2, a)\right. \\
& \left.-H_{\alpha}(t+\alpha-1, a) H_{\alpha-2}(b+\alpha-3, a)\right) \\
& +\left(\delta_{2}-\delta_{1}\right) \delta_{3}\left(H_{\alpha}(b+\alpha-1, a)-H_{\alpha}(t+\alpha-1, a)\right) \\
& \left.+\left(\delta_{2}-\delta_{1}\right) \delta_{4} H_{\alpha-1}(b,+\alpha-2 a)\right] .
\end{aligned}
$$

For $t \in \mathbb{T}_{a}$, we have $H_{\alpha}(t, a) \geq 0$ and

$$
\begin{aligned}
& \max _{t \in \mathbb{T}_{a}} H_{\alpha}(b+\alpha-1, a)=H_{\alpha}(b+\alpha-1, a) \\
& \max _{t \in \mathbb{T}_{a}} H_{\alpha-1}(b+\alpha-2, a)=H_{\alpha-1}(b+\alpha-2, a)
\end{aligned}
$$

which together with the last equation give the required (22). The proof is complete.
Now, we can formulate a Lyapunov-like inequality for the delta BVP (2) in the following theorem.

Theorem 8. Let $\delta_{1}, \delta_{2}, \delta_{3}, \delta_{4} \geq 0$ and $\delta_{1} \leq \delta_{2}$, and let (9) hold. If the solution to the delta BVP (2) is nontrivial, then

$$
\begin{equation*}
\sum_{r=a+1}^{b}|B(r)|>\frac{1}{Y} \tag{23}
\end{equation*}
$$

Proof. Let us set $\mathcal{B}$ as a Banach space with the norm:

$$
\|f\|=\max _{t \in \mathbb{T}_{a}}|f(r)| .
$$

By considering Theorems 1 and 3, we see that the solution to (3) satisfies

$$
f(t)=\sum_{r=a+1}^{b} G(t, r) B(r) f(r)
$$

for $t \in \mathbb{T}_{a}$. Therefore, according to Theorem 6, we have

$$
\begin{aligned}
\|f\|=\max _{t \in \mathbb{T}_{a}}|f(r)| & =\max _{t \in \mathbb{T}_{a}}\left|\sum_{r=a+1}^{b} G(t, r) B(r) f(r)\right| \\
& \leq \max _{t \in \mathbb{T}_{a}}\left[\sum_{r=a+1}^{b} G(t, r)|B(r)||f(r)|\right] \\
& \leq\|f\| \max _{t \in \mathbb{T}_{a}}\left[\sum_{r=a+1}^{b} G(t, r)|B(r)|\right] \\
& \leq \mathrm{Y}\|f\| \sum_{r=a+1}^{b}|B(r)| .
\end{aligned}
$$

This leads to

$$
\sum_{r=a+1}^{b}|B(r)|>\frac{1}{Y}
$$

The proof is complete.

## 4. Application

The specific class of operator equations, which appears frequently in quantum mechanics, consists of eigenvalues and eigenfunctions. For this reason, this section has been dedicated to examining the lower bound for the eigenvalues related to the delta BVP (3). If $1<\alpha<2$ and $f$ is a nontrivial solution to the delta BVP,

$$
\left\{\begin{array}{l}
-\left({ }_{a}^{\mathrm{RL}} \Delta^{\alpha-1}(\nabla f)\right)(t)+\lambda f(t)=0, \quad t \in \mathbb{T}_{a+2} \\
\delta_{1} f(a+1)-\delta_{2}(\nabla f)(a+1)=0 \\
\delta_{3} f(b)+\delta_{4}(\nabla f)(b)=0
\end{array}\right.
$$

whereas $f(t) \neq 0$, for all $t \in \mathbb{T}_{a+1}$, we have

$$
\begin{equation*}
|\lambda|=\frac{1}{(b-a) \mathrm{Y}^{\prime}} \tag{24}
\end{equation*}
$$

according to Theorem 8.

## 5. Concluding Remarks

Throughout this paper, we have considered a kind of fractional falling function and investigated some of its properties. This occurred in Green's function of a BVP of delta Riemann-Liouville fractional type. Lyapunov-type inequalities have been obtained for the delta fractional BVP under the general boundary conditions. The results show that Green's function is non-negative and this leads to an upper bound for its maximum value. To better understand this point, an example shows the estimation of the lower bound for the eigenvalue of the delta BVP.
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