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This Special Issue contains 2 reviews and 17 research papers related to the follow-
ing topics:

• Time series forecasting [1–5];
• Image analysis [6];
• Medical applications [7,8];
• Knowledge graph analysis [9,10];
• Cybersecurity [11–13];
• Traffic analysis [14,15];
• Agriculture [16];
• Environmental data analysis [17].

The authors of [1] focused on short time series forecasting in the domain of crime data
(thefts, shoplifting, vehicular crimes, and burglaries in Mexico). The authors compared
different combinations of model building (e.g., ARIMA, Simple Moving Averages, Artificial
Neural Networks, and many other) with several approaches in predicting performance.
As a result of the experiments carried out, two rankings using different prediction error
measures (seasonal MAPE and the Friedman test) were compared. Both of them obtained
the same rankings: SMA and ARIMA performed the best, FFORMA [18] was ranked in
the middle, and the ANN and Holt–Winters models performed the worst. The presented
results show promise as input for new heuristics to be applied on a larger set of time series.

In [2], a time series analysis was applied in a different manner: their prediction of
the high stock dividend (HSD) was based on a sequence of typical machine learning
approaches instead of state-of-the-art methods such as ARIMA or SMA. Four layers of
genetic algorithms were used to find the optimal result. The first layer was responsible
for a proper fitness function selection (based on random forests, XGBoost, and many
others), while the second layer tried to find the optimal solution, the third layer determined
the convergence range of the optimal result, and the fourth layer was responsible for
dimensionality reduction. The most significant results of these experiments are the real
dimensionality reduction and improvement in prediction evaluation measures.

An economical application of deep learning in time series prediction was presented
in [3]. The authors focused their attention on predicting the daily prices of Bitcoin and gold.
The newly proposed model combines neural networks with the basic economic indicators
for better decision making.

In efforts to limit or stop climate change, renewable power sources have garnered
more and more attention. Photovoltaic installations are surely one such renewable power
source. However, the efficiency of such a source of clean energy depends strictly on the
conditions of the outside environment, which makes it very hard to plan energy production.
For that reason, three different levels of power production are being considered in this area:
short term (from one hour to one week forward), middle term (up to one month), and long
term (up to one year). The authors of [4] focused on short-term predictions.

The authors of [5] paid more attention to causal inferences in time series between
dependent and independent variables. The authors built a new ensemble model and
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compared its results with those of other tools, such as the Granger causality test, transfer
entropy, and several more, on artificial multivariate data, containing linear and nonlinear
dependent and independent variables.

In [6], the issue of applying the deep learning method to match the sea surface image to
initial Beaufort scale levels was raised. The authors started with a broad review of existing
benchmark datasets, as well as with a description of a various developed classification
models. After conducting some experiments, they focused their attention on the GoogLeNet
model—a convolutional neural network [19]. After some modification, increasing the
classification accuracy, as well as decreasing the training time, became possible.

Deep learning methods were also used for predicting red blood cell (RBC) parameter
values [7]. Better methods of RBC property modeling mean more reliable models of blood
flow in general. The development of a new model became possible on the basis of the data
simulated in the ESPREesSO [20] environment. Interestingly, the authors took both of the
approaches—classification and regression—into consideration.

During the last three years, we have been focused on the COVID-19 pandemic. Hope-
fully, that threat has been more or less successfully dealt with in most of the world. However,
we should also be paying more attention to leading causes of death in the world, particu-
larly non-communicable chronic diseases [21]. In [8], a bio-inspired cuttlefish algorithm,
CFA, and genetic algorithm, GA, were used to classify patients as suffering or not suffering
from type 2 diabetes.

Knowledge extraction from graphs is a very important branch of data analysis, es-
pecially in domains such as recommendation systems, customer association analyses, or
community detection. The work in [9] referred to a knowledge graph [22] (KG) analy-
sis. The authors presented a new type of recommendation system called Personalized
Relationships-Based Knowledge Graph for Recommender Systems with Dual-View Items.
It utilizes a heterogeneous propagation strategy to gather information on higher-order
user–item interactions and an attention mechanism to generate the weighted representation
of entities. This paper also shows the results of the application of this approach to music,
movie, and book recommendation scenarios, which showed increases compared with the
results of state-of-the-art baselines.

Knowledge graphs are also the subject of analysis in [10]: a symmetric representation
of KG. Joining the convolutional neural network with the TransE model, a tool called
Joint Knowledge Representation Learning of Text Description and Knowledge Graph
was obtained.

The authors of [11] focused on increasing the security of the Internet by detecting peer–
to-peer botnets. Such a goal of data analysis is very popular in computer science, and many
approaches have been developed based on a variety of machine learning and deep learning
techniques, such as support vector machines, clustering techniques, Bayesian networks,
decision trees, and many others. However, comparisons with multi-layer perceptron are
lacking. The complete solution presented in the paper—called “PeerAmbush”—supports
all steps (data construction, preparation, feature engineering, model building, and applica-
tion) and provides satisfactory results on a benchmark dataset.

The authors of [12] also presented cybersecurity issues; however, they paid more
attention to data preparation. The possibility of flow-based IDS feature enrichment was
also raised for better detection of ICMPv6–DDoS attacks. The three main achievements
in this paper are an increase in attack detection accuracy on enriched flow-based features,
a reduction in feature sets required for such attack detections, and a wide comparison of
suggested models applying a variety of machine learning techniques.

The authors of [13] partially addressed cybersecurity issues, as attempting to help
detect frauds regarding credit cards. Unfortunately, for confidentiality issues, we cannot
take a closer look at the input data model; however, the authors deal with highly imbalanced
data (the percentage of fraud transaction does not exceed 0.2%). The application of a new
method that combines an autoencoder with a light gradient boosting machine provided an
observable increase in fraud detections.
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Air traffic complexity was the point of interest in [14]. We have observed an increase in
air traffic volume in recent decades. Even after a short reduction in air traffic volume during
the COVID-19 pandemic, the amount of passengers and goods transported by means of air
transport is still increasing year by year. In this paper, the authors attempt to answer the
questions what is air traffic complexity and which air traffic data variables have greater
impacts on increases in complexity? Machine learning techniques are used to find answers
to these questions.

The authors of [15] focused more on the topological aspects of traffic analysis, propos-
ing the Ollivier–Ricci curvature [23] to measure possible bottlenecks in the network.

The authors of [16] provided an interesting solution for increasing the accuracy of soil
nutrient prediction by combining two tools: genetic algorithm (GA) and backpropagation
neural networks (BPs). The authors compared their modified GA (IGA + BP) approach
with a typical GA + BP approach, as well as with a BP-based prediction of the pH of soil,
the total amount of nitrogen in soil, and the total amount of organic matter in soil, and the
results are quite interesting.

In this Special Issue, we also have a paper that focuses on two aspects of data pre-
processing [17]: imbalance of class distributions and missing values. The goal of these
preprocessing aspects is to provide a good technique for assessing air quality (India Air
Quality Index). Imbalance in the six classes varies from 5% (minority class) up to 36%
(majority class), while the percentage of missing values for the seven variables reaches
26–29% for two of them. Two well-known techniques are involved in solving this imbalance:
kNN and SMOTE.

Apart from the abovementioned research papers, this Special Issue contains two
review papers. They are focused on informer methods used in a time series analysis [24]
and the synergies between machine learning and neurorobotics [25]

Finally, I would like to congratulate all the authors of these papers on the acceptance of
their work to this Special Issue, and I encourage the authors of rejected papers to improve
their manuscripts and to then resubmit them to Symmetry.

Conflicts of Interest: The author declares no conflict of interest.
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