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Abstract: To extract facial features with different receptive fields and improve the decision fusion
performance of network ensemble, a symmetric multi-scale residual network (SMResNet) ensemble
with a weighted evidence fusion (WEF) strategy for facial expression recognition (FER) was pro-
posed. Firstly, aiming at the defect of connecting different filter groups of Res2Net only from one
direction in a hierarchical residual-like style, a symmetric multi-scale residual (SMR) block, which
can symmetrically extract the features from two directions, was improved. Secondly, to highlight
the role of different facial regions, a network ensemble was constructed based on three networks of
SMResNet to extract the decision-level semantic of the whole face, eyes, and mouth regions, respec-
tively. Meanwhile, the decision-level semantics of three regions were regarded as different pieces
of evidence for decision-level fusion based on the Dempster-Shafer (D-S) evidence theory. Finally,
to fuse the different regional expression evidence of the network ensemble, which has ambiguity
and uncertainty, a WEF strategy was introduced to overcome conflicts within evidence based on the
support degree adjustment. The experimental results showed that the facial expression recognition
rates achieved 88.73%, 88.46%, and 88.52% on FERPlus, RAF-DB, and CAER-S datasets, respectively.
Compared with other state-of-the-art methods on three datasets, the proposed network ensemble,
which not only focuses the decision-level semantics of key regions, but also addresses to the whole
face for the absence of regional semantics under occlusion and posture variations, improved the
performance of facial expression recognition in the wild.

Keywords: facial expression recognition; machine learning; symmetric multi-scale residual network;
network ensemble; D-S evidence theory; symmetry and asymmetry

1. Introduction

Facial expression plays an important role in daily communication as it is a natural
and universal way for human to convey emotional states [1,2]. Currently, automatic facial
expression recognition (FER) has many applications, such as social robots, safe driving,
intelligent medicine, and other human–computer interaction fields [3,4]. In recent years,
numerous novel methods have been proposed for FER in experimental environments.
However, it is challenging to cope with the diversity and complexity of FER in uncontrolled
environments (e.g., non-frontal faces, fuzzy faces, partially occluded faces, and spontaneous
expressions) [5–9].

At present, FER is divided into feature engineering-based methods and end-to-end
deep learning-based methods. Feature engineering-based methods, which include fea-
ture extraction and feature classification, have a common difficulty of selecting robust
facial features for expression classification [10], and lack compensation and fault-tolerance
mechanisms for occlusions and posture variations in the wild. Recently, to reduce the
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interference of human factors and the errors in manual feature selection, end-to-end deep
learning-based methods, especially convolutional neural networks (CNNs), have been
rapidly applied to FER [11]. Owing to their rich semantic representation capabilities, CNN-
based methods [7,12–14] have achieved an advanced recognition rate and outperformed
the previous feature engineering-based methods. Research shows that deeper convolution
has a wider receptive field for rich semantic features, but is easily affected by occlusions
and varying postures [15]. Therefore, a multi-scale Res2Net block was designed to extract
features with different receptive fields [16]. However, Res2Net obtains multi-scale features
only from left to right in the basic block, which results in a limited range of receptive fields,
and how to expand receptive fields for facial features extraction is a problem to be solved
in the paper.

In addition, the current end-to-end deep learning-based methods, which only take
a whole face image as input, are difficult to accurately capture the subtle changes in key
regions of the face and ignore the importance of different facial regions. Psychological
research shows that facial expression details focus on the eyebrows, eyes, and mouth
regions [17]. Furthermore, human beings can effectively use local regions and the whole
face to perceive the semantics transmitted by incomplete faces [18]. Hence, how to highlight
the role of key regions and maintain the interoperability of the whole face is the other
problem to be solved in this paper.

Recent studies have shown that the performance of a set of multiple networks is
better than that of a single network [19,20], and the decision-level-based network ensemble
strategy becomes mainstream [21]. In the decision-level network ensemble, the Dempster–
Shafer (D-S) evidence theory, which has unique advantages in terms of flexibility and
effectiveness of modeling uncertainty and imprecision, has been one of the most competitive
fusion strategies [22]. However, the expression semantics of different regions have a certain
degree of ambiguity and uncertainty, and the traditional D-S combination rules (DCRs)
fail when there are conflicts in evidence [23]. How to reduce the conflicts between the
decision-level semantic of different regions is a third problem to be solved.

To solve the above problems, a FER framework based on a symmetric multi-scale
residual network (SMResNet) ensemble with a weighted evidence fusion (WEF) strategy
was proposed. The overall structure of the proposed framework is shown in Figure 1. It
mainly includes a preprocessing module for face alignment and facial key region location,
a decision-level semantic extraction based on SMResNet ensemble, and a decision-level
semantic fusion with the WEF strategy. In the preprocessing module, due to facial images
in unconstrained scenes having complex backgrounds, illuminations, head poses, and local
occlusions, a pipeline for face alignment and the location of facial key regions was designed.
In the decision-level semantic extraction, to overcome the defect of connecting different
filter groups of Res2Net only from one direction, a symmetric multi-scale residual (SMR)
block was firstly improved to symmetrically extract the features of different receptive
fields from two directions. Secondly, a network ensemble, composed of three networks of
SMResNet, was constructed to extract the decision-level semantics of the whole face, eyes,
and mouth. In the decision-level semantic fusion, the outputs of three SMResNets were
regarded as different evidence, and the D-S evidence theory was addressed to decision-
level fusion of these three pieces of evidence. Given the ambiguity and uncertainty of
different expression evidence, a WEF strategy was introduced to overcome the conflicts in
evidence based on the support degree adjustment. The main contributions of this paper are
as follows.
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Figure 1. The overall framework of the proposed method.

(1) To further extract features in a wider range of receptive fields, an SMR block, which
symmetrically constructs hierarchical residual-like connections from two directions in
a basic block, was improved. It represents the multi-scale feature of fine-grained level
and can further expand the receptive field range of each network layer.

(2) To establish the complementarity of global facial features and regional detail features,
a network ensemble of SMResNet, which consists of one 2D convolution layer, four
basic blocks, one SMR module composed of four cascaded SMR blocks, a global
average pooling (GAP) layer, and a full connection (FC) layer, was constructed. The
constructed ensemble framework not only focuses on the decision-level semantics
of the eye and mouth regions, but also addresses the whole face for the absence of
regional semantics under occlusions and posture variations.

(3) To restrain the ambiguity and uncertainty of decision-level semantics from the con-
structed SMResNet ensemble, a decision-level semantic fusion with WEF strategy was
proposed based on the D-S evidence theory. The proposed strategy, which overcomes
the conflicts in evidence by the support degree adjustment, is helpful to minimize the
influence of evidence with small weight on the decision-making judgment, and reduce
conflicting information between evidence to satisfy the DCRs for the decision-level
fusion of three pieces of regional evidence.

The rest of this paper is organized as follows: Section 2 puts forward the review of
previous work, Section 3 introduces the proposed framework of FER system, Section 4
discusses the experiments and results, and Section 5 concludes this paper.

2. Related Work

This paper addresses facial expression recognition based on network ensemble; hence,
current facial expression recognition methods, network ensemble structures, and decision-
level fusion strategies were reviewed.

2.1. Facial Expression Recognition Methods

Due to the important role of facial expression recognition in the field of computer
vision, research on facial expression recognition methods has received wide public concern.
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Currently, FER methods can be divided into traditional feature engineering-based methods
and end-to-end deep learning-based methods.

The traditional feature engineering-based methods, composed of facial feature ex-
traction and facial expression classification, mainly explore facial expression variations
using geometric and appearance features [11], and classify facial expression categories
based on support vector machine (SVM) [24] or principal component analysis (PCA) [25].
In general, geometric feature-based methods have the advantages of low dimension and
being insensitive to illumination variations, but their ability for local detail description
is weak. Appearance feature-based methods, such as Gabor [26], local binary pattern
(LBP) [27], and histogram of oriented gradient (HOG) features [28], contain a large amount
of expression information and have a relatively stable extraction process, but the extracted
features have high dimension and are susceptible to illumination variations, and even
mixed with inference data. Hence, the traditional feature engineering-based methods not
only have difficulty selecting robust features for expression classification, but also lack
compensation and fault-tolerance mechanisms for occlusion and posture variations in the
wild. Furthermore, the separate processes of feature extraction and classification cannot be
integrated into an end-to-end model.

Due to the increasing amount of data used to train deep models and the improvement
in GPU technology, an important part of the advancement in recognition performance
is the advent of deep learning methods. The end-to-end deep learning-based methods
attempt to capture high-level semantics through multiple hierarchical structures of non-
linear transformations and representations. In addition to subject identity bias, variations
in posture, illumination, and occlusions are also common in unconstrained facial expres-
sion scenes, which are nonlinearly confused with facial expressions, reinforcing the need
for deep networks to address large intra-class variability and learn effective specific ex-
pression representations. A survey of the research on deep learning FER can be found
in [21,29,30]. Depending on different network structures, the end-to-end deep learning-
based methods can be further divided into convolutional neural networks [7,12–14], deep
belief networks [31], deep autoencoders [32], recurrent neural networks [33], and generative
adversarial networks [34]. Compared with other neural networks, CNNs possess unique
superiority in facial spatial semantic extraction due to their own convolution and pooling
operations, and have better performance for FER in the wild [7,12–14].

Li et al. [12] proposed a CNN with an attention mechanism named as ACNN based
on VGG-16 [35], which could perceive the occlusion regions of the face and focus on the
most discriminative un-occluded regions. Each region of interest (ROI) was weighed via a
gate unit that computed a weight from the region itself. To capture the importance of facial
region information, and make a reasonable trade-off between the region and global features,
Wang et al. [13] proposed the new regional attention network (RAN) using VGG-16 [35]
or ResNet-18 [36] as the backbone network. The weight distribution of facial regions was
realized by the self-attention module and the region bias loss. The influence of occlusion
and irrelevant regions was reduced or eliminated by increasing the attention weight of
important regions. The VGGNet increases the network depth and uses filters with a smaller
kernel size. A deeper structure can expand the receptive fields, which is very useful for
extracting features from a larger scale. However, as the depth of the network increases,
the gradient may vanish or explode. Different from VGGNet, the ResNet block introduces
a short connection to neural networks to alleviate these problems and can obtain much
deeper network structures [36]. Short connections in ResNet allow different combinations
of convolution operators to obtain a large number of equivalent feature scales. Recently,
hierarchical residual-like connections are introduced into the Res2Net block [16] to enable
the variation of receptive fields at a finer granularity for capturing details and global
features. The related experimental results have shown that Res2Net is better than ResNet
in the context of several representative computer vision tasks. However, Res2Net extracts
multi-scale features only from left to right in the basic block, which results in a limited
range of receptive fields.
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In addition, Zhao et al. [14] extracted global features using multi-scale modules, which
reduced the sensitivity of deep convolution to occlusions and posture variations, and then
obtained attention semantics from the four regions of middle-level facial features. However,
it was necessary to design hyperparameters to balance global features and local features,
resulting in achieving decision fusion for expression classification.

2.2. Network Ensemble Structures

Recent advances in deep learning have shown that combining multiple deep learning
models can considerably outperform the approach of using only a single deep learning
model for challenging recognition problems [19,37]. Cho et al. proposed a novel deep
convolutional neural network (DCNN) ensemble for FER in the wild [37]. Karnati [38]
designed a texture-based feature-level ensemble parallel network (FLEPNet) for FER, and
addressed insufficient training data and intra-class facial appearance variations.

When implementing a network ensemble, two key factors should be considered: suf-
ficient diversity of networks to ensure complementarity and an appropriate ensemble
strategy that can effectively aggregate the committee networks [21]. There are many meth-
ods to generate network diversity, such as different training data, several preprocessing
methods, varying network models, various parameters, and so on. The committee networks
that extract local features and global features in our paper are used to construct the network
ensemble. Each member of the committee network can be assembled at two different levels:
feature-level and decision-level [39]. For the feature-level ensemble, the most commonly
used strategy is to concatenate the features learned from different networks. However,
the feature-level fusion method has the problem of dimension catastrophe. Therefore, the
decision fusion method is chosen in our paper.

2.3. Decision Fusion Strategies

Decision fusion strategies mainly include majority vote and D-S evidence theory. The
majority voting strategy is a simple and effective method for decision-level data fusion [40].
However, the majority voting method does not consider the importance and confidence of
each individual, and is prone to controversial decision results.

D-S evidence theory, which has the flexibility and effectiveness to model uncertainty
and imprecision without considering prior information, has been widely used in vari-
ous fields of information fusion [41], such as decision-making, pattern recognition, risk
analysis, supplier selection, fault diagnosis, and so on. Specifically, the fusion results
generated through the DCRs exhibit fault tolerance, enabling them to better support
decision-making [42]. However, the D-S evidence theory may lead to counterintuitive
results when fusing highly conflicting evidence [43]. To solve this problem, it has been
proposed to modify DCRs and preprocess the evidence [44]. Considering the advantages
of D-S in decision fusion, and the ambiguity and uncertainty of facial semantics, this paper
proposed a decision-level semantic fusion with WEF strategy that integrates D-S evidence
theory into a network ensemble framework for FER.

3. Methodology

The recognition framework proposed in this paper mainly includes a preprocessing
module for face alignment and facial key region location, a decision-level semantic extrac-
tion based on the SMResNet ensemble, and a decision-level semantic fusion with the WEF
strategy. At last, to solve the parameters of SMResNets and improve the convergence speed
of the network ensemble, the optimization for the SMResNet ensemble was designed.

3.1. A Preprocessing Module for Face Alignment and Facial Key Region Location

Unlike frontal facial images collected in laboratory settings, facial images in the wild
have complex backgrounds, head posture deviation, non-uniform illumination, and local oc-
clusion. To suppress redundant information in input images and improve the anti-interference
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ability of facial regions, a preprocessing module was designed. The pipeline of the proposed
preprocessing module mainly included face alignment and facial key region location.

3.1.1. Face Alignment

To learn meaningful features for training deep neural networks, preprocessing is
usually required to align and standardize the visual semantic information conveyed by
the human face [45]. The face alignment algorithm [46], which is robust to face occlusion,
was addressed to the calibrated position of landmarks in our paper. Firstly, 68 facial land-
mark points, each of which can be defined by coordinates, were detected. The positional
relationship of 68 facial landmark points is shown in Figure 2.

Symmetry 2023, 15, x FOR PEER REVIEW 6 of 23 
 

 

3.1. A Preprocessing Module for Face Alignment and Facial Key Region Location 
Unlike frontal facial images collected in laboratory settings, facial images in the wild 

have complex backgrounds, head posture deviation, non-uniform illumination, and local 
occlusion. To suppress redundant information in input images and improve the anti-in-
terference ability of facial regions, a preprocessing module was designed. The pipeline of 
the proposed preprocessing module mainly included face alignment and facial key region 
location. 

3.1.1. Face Alignment 
To learn meaningful features for training deep neural networks, preprocessing is 

usually required to align and standardize the visual semantic information conveyed by 
the human face [45]. The face alignment algorithm [46], which is robust to face occlusion, 
was addressed to the calibrated position of landmarks in our paper. Firstly, 68 facial land-
mark points, each of which can be defined by coordinates, were detected. The positional 
relationship of 68 facial landmark points is shown in Figure 2. 

 
Figure 2. Positional relationship of 68 facial landmark points. 

Secondly, twelve landmarks (No. 36 to 47) around the left and right eyes were se-
lected to achieve facial image alignment, as shown in Figure 3. The angle 𝜃 between the 
horizontal axis and the line segment, running from one eye center to the other eye center, 
and the inter-eye distance 𝑑 between the centers of the two eyes, are calculated as:  𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 ∑ ∑∑ ∑ , (1)

𝑑 = ∑ ∑ , (2)

where 𝑥 , 𝑦  represent the abscissa and ordinate of the 𝑖-th landmark, respectively. 

Figure 2. Positional relationship of 68 facial landmark points.

Secondly, twelve landmarks (No. 36 to 47) around the left and right eyes were selected
to achieve facial image alignment, as shown in Figure 3. The angle θ between the horizontal
axis and the line segment, running from one eye center to the other eye center, and the
inter-eye distance d between the centers of the two eyes, are calculated as:

θ = arctan
∑47

i=42 yi −∑41
i=36 yi

∑47
i=42 xi −∑41

i=36 xi
, (1)

d =
∑47

i=42 xi −∑41
i=36 xi

6
, (2)

where xi, yi represent the abscissa and ordinate of the i-th landmark, respectively.
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Finally, according to facial proportion structure and human experience, a vertical
factor and horizontal factor for ROI of face are delimited 2.2 (considering 0.6 for the region
above the eyes and 1.6 for the region below) and 1.8, respectively. The final facial region
ROI f ace is cropped from the aligned facial image:

ROI f ace = Imageθ(PLU , WF, WF), (3)

where Imageθ represents the aligned facial image after rotating the θ angle, PLU , WF, and
HF represent the left upper vertex, the width and height of the cropped facial ROI region,
respectively. Specifically,

PLU : x = P27 : x− 0.6d, PLU : y = P27 : y− 0.9d, (4)

WF = 1.8d, HF = 2.2d, (5)

where P : x and P : y are the abscissa and ordinate of landmark P, respectively.

3.1.2. Facial Key Region Location

Human facial expressions are not only closely related to the global information pre-
sented on the face, but also to the local details of key facial regions such as the eyes
and mouth. Therefore, to highlight the important role of different facial regions in FER,
six landmarks in ROI f ace are used to achieve localization and cropping of the eye and
mouth regions, as shown in Figure 4. The six landmarks in Figure 4 are represented as
P = {PLEBU , PREBU , PNM, PNL, PMLC, PMRC}, where the landmarks represent upper of left
eyebrow, upper of right eyebrow, middle of nose, lower of nose, left corner of mouth, and
right corner of mouth, respectively.
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Firstly, the eye region ROIeyes is calculated from the cropped image ROI f ace:

ROIeyes = ROI f ace(PLUER, WE, HE), (6)

where PLUER, WE, and HE represent the left upper vertex, the width and height of the eye
region, respectively. Specifically,

PLUER : x = 0, PLUER : y = min(PLEBU : y, PREBU : y), (7)

WE = WF, HE = PNM : y− PLUER : y, (8)

where min is the function taking the minimum value.
Similarly, the mouth region ROImouth is calculated from the cropped image ROI f ace:

ROImouth = ROI f ace(PLUMR, WM, HM), (9)

PLUMR : x = PMLC : x, PLUER : y = PNL : y, (10)
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WM = PMRC : x− PMLC : x, HM = HF − PLUER : y, (11)

where PLUMR, WM, and HM represent the left upper vertex, the width and height of the
mouth region, respectively.

Through the above pipeline for face alignment and facial key region location, the
whole face, eye region, and mouth region can be cropped from the input image. The
designed pipeline can suppress redundant information of the input image and improve the
anti-interference ability of facial regions.

3.2. A Decision-Level Semantic Extraction Based on SMResNet Ensemble

In this section, we introduce the construction of SMResNet ensemble. Firstly, to
extract facial features of different receptive fields with a wider range, an SMR block was
proposed. Then, the SMResNet, which embeds SMR blocks, was designed. Finally, the
SMResNet ensemble, composed of three SMResNets, was constructed to extract decision-
level semantic features of the whole facial region and key facial expression regions such as
the eyes and mouth.

3.2.1. SMR Block

To extract multi-scale facial features, the basic block, composed of a group of a
3 × 3 filter, was embedded into ResNet-18 and ResNet-34 [36], as shown in Figure 5a.
However, most existing methods based on the basic block represent the multi-scale features
in a layer-wise manner. The Res2Net block sought smaller groups of filters, and connected
different filter groups in a hierarchical residual-like style [16], as shown in Figure 5b. The
Res2Net block represents multi-scale features at a granular level. In the Res2Net block, the
hierarchical residual-like connections within a single basic block can increase the range of
receptive fields for each network layer. However, the direction of the filter 3 × 3 residual
connection is a single direction, thus causing the range of receptive fields for each network
layer limited. To extract facial features of different receptive fields with a wider range, an
SMR block, which symmetrically learns the multi-scale features from both directions, was
proposed, as shown in Figure 5c.
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Firstly, the output of the previous modules is regarded as the input X of SMR block.
After the 3 × 3 convolution, the feature map F can split into s feature map subsets:

F = Conv(X), (12)
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{Fi}s
i=1 = split(F), (13)

where Fi, which has 1/s number of channels of the input feature map, represents the i-th
feature map subset; s is the number of feature map subsets.

Secondly, Fi (1 ≤ i ≤ s) is carried out a series of 3 × 3 convolutions, and the symmetri-
cal multi-scale features Ole f t

i and Oright
j of Fi can be expressed as:

Ole f t
i =

{
Convle f t

i (Fi) i = s
Convle f t

i

(
Fi + Ole f t

i+1

)
s/2 + 1 ≤ i < s

, (14)

Oright
j =

 Convright
j

(
Fj
)

j = 1

Convright
j

(
Fj + Oright

j−1

)
1 < j ≤ s/2

, (15)

where Convle f t
i (·), Convrgiht

j (·) represent the 3 × 3 convolution operation in right branch

and the left branch, respectively. Equation (14) shows that the Convle f t
i (·) operation can

capture all the features from the subset {Fk, i ≤ k ≤ s}, while Equation (15) shows that the
Convright

j (·) operation can capture all the features from the subset {Fk, k ≤ j ≤ s/2}. Since

each Fk goes through a 3 × 3 convolution processing, Ole f t
i and Oright

j include a different
number and proportion of feature subsets. To obtain more diverse multi-scale features, all
Ole f t

i and Oright
j along the channel axis are concatenated. The final output of SMR block can

be expressed as:

O = Concat
{

Ole f t
i

}s

i=s/2+1
+ Concat

{
Oright

j

}s/2

j=1
+ DownSample(X), (16)

where Concat(·) indicates the concatenation operation along the channel axis; DownSample(·)
represents downsampling operation. O is the output feature map of the input X. When the
value of s is large, the learned feature contains more scale information, but it will increase the
computational cost. In the experiment, set s = 8, which is a trade-off between performance
and calculation.

Compared with Res2Net, the designed SMR block overcomes the problem of residual
network connections being only one-way from left to right, and can extract the facial features
from left to right and from right to left, resulting in a wider range of receptive fields.

3.2.2. SMResNet Ensemble for Decision-Level Semantic Extraction

To expand the receptive fields and extract regional facial expressions information, the
SMResNet, which embeds SMR blocks, was designed, as shown in Figure 1. The designed
SMResNet consisted of one 2D convolution layer, four basic blocks, one SMR module
composed of four cascaded SMR blocks, a GAP layer, and an FC layer. The structural
parameters of SMResNet are listed in Table 1.

Table 1. Structure parameters of SMResNet.

Layer Structure Parameter Output Size

Conv1 7 × 7, 64, stride 2 64 × 112 × 112
Max pool 3 × 3 max pool, stride 2 64 × 56 × 56

Conv2
[

3× 3, 64
3× 3, 64

]
× 2 64 × 56 × 56

Conv3
[

3× 3, 128
3× 3, 128

]
× 2 128 × 28 × 28
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Table 1. Cont.

Layer Structure Parameter Output Size

Modified Conv4
[

(3× 3, 256)
(3× 3, 32)× 4, (3× 3, 32)× 4

]
× 2 256 × 14 × 14

Modified Conv5
[

(3× 3, 512)
(3× 3, 64)× 4, (3× 3, 64)× 4

]
× 2 512 × 7 × 7

GAP 7 × 7 average pool 512 × 1 × 1
FC (512, 7) 7

As opposed to directly taking global facial semantics from the facial ROI region as the
input [11], the SMResNet ensemble, composed of three SMResNets, was constructed to
extract decision-level semantic features of the whole facial region and key facial expression
regions such as the eyes and mouth, as shown in Figure 1. Set the decision-level semantic
of the SMResNet from i-th region is Yi:

Yi =
(
yi1, . . . , yij, . . . , yiN

) (
∑N

j=1 yij = 1, i = 1, 2, 3
)

, (17)

where Y1, Y2, and Y3 represent the decision-level semantic of the whole face, eyes region
and mouth region, respectively. yij represents the jth output signal in the softmax output
layer of the i-th SMResNet. N = 7 represents seven classes of facial expressions.

3.3. A Decision-Level Semantic Fusion with WEF Strategy

The decision-level semantics, outputted from the softmax layer of individual SMRes-
Net, not only have a certain degree of ambiguity and uncertainty in the same region, but
also have conflicts between different regions. How to integrate decision-level semantic
across different regions is the focus of this section. The D-S evidence theory, which has
unique advantages in terms of flexibility and effectiveness of modeling uncertainty and
imprecision, is widely used in various fields of information decision fusion. Hence, the
D-S evidence theory was used to achieve multi-region decision-level semantics fusion.
In addition, considering the semantic conflicts among different regions, a decision-level
semantic fusion with WEF strategy was proposed for FER.

3.3.1. Basic Probability Assignment in D-S Evidence Theory

Let Θ be a finite set of mutually exclusive and exhaustive hypotheses on a problem domain,
which is referred to as the framework of discernment. If A ⊆ 2Θ, then 2Θ −→ [0, 1], and the
conditions defined in Equation (18) are satisfied.{

∑ m(A) = 1
m(∅) = 0

, (18)

where m is the basic probability assignment (BPA) function on Θ, and m(A) can be inter-
preted as a measure of the belief that one is willing to commit exactly to A. If m(A) > 0,
then A is called a focal element. Let two BPAs m1 and m2 on the frame of discernment of Θ
and assuming that these BPAs are independent. The DCRs [43] are defined as follows:{

m(A) =
∑B

⋂
C=A m1(B)m2(C)

1−∑B
⋂

C=∅ m1(B)m2(C)
, A 6= ∅

m(∅) = 0
, (19)

where B and C are the elements of 2Θ, ∑B
⋂

C=∅ m1(B)m2(C) is the conflict coefficient
between two pieces of evidence.

The FER framework Θ = {c1, c2, c3, c4, c5, c6, c7} is a 7-tuple containing seven different
expressions, where c1, c2, c3, c4, c5, c6 and c7 represent seven different expressions of
happiness, sadness, surprise, disgust, anger, fear and neutral, respectively. At the same
time, the decision-level semantics {Yi}3

i=1 from the whole face region, eyes region and
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mouth region are regarded as three pieces of evidence. The BPA of evidence mi for the
category cj is given as:

mi
(
cj
)
= yij (i = 1, 2, 3; j = 1, 2, . . . , 7). (20)

3.3.2. WEF Strategy Using Support Degree of Evidence

The decision-level semantics from the whole face, eyes, and mouth regions have
significant conflicts, and the traditional DCRs fail when there are conflicts between evi-
dences [43,44]. Hence, the WEF is proposed. The flowchart of WEF is shown in Figure 6.
Firstly, belief Jensen-Shannon (BJS) divergence [43] was used to describe the degree of
conflict between each piece of evidence, which was then transformed into the degree of
support between each piece of evidence. The weighting coefficient, which represents the
degree of importance of the evidence, was determined by the degree of support. Secondly,
the weighted coefficient was used to adjust the BPA based on the idea of the discount rate.
Finally, the adjusted BPAs were synthesized using the DCRs.
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The decision-level semantics {mi}3
i=1 of the face, eyes, and mouth regions were re-

garded as the evidence set E = {Ei}3
i=1. The distance metric dij of two pieces of evidence

mi and mj can be calculated by the BJS divergence [43]:

dij =
1
2

[
∑k mi(Ak)log

(
2mi(Ak)

mi(Ak) + mj(Ak)

)
+ ∑k mj(Ak)log

(
2mj(Ak)

mi(Ak) + mj(Ak)

)]
, (21)

where Ak (k = 1, 2, . . . N) is a hypothesis of belief function, and mi (i = 1, 2, . . . , n)
and mj (j = 1, 2, . . . , n) are two BPAs on the same frame of discernment Θ, containing N
mutually exclusive and exhaustive hypotheses, where n = 3.

According to (21), a conflict matrix Mc of the evidence set E can be expressed as:

Mc =



0 · · · d1i · · · d1n
... · · ·

...
...

...
di1 . . . 0 · · · din
... · · ·

...
...

...
dn1 · · · dni · · · 0

. (22)
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Given that dij = dji and dii = 0, the conflict matrix Mc is a symmetric matrix. If
there was a smaller conflict between any two pieces of evidence, the similarity was higher
between them. Thus, the conflict matrix Mc was transformed into a similarity matrix MX :

MX =



1 · · · x1i · · · x1n
... · · ·

...
...

...
xi1 . . . 1 · · · xin
... · · ·

...
...

...
xn1 · · · xni · · · 1

, (23)

where xij = 1− dij represents the degree of similarity between the evidence mi and mj .
The confidence degree of the evidence mi supported by other evidence is given as:

Sup(mi) = ∑n
j=1,j 6=i xij(i = 1, 2, . . . , n), (24)

Sup(mi) computes the sum of all other elements of each row, except for its own
similarity in the similarity matrix MX, and it reflects the extent to which mi is supported
by other evidence. As is well known, if the similarity between one evidence and other
evidence is high, they are considered mutually supportive; conversely, they are assumed
to have a low degree of mutual support. Hence, the weight wi of the evidence mi in the
fusion system can be calculated as:

wi =
Sup(mi)

max
1≤i≤n

(Sup(mi))
(i = 1, . . . , n). (25)

To highlight the importance of different regional evidence and improve the reliability
and fault tolerance of the fusion results, the mutual support was used to modify the BPA
of each piece of evidence. The weight {wi}3

i=1 was transformed into the initial BPAs of
evidence based on the idea of discount rate.

m′i(Ak) = wimi(Ak), ∀A ∈ 2Θ, Ak 6= Θ, (26)

m′i(Θ) = (1− wi) + wimi(Θ), (27)

where m′i represents the BPA after adjustment of mi. From Equation (26), the deterministic
information provided by the evidence element A with low mutual support is reduced, and
Equation (27) increases the uncertainty information provided by the uncertainty element
of the evidence Θ. This phenomenon reduces the impact of evidence with low mutual
support on the overall fusion result.

Finally, the adjusted BPAs
{

m′i
}3

i=1 are synthesized using the DCRs.

m(A) =


∑∩Ak=A ∏3

i=1 m′i(Ak)

1−∑∩Ak=∅ ∏3
i=1 m′i(Ak)

, A 6= ∅

0 , A = ∅
, (28)

where ∑∩Ak=∅ ∏3
i=1 m′i(Ak) is the coefficient of revaluation. Based on the proposed WEF

strategy, the final facial expression category of decision-level fusion can be expressed as:

Cresult = arg max
1≤j≤7

m(cj). (29)

3.4. Optimization for SMResNet Ensemble

To solve the parameters of SMResNets and improve the convergence speed of the
ensemble optimization, the strategies of independent optimization within branches and
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joint optimization between branches were carried out. In the independent optimization,
the cross-entropy loss is regarded as the optimization function for the whole face branch,
eyes region branch, and mouth region branch, respectively.

L
(
Yi, Y′ i

)
= −∑N

j=1 yijlogy′ ij(i = 1, 2, 3; N = 7), (30)

where Yi and Y′ i represent the ground truth and predicted decision-level semantic of the
i-th branch of SMResNet.

In the joint optimization, taking the independent optimization parameters as the
initial values, the total loss of three branches was regarded as the objective function for the
fine-tuning of each branch parameter:

L
(
Y, Y′

)
= −∑3

i=1 ∑N
j=1 yijlogy′ ij(N = 7), (31)

where Y and Y′ represent the ground truth and the final output of SMResNet ensemble with
the WEF strategy. This coarse-to-fine tuning strategy, which maximizes the information
interaction among branches, can obtain better performance for FER.

4. Experimental Results and Analysis

In this section, the experimental evaluations were presented. Before showing the
results, we firstly describe the datasets and experimental settings. Then, the experimental
results on different datasets, an ablation analysis, and a comparison with the state-of-the-art
FER methods are provided. Finally, we conclude the experiment results and analysis.

4.1. Datasets and Experimental Settings

To verify the proposed SMResNet with the WEF strategy, experiments are carried out
on three facial expression datasets, including FERPlus, RAF-DB, and CAER-S. The FERPlus
dataset contains 35,887 facial expression images [47] and eight classes of expressions,
including 28,709 images as the training set, 3589 images as verification set and 3589 images
as test set. Due to its ease of comparison with other methods and analysis of generalization
ability, the proposed expression recognition framework focuses on the classification of
seven classes of expressions. Therefore, the contempt expression in the FERPlus dataset
was not considered in the experiment. The RAF-DB dataset [48] contains 30,000 facial
images annotated with basic or compound expressions. In our experiment, only seven basic
expressions were used, and the training set and test set include 12,271 and 3068 images,
respectively. CAER-S dataset [49], created by selecting static frames from CAER dataset,
contains 65,983 images, and is divided into two sets: training set (44,996 samples) and test
set (20,987 samples). Each image was labeled to one of seven expressions.

For all datasets, face images were preprocessed based on the pipeline for face align-
ment and facial key region location, and resized to 224 × 224 pixels. The experiments were
implemented in the server environment of Tesla T4 based on Python 3.7, Pytorch 1.3.0, and
Cuda10.2. The related parameter settings are shown in Table 2.

Table 2. Related parameter settings.

Items Settings

Size of input image 224 × 224
Learning rate 0.01
Weight decay 1 × 10−3

Batch size 32
Optimizer SGD

Momentum 0.9
Iterations 100
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4.2. Experimental Results on Different Datasets

The FER rates of different regions and the proposed network ensemble are shown in
Table 3. On the one hand, Table 3 shows that the performance of SMResNet based on three
regions is excellent, which explains that each region retains most of the information for
FER. On the other hand, compared to the individual sub-network, decision-level fusion
increases the recognition rate by 2–4%, which illustrates the effectiveness and feasibility of
the proposed WEF strategy.

Table 3. Experimental results on different datasets.

Datasets Facial Region Eyes Region Mouth Region Network Ensemble

FERPlus 85.36 85.15 84.45 88.73
RAF-DB 85.98 84.56 84.17 88.46
CAER-S 85.32 84.74 84.11 88.52

Figure 7 shows the FER rate of SMResNet ensemble on FERlus, RAF-DB, and CAER-S.
For simplicity, the expressions of happiness, sadness, surprise, disgust, anger, fear, and
neutral are expressed as Ha, Sa, Su, Di, An, Fe, and Ne. On all kinds of datasets, the
proposed method not only has a high recognition rate for expressions such as happiness
and surprise with rich details, but also maintains a high recognition rate for expressions
such as sadness and disgust with insignificant local features and mutual confusion.
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Figure 7. FER rate of SMResNet ensemble on FERlus, RAF-DB, and CAER-S.

Specially, the confusion matrix of the seven expressions on the FERPlus dataset is
shown in Table 4. As can be seen from Table 4, we found that the result of happiness
expression was the best (96.21%), the result of anger expression was the lowest (80.45%),
and the larger inter-class error rate occurred between anger and sadness (8.84%).

Table 4. Confusion matrix of the FERPlus dataset.

Ha Sa Su Di An Fe Ne

Ha 96.21 0 0 3.79 0 0 0
Sa 0 87.51 0 0 3.57 8.25 0.67
Su 0 0 92.56 0 0 5.42 2.02
Di 2.78 0 0 94.23 0.73 1.25 1.01
An 0 8.84 0 5.05 80.45 2.57 3.09
Fe 0 8.32 0 0.83 4.23 84.57 2.05
Ne 0 6.94 0.29 3.01 2.78 1.39 85.59

The confusion matrix of the seven expressions on the RAF-DB dataset is shown in
Table 5. As can be seen from Table 5, we found that the result of happiness expression was
the best (96.11%), the result of anger expression was the lowest (79.82%), and the larger
inter-class error rate occurred between fear and anger (9.72%).
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Table 5. Confusion matrix of the RAF-DB dataset.

Ha Sa Su Di An Fe Ne

Ha 96.11 0 0 3.37 0 0 0.52
Sa 0 89.32 0 1.24 3.65 4.25 1.54
Su 0 0.12 91.74 0 3.21 3.71 1.22
Di 6.12 1.25 2.21 87.65 1.29 0.67 0.81
An 2.13 6.25 1.54 7.64 79.82 1.86 0.76
Fe 0 2.54 0 1.47 9.72 84.89 1.38
Ne 0 5.78 0 1.02 2.19 1.29 89.72

The confusion matrix of the seven expressions on the CAER-S dataset is shown in
Table 6. As can be seen from Table 6, we found that the result of happiness expression was
the best (95.57%), the result of anger expression was the lowest (82.93%), and the larger
inter-class error rate occurred between fear and sadness (7.94%).

Table 6. Confusion matrix of the CAER-S dataset.

Ha Sa Su Di An Fe Ne

Ha 95.57 0 0 3.01 1.29 0 0.13
Sa 0 87.48 0 1.39 3.68 5.78 1.67
Su 0 0 93.86 1.05 4.23 0.42 0.44
Di 3.78 2.17 0 84.91 3.79 3.61 1.74
An 0 6.10 0.41 5.58 82.93 4.22 0.76
Fe 0 7.94 0 2.11 2.84 86.56 0.55
Ne 0 5.63 0 2.08 1.82 2.15 88.32

After analyzing the data in Tables 4–6, it can be concluded that the result of happiness
expression is the best, which can be attributed to the fact that it has the characteristics of
upturned corners of mouth and narrowed eyes. The expression with the lowest recognition
rate was anger, which is due to certain similarities between anger expression and fear
as well as sadness. It can also be seen that the error recognition rate between various
expressions did not exceed 10%. This also indicates that the proposed weighted fusion
strategy based on support degree can suppress evidence conflicts, improve the credibility
of regional evidence, and enhance inter-class discrimination.

4.3. Ablation Analysis

To validate the effectiveness of each component in our recognition framework, we
conducted an ablation analysis. In our experiments, different network structures and
different decision-level fusion methods were studied, respectively.

4.3.1. Comparison of Different Network Structures

To prove the effectiveness for feature extraction, three network structures, the baseline
network of ResNet-18, the multi-scale Res2Net-18, and symmetric multi-scale SMResNet,
were carried out on the FERPlus dataset, the RAF-DB dataset, and the CAER-S dataset,
respectively. The comparison of FER with different network structures for the whole facial
region is shown in Table 7. From Table 7, we can see that the experimental results of
SMResNet for the whole facial region were the best.

Table 7. Comparison of FER with different network structures for the whole facial region.

Network FERPlus RAF-DB CAER-S

Baseline [36] 83.63 82.59 84.67
Res2Net-18 [16] 84.75 83.86 85.01

SMResNet 85.36 85.98 85.32
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The comparison of FER with different network structures for the network ensemble
is shown in Table 8. In Table 8, compared with the baseline network of ResNet-18, the
hierarchical residual-like connections are integrated into SMR block, thus improving by
1.70%, 1.90%, and 2.89% on FERPlus, RAF-DB, and CAER-S datasets, respectively. Com-
pared with Res2Net-18, the designed SMR block overcame the problem of residual network
connections being only one-way from left to right, and could extract the facial features from
left to right and from right to left, resulting in an increase of 0.88%, 0.73%, and 1.67% on
the FERPlus, RAF-DB, and CAER-S datasets, respectively. This indicates that the proposed
SMR block can effectively extract facial expression features from different regions, thereby
improving the FER rate.

Table 8. Comparison of FER with different network structures for the network ensemble.

Network FERPlus RAF-DB CAER-S

Baseline [36] 87.03 86.56 85.63
Res2Net-18 [16] 87.85 87.73 86.85

SMResNet 88.73 88.46 88.52

To better explain the effect of the SMR module with the basic ResNet, Res2Net, we
further conducted visualization of the proposed module through gradient-weighted class
activation mapping (Grad-CAM) [50]. A comparison of Grad-CAM with different modules
is shown in Figure 8. In Figure 8, SMR can pay attention to specific regions which are
beneficial to facial expression recognition, even if there are occlusion and non-frontal pose
issues in the facial images. For one thing, the SMR module added shallow geometric
features to deep semantic information, for another, the range of receptive fields was wider
since the multi-scale direction of SMR module is bidirectional. Hence, the constructed SMR
module, which reduces the sensitivity of the deeper convolutions towards occlusion and
variant pose, can obtain a more complete representation of the features.
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4.3.2. Comparison of Different Decision-Level Fusion Methods

To verify the superiority of the proposed decision-level fusion strategy, the WEF
was compared with other decision-level fusion methods, as shown in Table 9. In Table 9,
compared with the majority vote, WEF overcame the shortcomings of not reflecting the
credibility of evidence, thus improving by 0.78%, 1.74%, and 2.38% on the FERPlus, RAF-DB,
and CAER-S datasets, respectively. Compared with D-S evidence fusion, WEF suppresses
conflicts between evidence and effectively solves the ambiguity and uncertainty of regional
expressions, thus improving by 0.63%, 0.82%, and 1.29% on the FERPlus, RAF-DB and
CAER-S datasets, respectively.
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Table 9. Comparison of different decision-level fusion methods.

Fusion Method FERPlus RAF-DB CAER-S

Majority vote 87.95 86.72 86.14
D-S evidence fusion 88.10 87.64 87.23

WEF 88.73 88.46 88.52

Specially, to illustrate the effect of the proposed WEF strategy, the disgust expression
of RAF-DB dataset is chosen as an example. The BPAs and the modified BPAs are shown
in Table 10. Table 10 illustrates that the calculated conflict coefficient between two pieces
of evidence of the facial region and the eyes region is close to 1, so in this case data
fusion applying D-S theory is not feasible. The results obtained by different regions are
inconsistent, but the validity of the WEF in recognizing facial expressions can be seen from
the fusion results.

Table 10. Results of data fusion using the WEF.

Expression
Image Region

Basic Probability Assignment Recognition
Resultm(c1) m(c2) m(c3) m(c4) m(c5) m(c6) m(c7) m(Θ)

Disgust
Facial 0.1562 0.0004 0.0001 0.0011 0.8381 0.0041 0 0 Anger
Eyes 0.0082 0.0004 0.1417 0.8483 0.0004 0.0010 0 0 Disgust

Mouth 0.0039 0.0005 0.4411 0.5505 0.0002 0.0038 0 0 Disgust

Modified Basic Probability Assignment

m′(c1) m′(c2) m′(c3) m′(c4) m′(c5) m′(c6) m′(c7) m′(Θ)

Disgust
Facial 0.0804 0.0002 0.0001 0.0006 0.4313 0.0021 0 0.4853 uncertain
Eyes 0.0082 0.0004 0.1417 0.8483 0.0004 0.0010 0 0 Disgust

Mouth 0.0039 0.0005 0.4389 0.5477 0.0002 0.0038 0 0.0050 Disgust

WEF 0.0001 0 0.1123 0.8874 0.0001 0.0001 0 0 Disgust

c1, c2, c 3, c4, c5, c6 and c7 represent seven different expressions of happiness, sadness, surprise, disgust, anger,
fear and neutral, respectively.

4.4. Comparison with State-of-the-Art Methods

To illustrate the performance of FER, we compared the proposed method with the
state-of-art methods on the three datasets described above. The experimental results are
shown in Tables 11–13.

Table 11. Comparison with state-of-the-art methods on FERPlus dataset.

Method Years Recognition Rate (%)

CSLD [47] 2016 85.10
gACNN [12] 2019 84.86

RAN [13] 2020 88.55
SCN [51] 2020 88.01

Ours 2023 88.73

Table 12. Comparison with state-of-the-art methods on RAF-DB dataset.

Method Years Recognition Rate (%)

IPA2LT [52] 2018 86.77
Separate Loss [53] 2019 86.38

gACNN [12] 2019 85.07
RAN [13] 2020 86.90

LDL-ALSG [54] 2020 85.53
CVT [7] 2021 88.14

Ours 2023 88.46
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Table 13. Comparison with state-of-the-art methods on CAER-S dataset.

Method Years Recognition Rate (%)

ResNet-18 [35] 2016 84.67
ResNet-50 [35] 2016 84.81

CAER-Net-S [49] 2019 73.51
Res2Net-18 [16] 2021 85.01
Res2Net-50 [16] 2021 85.35

MA-Net [14] 2021 88.42
Ours 2023 88.52

Table 11 shows the comparison of the proposed method with several state-of-the-art
methods on FERPlus dataset. The results in Table 11 show that the proposed SMResNet
ensemble reaches 88.73%, which achieves a higher recognition rate and outperforms other
recent state-of-the-art methods.

We also performed a comparison with advanced methods on RAF-DB dataset, as
shown in Table 12. Consistent with other methods, we verified the effectiveness of SMRes-
Net ensemble by recognizing seven basic expressions. The results in Table 12 show that the
proposed method achieves recognition rate of 88.46% on RAF-DB, and obtained a higher
recognition rate than the other six methods.

The FER recognition results of our proposed method and some state-of-the-art methods
on CAER-S dataset are shown in Table 13. Since CAER-S dataset was released recently,
only [49] has evaluated method on it. This paper has conducted several experiments
using some state-of-the-art networks on it (such as ResNet-18, ResNet-50, Res2Net-18
and Res2Net-50). From Table 13, we can see that the proposed method achieves higher
recognition rate even compared with the deeper network such as Res2Net-50.

4.5. Summary of Experiment

The effectiveness of the proposed method was verified on the FERPlus, RAF-DB,
and CAER-S datasets. The experimental results demonstrate that the FER rates achieved
88.73%, 88.46%, and 88.52% on three datasets, respectively. In particular, the confusion
matrix of the seven facial expressions, the FER results of different face regions, and the
network ensemble were discussed. The comparative results indicated the proposed net-
work ensemble not only had a high recognition rate for expressions such as happiness and
surprise with rich details, but also maintained good recognition results for expressions
such as sadness and disgust with insignificant local features and mutual confusion. This
also showed that the WEF strategy based on the support degree can improve the credibility
of regional evidence, thus enhancing the inter-class discrimination of different facial expres-
sion categories. Subsequently, the ablation experiments, which introduce the ensemble of
different network structures, the visualization of different network modules, and the differ-
ent decision-level fusion strategies, indicated that the proposed ensemble framework can
focus the decision-level semantics of key regions and address the whole face for the absence
of regional semantics under occlusions and posture variations. Particularly, the modified
BPAs of the disgust expression showed the WEF strategy effectively solves the ambiguity
and uncertainty of regional expressions, thus further boosting the effectiveness of FER.
Finally, comparisons with state-of-the-art methods were made on the three databases. The
experimental results illustrated that the proposed scheme improved the performance of
FER in the wild.

5. Conclusions

To highlight the role of different facial regions with different receptive fields and
implement the decision-level fusion of the network ensemble, the FER method based on the
SMResNet ensemble with WEF strategy was proposed. Firstly, the pipeline for face align-
ment and facial key region location was designed to suppress redundant information of the
input image and improve the anti-interference ability of facial regions. Secondly, to extract
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features with a wider range of different receptive fields, the SMR block, which learned
symmetrically the multi-scale features from both directions, was improved. Meanwhile, the
SMResNet, which consisted of one 2D convolution layer, four basic blocks, and one SMR
module composed of four cascaded SMR blocks, a GAP layer, and a FC layer, was designed.
Instead of directly feeding global facial semantics of the facial ROI region into a deep neural
network, the SMResNet ensemble, composed of three SMResNets, was constructed to
extract decision-level semantic features of the whole face, eye, and mouth regions. Finally,
the decision-level semantics extracted from the three regions were regarded as three pieces
of evidence to realize decision fusion. Meanwhile, the WEF strategy, which overcame the
conflicts between evidence by the support degree adjustment, was proposed to restrain the
ambiguity and uncertainty of regional semantics based on D-S evidence theory.

The effectiveness of the proposed network ensemble was verified by experiments on
the FERPlus, RAF-DB, and CAER-S datasets. The impact of different network structures
and decision-level fusion strategies were discussed. The experimental results demonstrated
that the FER rates achieved 88.73%, 88.46%, and 88.52% on three datasets, respectively.
Compared with other state-of-the-art methods on three datasets, the proposed ensem-
ble framework had a higher recognition rate, and improved the performance of facial
expression recognition in the wild. The ablation experiments and visualization results
based on Grad-CAM indicate that the proposed ensemble framework not only focused the
decision-level semantics of key regions, but also addressed the whole face for the absence
of regional semantics under occlusions and posture variations.

The advantages of our proposed method are as follows:

(1) The pipeline for face alignment and facial key region location was designed. The de-
signed pipeline can suppress redundant information in the input image and improve
the anti-interference ability of facial regions.

(2) The SMR block, which symmetrically constructs a hierarchical residual-like connection
from two directions in a basic block, was improved. The proposed block represents
the multi-scale feature of fine-grained level and can further expand the receptive field
range of each network layer.

(3) The SMResNet ensemble, which is composed of three SMResNets, is constructed
for decision-level semantics extraction of the whole face, eye, and mouth regions.
The ensemble framework not only focuses on the decision-level semantics of key
regions, but also addresses the whole face, thus perceiving the semantics transmitted
by incomplete faces under occlusions and posture variations.

(4) The WEF strategy for decision-level semantic fusion was proposed based on D-S
evidence theory. The proposed strategy minimizes the influence of evidence with
a small weight on the decision-making judgment, and reduces conflicting informa-
tion between evidence to satisfy the decision-level fusion of three regional pieces of
evidence.

Although the proposed network ensemble focused on comprehensive information by
cropping facial and two key regions to achieve a good recognition rate, the current network
ensemble, which extracts facial features with different receptive fields and fuses regional
decision-level semantics with WEF strategy, was mainly addressed to the image-based
FER. With the emergence of multimedia technology, exploring multi-modal compensation
mechanisms for robustness in the interference environment and improving SMResNet with
contextual temporal attention for video-based FER is our next step.
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Basic probability assignment BPA
Convolutional neural networks CNNs
Deep convolutional neural network DCNN
Dempster–Shafer D-S
D-S combination rules DCRs
Facial expression recognition FER
Feature-level ensemble parallel network FLEPNet
Full connection FC
Global average pooling GAP
Gradient-weighted class activation mapping Grad-CAM
Histogram of oriented gradient HOG
Local binary pattern LBP
Principal component analysis PCA
Region of interest ROI
Regional attention network RAN
Support vector machine SVM
Symmetric multi-scale residual network SMResNet
Weighted evidence fusion WEF
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