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Abstract: The problem of pattern classification in quantum data has been of great importance over
the past few years. This study investigates the effect of deploying Grover’s, the partial diffusion,
and the fixed-phase algorithms separately to amplify the amplitudes of a desired pattern in an
unstructured dataset. These quantum search operators were applied to symmetric and antisymmetric
input superpositions on a three-qubit system for 20 iterations each. After each iteration, different
probabilities of classification were calculated in order to determine the accuracy of classification
for each of the three quantum search operators. The results indicated that, in the case of applying
the three quantum search operators to incomplete superposition input states, the partial diffusion
operator outperformed the other operators with a probability of correct classification that reached
100% in certain iterations. It also showed that the classification accuracy of the fixed-phase operator
exceeded the accuracy of the other two operators by 40% in most cases when the input state was a
uniform superposition, and some of the basis states were phase-inverted.

Keywords: fixed-phase search algorithm; Grover’s algorithm; partial diffusion operator; pattern
classification; quantum search algorithms

1. Introduction

In the past few years, the use of quantum computers to solve complex problems
has increased rapidly. It has been proven that some quantum algorithms can provide
more accurate and faster solutions to some complex problems than their classical coun-
terparts [1]. Quantum algorithms are being used in many fields, for example, quantum
cryptography [2], quantum image processing [3], quantum machine learning [4,5], and
quantum classification [6]. One of the most important problems in quantum computation
is quantum search. Many algorithms were proposed to solve this problem [7–11] more
efficiently than the classical search algorithms. The efficiency of these quantum search
algorithms significantly improved in the last 20 years. Most of these quantum algorithms
exploit the special properties of quantum systems, such as entanglement, in order to match
elements of the input superposition. Switching the entanglement of the search subspace in
some quantum algorithms helps to amplify the amplitudes of the desired matches. This
leads to a better probability of matching the desired pattern upon measurement of the
quantum system.

In [8], a quantum search algorithm was proposed by Lov Grover that searches for a
certain pattern in quantum data and showed a quadratic increase in speed compared to the
classical search algorithms. This algorithm is one of the first and most important quantum
search algorithms to later be adopted in many other subfields in quantum technology.
Grover’s operator was able to amplify the amplitude of the matching patterns in O(

√
N),

where N = 2n and n is the number of qubits. This operator showed the best performance
when the input state was in a uniform superposition. However, searching in an incomplete
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superposition (i.e., some input basis states have zero amplitudes) was not one of Grover’s
strong suits. Dan Ventura proposed quantum associative memory (AuAM) [9,12], which
combined quantum computations and classical neural networks and used these for pattern
recall in a set of quantum data. It was not only one of the first and most important
contributions to quantum machine learning, but Ventura also claimed to provide a higher
probability of success than Grover’s algorithm. In [13–15], these quantum search algorithms
(Grover’s algorithm and Ventura’s algorithm) are used to classify a pre-defined pattern in
an unstructured dataset in two- and three-qubit systems; the classification probabilities
were calculated when the two algorithms were applied to three input superposition types.
However, it has been shown in [13–15] that Grover’s operator is more effective in cases
where the number of patterns in the input dataset is large, which obviously contradicted
Ventura’s claim. In [13,14], the effects of applying Grover’s [8] and Ventura’s [9] algorithms
were tested on a two-qubit system, while, in [15], this was tested on a three-qubit system.
The effects of Grover’s and Ventura’s algorithms have been studied over three input state
types to determine which is more suitable for pattern classification. This study proved that
some superpositions are not suitable for use as input datasets for classification because of
the limitations of the algorithms used in the classification process [15].

In [10], Younes introduced the partial diffusion operator, which used entanglement for
amplitude amplification. The partial diffusion operator was used in quantum search, which

performs inversions around the mean operation. It runs in O(
√

N
M ) where N is the data

size, and M is the number of matches. The partial diffusion operator [10] splits the solution
subspace into smaller subspaces and inverts the phase of each half of these every other
iteration to guarantee that the patterns in the solution subspace resist de-amplification. In
this way, the probability of success exceeds Grover’s operator by more than 40%. Another
algorithm was introduced by Younes in [11] for quantum search, which used phase shifts
of 1.91684π. This ensures that this phase shift enhances the searching process, and the
fixed-phase operator can achieve at least a 95.58% probability of success. Notwithstanding
the fact that partial diffusion and fixed-phase operators have a better probability of success
than Grover’s, pattern classification using these two operators has not been investigated to
date. The problem of pattern classification is the need to define various objects or patterns
that have n features in a quantum dataset; which input superposition is more suitable for
obtaining better accuracy of classification needs to be studied. Additionally, a quantum
search operator is the best option depending on the input size.

The aim of this paper is to investigate the effect of applying different quantum search
algorithms to unstructured datasets in a three-qubit system to amplify the amplitudes of
predefined patterns in order to provide a more accurate solution to the quantum pattern
classification problem and determine which algorithm is more suitable for use depending
on the input superposition type. The chosen quantum algorithms are applied to symmetric,
non-symmetric, and antisymmetric quantum states [16]. The classification process is
made in terms of repetitive iterations of the studied quantum search algorithms. The
probability of classification is calculated after using three separate methods: Grover’s [8],
the partial diffusion [10], and the fixed-phase [11] quantum search algorithms. Each of
the three algorithms is studied with respect to their classification accuracy depending
on the size and/or type of the input state in order to identify the best deployment of
each algorithm. The classification approach adopted in this study includes the input state
preparation, applying the operators for 20 iterations each, and calculating the probability
of classification to validate the accuracy achieved by each operator. This study shows that
the partial diffusion operator achieves a higher probability of classification than Grover’s
operator in all of the incomplete superposition input states. On the other hand, the fixed-
phase operator outperforms Grover’s operator and the partial diffusion operator when the
input state is in a uniform superposition and some of the basis states are phase-inverted.
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2. Approach

This section describes the steps followed in order to classify patterns using different
quantum search algorithms. Taking into consideration the different behaviors of each of
the three search algorithms used in this study, our approach is divided into three stages.
The first is the state preparation stage, where the superpositions under investigation are
constructed. The second is the operators’ application stage, where we use the input states
prepared in stage 1 and apply each of the operators associated with our quantum search
algorithms to 20 iterations in order to classify a certain pattern. The third is the classification
evaluation stage, where the probabilities of classification are calculated after each iteration
and used to measure the classification accuracy in each of the three search algorithms.

2.1. State Preparation

To prepare the input superpositions, an unstructured dataset P of size m was drawn
from the powerset of Bn, where B = {0, 1}. Let xi ∈ Bn be a basis state of size n qubits that
may or may not exist in the dataset P.

Three different methods were adopted to construct input states based on the dataset
P: (1) inclusion, (2) exclusion, and (3) phase-inversion. Inclusion is a direct approach where
basis states that do not belong to P have zero coefficients, and those that belong to P have
non-zero coefficients:

|ψinc〉 =
1√
m ∑

xi∈P
|xi〉 (1)

Exclusion is the opposite of inclusion superposition where the basis states that belong
to P have zero coefficients, and the others have non-zero coefficients:

|ψexc〉 =
1√

2n −m ∑
xi 6∈P
|xi〉 (2)

In contrast, the phase-inversion approach involves inverting the phase of elements
belonging to P and setting all coefficients to equal values:

∣∣∣ψphi

〉
=

1√
2n

(
∑

xi∈P
|xi〉 − ∑

xi 6∈P
|xi〉
)

(3)

2.2. Operators’ Application for Classification

In this stage, we describe the application of the three quantum search algorithms to
a three-qubit system to classify objects based on certain features presented by a pattern.
Let O1 and O2 be two objects that belong to the classes C1 and C2. The patterns P1 and
P2 represent two objects, where P1 = |100〉 and P2 = |110〉. Each of these objects has three
features, and each feature is denoted by a qubit. Based on the minimum Hamming distance,
two classes of bases C1 and C2 were defined, where P1 belongs to C1, and P2 belongs to C2.
C1 contained the basis states |100〉, |101〉, |000〉, and |001〉; On the other hand C2 contained
the basis states |110〉, |010〉, |111〉, and |011〉.

The classification process involved 20 iterations of each of the three quantum search
algorithms on the input datasets. The superpositions provided in Equations (1) and (2) are
used to classify patterns using Grover, as in Figure 1a, partial diffusion, as in Figure 1b, and
fixed-phase operators. However, the phase-inversion superposition is used in the afore-
mentioned form in Equation (3) for Grover’s operator and the partial diffusion operator,
where the phase of patterns in P shifts to −1.
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Figure 1. (a) Grover’s iterative operator applied to state |ψ〉; (b) partial diffusion iterative operator
applied to state |ψ〉.

Finally, the state preparation of
∣∣∣ψphi

〉
for the fixed-phase operator in Figure 2 has to

invert the phase of basis states in P to 1.968π.
This inversion will take place using the operator D = URs(φ)U†Rt(ϕ) where Rs(φ) =

I − (1− eiφ)|s〉〈s| , Rt(ϕ) = I − (1− eiϕ)|t〉〈t|, and set φ = ϕ [11].

DIFFUSER

|ψ〉
oracle

H H

H H

H H

|0〉 X RT X

Figure 2. Fixed-phase iterative operator applied to state |ψ〉 with a special oracle to eliminate
state |000〉.

By applying this to the previously mentioned approaches to state preparation, the
inclusion and exclusion will remain unaffected, but

∣∣∣ψphi

〉
will be as follows:

∣∣∣ψphi

〉
= sin(θ)(2 cos(δ)eiφ + 1) ∑

xi∈P
|xi〉 + eiφ cos(θ)(2 cos(δ) + 1) ∑

xi 6∈P
|xi〉 (4)

2.3. Classification Evaluation

When applying Grover’s, the partial diffusion, and the fixed-phase iterative methods,
the probability of correct classification needs to be calculated. For instance, in the classifica-
tion of pattern P2, the probability of correct classification PC equals the amplitude of the
basis state |110〉. Moreover, the probability of incorrect classification PW is the probability of
other patterns in C2. Furthermore, irrelevant classification, PR, is the probability of patterns
not in C2. The total probability of classification can be written as P = PC + PW , and the
conditional probability of classification is expressed as PCond = PC

PC+PW
.

The three amplitude amplification algorithms were implemented over |ψinc〉, |ψexc〉,
and

∣∣∣ψphi

〉
on a quantum state simulator, and the results were used to calculate the classifi-

cation probabilities after various iterations of each algorithm.
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3. Results

In this section, we are going to discuss the effect of applying three quantum search
methods, Grover’s algorithm [8], the partial diffusion algorithm [10] and the fixed-phase
algorithm [11], on various input states of different sizes during the process of classifying
the pattern |110〉.

The probability of correct classification PC (probability of the desired pattern |110〉),
probability of incorrect classification PW , probability of irrelevant classification PR, to-
tal probability of desired pattern classification P, and conditional probability Pcond were
calculated separately after each of the first 20 iterations.

The input states were divided into two categories depending on the size of |ψinc〉,
which are either a one-pattern state or a two-pattern state. The results obtained after running
our experiment on each category are discussed separately in the following sections.

3.1. One-Pattern State

Considering the input state |ψinc〉, which included only one pattern, we define the
state

|ψinc〉 = |110〉 (5)

which represents the search input while searching for the pattern |110〉; consequently, the
|ψexc〉 will be in the form

|ψexc〉 =
1√
7
{|000〉+ |001〉+ |010〉+ |011〉+ |100〉+ |101〉+ |111〉} (6)

which represents the complete superposition of three qubits, except the pattern in |ψinc〉. In
addition, the phase-inversion state will be∣∣∣ψphi

〉
=

1√
8
{|000〉+ |001〉+ |010〉+ |011〉+ |100〉+ |101〉 − |110〉+ |111〉} (7)

which represents the complete superposition of a three-qubit system, where all the basis
states are included with equal amplitudes, but the pattern in |ψinc〉 is phase-inverted.

After applying the three methods of pattern classification and calculating the previ-
ously demonstrated probabilities, the following results were produced.

3.1.1. State |ψinc〉
The calculated probabilities after applying Grover’s operator and the partial diffusion

and fixed-phase operators on |ψinc〉 are shown in Tables 1–3, respectively. Table 1 shows
the probability of correct classification PC, the probability of incorrect classification PW ,
the probability of irrelevant classification PR, the total probability of classification P, and
the conditional probability classification Pcond after every iteration of applying Grover’s
operator to the search state |ψinc〉.

Table 1. The calculated probability of classification after various iterations of Grover’s operator
applied to |ψinc〉 = |110〉.

Iteration 1 3 5 7 9 11 13 15 17

PC 0.5625 0.316409 0.793212 0.115489 0.951768 0.009206 0.9991457 0.023699 0.923686
PW 0.1875 0.293 0.088623 0.379 0.020671 0.42462 0.00036612 0.41841 0.032706
PR 0.25 0.391 0.118164 0.505 0.027561 0.56616 0.00048 0.55788 0.043608
P 0.75 0.609377 0.881835 0.494569 0.972439 0.433826 0.999512 0.442109 0.956392
PCond 0.75 0.519234 0.899502 0.233514 0.978743 0.021221 0.999634 0.053605 0.965803
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Table 2. The calculated probability of classification after various iterations of the partial diffusion
operator are applied to |ψinc〉 = |110〉.

Iteration 1 3 5 7 9 11 13 15 17

PC 1 0.753908 0.869157 0.92321 0.325121 0.420718 0.976736 0.811916 0.799331
PW 0 0.105468 0.056076 0.03291 0.289233 0.248265 0.009971 0.080607 0.086001
PR 0 0.140624 0.074768 0.04388 0.385644 0.33102 0.013294 0.107476 0.114668
P 1 0.859376 0.925233 0.95612 0.614354 0.668983 0.986706 0.892523 0.885332
PCond 1 0.877274 0.939393 0.96558 0.529208 0.628892 0.989895 0.909686 0.90286

Table 3. The calculated probability of classification after various iterations of the fixed-phase operator
are applied to |ψinc〉 = |110〉.

Iteration 1 3 5 7 9 11 13 15 17

PC 0.992577 0.934693 0.826701 0.683097 0.523177 0.36841 0.23959 0.153997 0.123162
PW 0.003181 0.027988 0.074271 0.135816 0.204354 0.270681 0.32589 0.36258 0.37578
PR 0.004242 0.037318 0.099028 0.181088 0.272472 0.360908 0.43452 0.48344 0.50104
P 0.995759 0.962682 0.900972 0.818913 0.727531 0.639091 0.56548 0.516577 0.498942
PCond 0.996805 0.970927 0.917566 0.834151 0.719113 0.57646 0.423693 0.29811 0.246847

The probability of correct classification was as high as 99.9% in the 13th iteration,
while the probability of irrelevant classification was as low as 0.49% in the 13th iteration.
The probability of correct classification was 100% for the input state |ψinc〉 = |110〉 prior to
applying Grover’s operator but drastically decreased after the first iteration to only 56%,
which suggests that Grover’s operator is unsuitable for use when the input state includes
only the desired pattern.

However, when using the partial diffusion operator on the same input state
|ψinc〉 = |110〉, after the first iteration, the probability of correct classification PC was 100%,
and the probability of irrelevant classification PR was 0%, which indicates that no other
patterns were detected aside from the input pattern |110〉. The application of a partial
diffusion operator for one iteration did not affect the initial PC when it was at maximum
before applying the operator to |ψinc〉, as shown in Table 2.

Showing similar behavior to the partial diffusion operator, Table 3 shows that the
fixed-phase operator also preserved the presence of the pattern |110〉 with a probability
of correct classification of 99.2%, with a slight decrease compared to the initial 100% PC
obtained prior to the first iteration. Additionally, the probability of irrelevant classification
was 0.42% on the first iteration; as a result, the conditional probability Pcond was 99.6% on
the first iteration. However, after the second and third iterations, the presence of the pattern
|110〉 started to gradually decrease, reaching its lowest value at the 17th iteration with a
probability of 12.31%. This implies that the fixed-phase and partial diffusion operators are
more suitable for use when the input state includes only the pattern we are searching for,
with a slight advancement of PC when using the partial diffusion operator compared to the
fixed-phase operator, which indicates that both are still better than Grover’s operator in
this particular case.

Comparing the behavior after applying the three operators to |ψinc〉, Figure 3 illustrates
the change in the probability of correct classification PC after separately applying each of
the three algorithms to 20 iterations. The probability of the correct classification of PC is
close to 100% after the first iteration in which the fixed-phase algorithm was applied. Then,
it began to fall, reaching its minimum at the 17th iteration of application. However, the
partial diffusion operator kept the probability of correct classification PC at exactly 100%
after the first iteration; then, it began to show inversions about the mean and continued to
fluctuate, but in a narrower range than with Grover’s algorithm, which showed similar
fluctuation behaviour, but in a wider range, with a minimum at the 11th iteration of close
to 0%.
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Figure 3. The probability of correct classification PC after 20 iterations of Grover’s, partial diffusion,
and fixed-phase operators applied to |ψinc〉 = |110〉.

Figure 4 demonstrates the change in the probability of irrelevant classification after
the first 20 iterations of pattern classification using Grover’s, the partial diffusion, and the
fixed-phase algorithms. As shown, the probability of irrelevant classification started at 0%
in the first iteration of the partial diffusion and fixed-phase algorithms, but it started at 25%
for Grover’s algorithm.

This further emphasizes that Grover’s operator is not the best choice when the input
state |ψinc〉 includes only the desired pattern.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Iteration

0.0

0.1

0.2

0.3

0.4

0.5

P
r

Fixed Phase Partial Diffusion Grover

Figure 4. The probability of the irrelevant classification of PR after 20 iterations of Grover’s, partial
diffusion, and fixed-phase operators applied to |ψinc〉 = |110〉.

Finally, Figure 5 illustrates the conditional probability of classification after each
iteration of Grover’s, the partial diffusion, and the fixed-phase operators’ applications
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to |ψinc〉 = |110〉. Grover’s and the partial diffusion operators share the same fluctuating
behavior but with different ranges in favor of partial diffusion, which varies between 100%
and 40%; however, the Pcond values range from 0% to 99% using Grover’s operator.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Iteration

0.0

0.2

0.4

0.6

0.8

1.0

P
co
n
d

Fixed Phase Partial Diffusion Grover

Figure 5. The conditional probability of classification PCond after 20 iterations of Grover’s, partial
diffusion, and fixed-phase operators applied to |ψinc〉 = |110〉.

3.1.2. State |ψexc〉
For the classification of the pattern |110〉 in the input state presented in Equation (6),

which does not contain the desired pattern in its initial form, the three methods for the
iterative quantum search were used separately to determine which is best for use in this
case.

Table 4 presents the probabilities after applying 20 iterations of Grover’s algorithm to
the input state |ψexc〉.

Table 4. The calculated probability of classification after various iterations of Grover’s operator
applied to |ψexc〉 = 1√

7
{|000〉+ |001〉+ |010〉+ |011〉+ |100〉+ |101〉+ |111〉}.

Iteration 1 3 5 7 9 11 13 15 17

PC 0.4375 0.683592 0.206784 0.884507 0.048231 0.990794 0.000854 0.976301 0.07631
PW 0.241071 1.36 × 10−1 0.33996 4.95 × 10−2 0.40791 0.003945 0.42822 0.010157 0.39588
PR 0.321428 1.81 × 10−1 0.45328 6.60 × 10−2 0.54388 0.00526 0.57096 0.013542 0.52784
P 0.678571 0.819195 0.546744 0.934004 0.456141 0.99474 0.429074 0.986458 0.472191
PCond 0.644738 0.834468 0.37821 0.947006 0.105737 0.996034 0.001991 0.989704 0.16161

By the 11th iteration, Grover’s operator was able to obtain a 99% probability of the
correct classification of PC, and a 0.05% probability of irrelevant classification PR. For this
reason, the conditional probability of the classification of Pcond has a maximal value of
99.6% in this iteration.

In comparison, the partial diffusion operator demonstrates a significant presence of
the desired pattern |110〉 in the third iteration, with a probability of correct classification of
99.9%, while the probability of irrelevant classification was 0.014%; hence, the conditional
probability classification was 99.98%. This indicates that the partial diffusion operator
outperforms Grover’s operator in defining the desired pattern, even if it is not present in
the input state |ψexc〉, as shown in Table 5.
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Table 5. The calculated probability of classification after various iterations of the partial diffusion
operator applied to |ψexc〉.

Iteration 1 3 5 7 9 11 13 15 17

PC 0.4375 0.999756 0.312591 0.139201 0.95196 0.600049 0.313381 0.965592 0.518318
PW 0.241071 0.000104631 0.294603 0.36891 0.020589 0.171408 0.294264 0.014747 0.206436
PR 0.321428 0.000139508 0.392804 0.49188 0.027452 0.228544 0.392352 0.019662 0.275248
P 0.678571 0.99986 0.607194 0.508111 0.972548 0.771457 0.607645 0.980338 0.724754
PCond 0.644738 0.999895 0.514812 0.273958 0.97883 0.777813 0.515731 0.984958 0.715164

Different from Grover’s operator and the partial diffusion operator, the fixed-phase
operator guarantees a maximum probability of classification at the 17th iteration in Table 6,
with 87% accuracy, showing a gradual increase from the 0% PC obtained at the initial
state. Moreover, the probability of irrelevant classification was 0.7% at the 17th iteration.
Therefore, the conditional probability of classification was 94.3% at the same iteration.

Table 6. The calculated probability of classification after various iterations of the fixed-phase operator
applied to |ψexc〉.

Iteration 1 3 5 7 9 11 13 15 17

PC 0.007423 0.065306 0.1733 0.316899 0.47682 0.63159 0.760411 0.845994 0.876842
PW 0.4254 0.40059 0.3543 0.292758 0.22422 0.15789 0.102681 0.066003 0.052782
PR 0.5672 0.53412 0.4724 0.390344 0.29896 0.21052 0.136908 0.088004 0.070376
P 0.432823 0.465896 0.5276 0.609657 0.70104 0.78948 0.863092 0.911997 0.929624
PCond 0.01715 0.140173 0.328469 0.519799 0.680161 0.800008 0.881031 0.927628 0.943222

To illustrate this, Figure 6 shows a comparison of the three quantum search operators
used and their effect on the probability of correct classification PC. Similar to |ψinc〉, in
|ψexc〉, the probability of correct classification measured after applying iterations of Grover’s
operator or the partial diffusion operator maintained a periodic fluctuating behavior, unlike
the fixed-phase operator, which increases the probability of correct classification in a
gradual manner.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Iteration

0.0

0.2

0.4

0.6

0.8

1.0

P
c

Fixed Phase Partial Diffusion Grover

Figure 6. The probability of correct classification PC after 20 iterations of Grover’s, partial diffusion,
and fixed-phase operators applied to |ψexc〉.
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Figure 7 presents the change in the probability of irrelevant classification PR, where the
fixed-phase algorithm started at 56% and decreased to only 0.7% at the 17th iteration, while
the partial diffusion and Grover’s algorithms showed a periodic increase and decrease over
the first 20 iterations in a similar fluctuation range.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Iteration

0.0

0.1

0.2

0.3

0.4

0.5

P
r

Fixed Phase Partial Diffusion Grover

Figure 7. The probability of irrelevant classification PR after 20 iterations of Grover’s, partial diffusion,
and fixed-phase operators applied to |ψexc〉.

Finally, the conditional probability of classification Pcond when applying the three
operators to |ψexc〉, illustrated in Figure 8, indicates that the maximal Pcond was achieved by
applying the partial diffusion operator to only three iterations of |ψexc〉, where the desired
pattern does not exist in the initial input state.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Iteration

0.0

0.2

0.4

0.6

0.8

1.0

P
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Fixed Phase Partial Diffusion Grover

Figure 8. The conditional probability of classification Pcond after 20 iterations of Grover’s, partial
diffusion, and fixed-phase operators are applied to |ψexc〉.
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3.1.3. State
∣∣∣ψphi

〉
In this section, we describe the results obtained when using the state

∣∣∣ψphi

〉
, which

contains a combination of both the inclusion and exclusion states, as input to the three
quantum search algorithms. The phase of bases in |ψinc〉 are inverted to −1 for Grover’s
and the partial diffusion operators and to 1.91684π for the fixed-phase operator during the
state preparation process.

Table 7 demonstrates the effect of applying Grover’s algorithm to the input state∣∣∣ψphi

〉
= 1√

8
{|000〉+ |001〉+ |010〉+ |011〉+ |100〉+ |101〉 − |110〉+ |111〉} where all the

bases have equal amplitudes in the input state with a phase-inversion on the bases in |ψinc〉.
In the seventh iteration, Grover’s operator showed an accuracy of 99.97% for PC, 0.012% for
the irrelevant classification PR, and 99.99% for the conditional probability of classification
Pcond.

Table 7. The calculated probability of classification after various iterations of Grover’s operator

applied to
∣∣∣ψphi

〉
.

Iteration 1 3 5 7 9 11 13 15 17

PC 0.125 0.945312 0.012207 0.999786 0.019457 0.931267 0.144967 0.756615 0.3578498
PW 0.375 0.0234 0.42333 0.00009 0.42024 0.029457 0.36645 0.104307 0.275208
PR 0.5 3.13 × 10−2 0.56444 0.00012 0.56032 0.039276 0.4886 0.139076 0.366944
P 0.5 0.96875 0.435537 0.999878 0.439697 0.960724 0.511417 0.860922 0.633057
PCond 0.25 0.975807 0.028028 0.999908 0.04425 0.969339 0.283462 0.878843 0.565272

Moreover, the partial diffusion operator showed close results obtained at the 16th
iteration, presented in Table 8; when applied to the same input state, the probability
of classification was 99.95%, and the probability of irrelevant classification was 0.023%,
resulting in a conditional probability Pcond of 99.98%. This shows that the partial diffusion
operator’s results are slightly lower than Grover’s in this particular case in which only the
desired pattern is phase-inverted.

Table 8. The calculated probability of classification after various iterations of the partial diffusion

operator applied to
∣∣∣ψphi

〉
.

Iteration 2 4 6 8 10 12 14 16 18

PC 0.507813 0.963898 0.183792 0.407252 0.992703 0.25926 0.312708 0.999593 0.347801
PW 0.210936 0.015473 0.3498 0.254034 0.003127 0.31746 0.294555 0.000174594 0.279513
PR 0.281248 0.02063 0.4664 0.338712 0.00417 0.42328 0.39274 0.000232792 0.372684
P 0.718749 0.97937 0.533592 0.661286 0.99583 0.57672 0.607263 0.999767 0.627314
PCond 0.706523 0.984202 0.344443 0.615848 0.99686 0.449542 0.514947 0.999825 0.554429

Furthermore, when applying the fixed-phase operator to
∣∣∣ψphi

〉
in Table 9, the prob-

ability of correct classification did not exceed 15.3% in the first iteration but gradually
increased until the 16th iteration, where it reached 99.8%, whereas the probability of irrele-
vant classification was 0.1%, and the conditional probability of classification was 99.92%.
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Table 9. The calculated probability of classification after various iterations of the fixed-phase operator

applied to
∣∣∣ψphi

〉
.

Iteration 2 4 6 8 10 12 14 16 18

PC 0.196446 0.315928 0.467428 0.630589 0.783498 0.905619 0.980553 0.998238 0.956296
PW 0.34437 0.293175 0.228246 0.158319 0.092787 0.040449 0.008334 0.000755 0.01873
PR 0.45916 0.3909 0.304328 0.211092 0.123716 0.053932 0.011112 0.001007 0.024974
P 0.540816 0.609103 0.695674 0.788908 0.876285 0.946068 0.988888 0.998993 0.975027
PCond 0.36324 0.518678 0.671907 0.799319 0.894113 0.957245 0.991572 0.999244 0.98079

It has been noted that
∣∣∣ψphi

〉
was the only input state in which Grover outperformed

the other search operators, when the input state was in a complete superposition with only
the desired pattern being phase-inverted.

Figures 9 and 10a,b illustrate the change in the probability of correct classification,
the probability of irrelevant classification, and the conditional probability of classification,
respectively, for the three algorithms.

In Figure 9, the probability of correct classification varied over the 20 tested iterations
and almost reached 100% when using the three operators on the 7th iteration of Grover’s
operator and the 16th iteration of the partial diffusion and fixed-phase operators. However,
Grover’s algorithm, at the seventh iteration, obtained a slightly higher PC than the other
operators.
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Figure 9. The probability of correct classification PC after 20 iterations of Grover’s, partial diffusion,

and fixed-phase operators applied to
∣∣∣ψphi

〉
.
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Figure 10. (a) The probability of irrelevant classification PR after 20 iterations of Grover’s, partial

diffusion, and fixed-phase operators applied to
∣∣∣ψphi

〉
. (b) The conditional probability of classification

Pcond after 20 iterations of Grover’s, partial diffusion, and fixed-phase operators applied to
∣∣∣ψphi

〉
.

On the other hand, the probability of irrelevant classification, as shown in Figure 10a,
never exceeded 60% when using the three quantum search operators, leaving us with a
minimal value at the seventh iteration of Grover’s operator.

Hence, the conditional probability of classification demonstrated in Figure 10b shows
that Grover’s operator had the maximal value in the 7th iteration, whereas the partial
diffusion and fixed-phase operators had maximal values in the 16th iteration, with only a
0.1% difference between the highest and lowest values of conditional probability for the
three algorithms.

3.2. Similarity of Results in One-Pattern States

After running experimental results on all one-pattern input states (size of |ψinc〉 = 1),
we found a repeating pattern of behavior between all input state patterns belonging to
C1 and all input state patterns belonging to C2. The calculated probability of the results
was nearly identical in all iterations for |ψinc〉,|ψexc〉, and

∣∣∣ψphi

〉
with input pattern states

|000〉, |001〉, |100〉, and |101〉 or input pattern states |010〉, |011〉, and |111〉.
This behavior was shown with |ψinc〉,|ψexc〉, and

∣∣∣ψphi

〉
for every state in C1 or C2.

Figure 11 shows that the results are identical for the probability of correct classification
PC after 20 iterations of the three algorithms applied to |ψinc〉 = |010〉, |ψinc〉 = |011〉, and
|ψinc〉 = |111〉.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Iteration

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

P
c

Fixed Phase Partial Diffusion Grover

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Iteration

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

P
c

Fixed Phase Partial Diffusion Grover

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Iteration

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

P
c

Fixed Phase Partial Diffusion Grover

Figure 11. The probability of correct classification PC after 20 iterations of Grover’s, partial diffusion,
and fixed-phase operators applied to |ψinc〉 = |010〉,|ψinc〉 = |011〉 and |ψinc〉 = |111〉, respectively.

In Figure 11, it is shown that the partial diffusion operator recorded the maximal prob-
ability of correct classification as 14.2% in the third iteration of application when applied
to the input states |ψinc〉 = |010〉, |ψinc〉 = |011〉, and |ψinc〉 = |111〉. Figure 12 represents
the probability of correct classification when the three algorithms are applied to |ψexc〉 =

1√
7
{|000〉+ |001〉+ |011〉+ |100〉+ |101〉+ |110〉+ |111〉}, |ψexc〉 = 1√

7
{|000〉+ |001〉+ |010〉+ |100〉+ |101〉+ |110〉+ |111〉},
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and |ψexc〉 = 1√
7
{|000〉+ |001〉+ |010〉+ |011〉+ |100〉+ |101〉+ |110〉} of the previous inclusion states. The

partial diffusion operator guaranteed the maximal Pc in the 15th iteration of application
with 87%.
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Figure 12. The probability of correct classification PC after 20 iterations of Grover’s, partial diffusion, and
fixed-phase operators applied to |ψexc〉 = 1√

7
{|000〉+ |001〉+ |011〉+ |100〉+ |101〉+ |110〉+ |111〉},

|ψexc〉 = 1√
7
{|000〉+ |001〉+ |010〉+ |100〉+ |101〉+ |110〉+ |111〉}, and |ψexc〉 = 1√

7
{|000〉+ |001〉+

|010〉+ |011〉+ |100〉+ |101〉+ |110〉}, respectively.

Finally, the fixed-phase operator recorded the best probability of correct classification
on the 17th iteration when applied to ∣∣ψphi

〉
= 1√

8
{|000〉+ |001〉 − |010〉+ |011〉+ |100〉+ |101〉+ |110〉+ |111〉},∣∣∣ψphi

〉
= 1√

8
{|000〉+ |001〉+ |010〉 − |011〉+ |100〉+ |101〉+ |110〉+ |111〉}, and

∣∣∣ψphi

〉
=

1√
8
{|000〉+ |001〉+ |010〉+ |011〉+ |100〉+ |101〉+ |110〉 − |111〉}with a maximal value of

99.2%, as shown in Figure 13.
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Figure 13. The probability of correct classification PC after 20 iterations of Grover’s, partial diffusion,

and fixed-phase operators applied to
∣∣∣ψphi

〉
= 1√

8
{|000〉+ |001〉 − |010〉+ |011〉+ |100〉+ |101〉+

|110〉 + |111〉},
∣∣∣ψphi

〉
= 1√

8
{|000〉 + |001〉 + |010〉 − |011〉 + |100〉 + |101〉 + |110〉 + |111〉}, and∣∣∣ψphi

〉
= 1√

8
{|000〉+ |001〉+ |010〉+ |011〉+ |100〉+ |101〉+ |110〉 − |111〉}, respectively.

3.3. Two-Pattern State

In this section, we discuss the effect of applying Grover’s, the partial diffusion, and
the fixed-phase operators to |ψinc〉, |ψexc〉, and

∣∣∣ψphi

〉
where |ψinc〉 is the state that equally

includes the two patterns |100〉 and |110〉

|ψinc〉 =
1√
2
{|100〉+ |110〉} (8)

which represents the search input, while searching for the pattern |110〉; consequently,
|ψexc〉 will be in the form

|ψexc〉 =
1√
6
{|000〉+ |001〉+ |010〉+ |011〉+ |101〉+ |111〉} (9)
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Additionally, the phase-inversion state will be∣∣∣ψphi

〉
=

1√
8
{|000〉+ |001〉+ |010〉+ |011〉 − |100〉+ |101〉 − |110〉+ |111〉} (10)

3.3.1. State |ψinc〉
Using |ψinc〉 as the input state for the iterative methods (Grover’s, partial diffusion,

and fixed-phase) for 20 iterations each, the calculated probabilities of classification are
discussed in this section.

Table 10 illustrates the probability of correct classification, the probability of irrelevant
classification, the probability of incorrect classification, the total probability, and the condi-
tional probability of classification for the 20 iterations tested using Grover’s operator and
the partial diffusion and fixed-phase operators.

Table 10. The calculated probability of classification after various iterations of Grover’s operator
applied to |ψinc〉 = 1√

2
{|100〉+ |110〉}.

Iteration 1 2 4 6 8 9 10 12 14 16 18

PC 0.5 0.125 0.382813 0.258299 0.241731 0.560308 0.398351 0.11147 0.51068 0.024093 0.567641
PW 0 0.375 0.210936 0.036621 0.040374 0.059532 0.200094 0.3831 1.85 × 10−4 0.095706 0.046329
PR 0.5 0.5 0.406246 0.705081 0.717894 0.380162 0.401554 0.50543 0.489135 0.880206 0.386029
P 0.5 0.5 0.593749 0.29492 0.282105 0.61984 0.598445 0.49457 0.510865 0.119799 0.61397
PCond 1 0.25 0.644739 0.875828 0.856883 0.903956 0.665643 0.225388 0.999638 0.201111 0.924542

Although the PC on the first iteration was exactly 50% in the proceeding iterations,
Grover’s operator failed to provide a PC that exceeds 56.7%, and the probability of incorrect
classification had its minimal value at the 18th iteration of 38%. The conditional probability
of classification was 100% in the first iteration but kept fluctuating between 0.27% and
99.9% afterward.

The partial diffusion operator showed similar behavior to Grover’s on |ψinc〉, although
it was slightly more accurate. The probability of correct classification had a maximal value
at the eighth iteration of 56.98%. The probability of irrelevant classification was initially
37.5% and never decreased in the 20 tested iterations.

Finally, the conditional probability of classification varied between 14.9% and 99.9%,
as shown in Table 11.

Table 11. The calculated probability of classification after various iterations of partial diffusion
operator applied to |ψinc〉 = 1√

2
{|100〉+ |110〉}.

Iteration 1 3 5 7 8 9 11 13 15 17

PC 0.53125 0.445434 0.343551 0.56872 0.5698587 0.298609 0.071294 0.462981 0.505331 0.31918
PW 0.09375 0.003296 0.018919 0.019855 0.0222012 0.267186 0.40695 0.152529 0.0000444 0.023664
PR 0.375 0.551266 0.637529 0.411425 0.4079412 0.434206 0.52173 0.384489 0.494624 0.657154
P 0.625 0.44873 0.36247 0.588575 0.59205985 0.565795 0.478244 0.61551 0.505375 0.342845
PCond 0.85 0.992655 0.947806 0.966266 0.9625018 0.527769 0.149075 0.752191 0.999912 0.930977

Using the fixed-phase operator on |ψinc〉 in Table 12 resulted in 50% of PC in the
first iteration and never exceeded that in the following iterations, while the probability of
irrelevant classification PR had its minimal value at the eighth iteration. The conditional
probability of classification was at its maximal value in the first iteration. This shows that the
partial diffusion operator is the best option when the input state includes only two patterns
with equal amplitudes, with the desired pattern existing in the initial superposition.
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Table 12. The calculated probability of classification after various iterations of fixed-phase operator
applied to |ψinc〉 1√

2
{|100〉+ |110〉}.

Iteration 1 3 5 7 9 11 13 15 17 20

PC 0.50208 0.493286 0.468421 0.430837 0.385569 0.338707 0.296541 0.264731 0.24755 0.253647
PW 0.006255 0.051039 0.118029 0.175248 0.196656 0.174354 0.121959 0.067608 0.039999 0.076005
PR 0.491665 0.455679 0.413549 0.393918 0.417776 0.486944 0.581499 0.667658 0.712449 0.670355
P 0.508335 0.544325 0.58645 0.606085 0.582225 0.513061 0.4185 0.332339 0.28755 0.329652
PCond 0.987696 0.906234 0.79874 0.710853 0.662234 0.660169 0.70858 0.796569 0.860897 0.769439

Figure 14 illustrates the changes in the probability of correct classification PC over
20 iterations using the three quantum search methods. It shows that the partial diffusion
operator, on the 8th iteration, provided the maximal value of PC of 56.9%, with a close
value of PC using Grover’s operator on the 18th iteration, at 56.7%.

In terms of the probability of irrelevant classification, the minimum value was achieved
by the partial diffusion operator in the 14th iteration, with a variation range that did not
exceed 64%, while Grover’s and the fixed-phase operators had higher values of PR over the
first 20 iterations, as demonstrated in Figure 15.
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Figure 14. The probability of correct classification PC after 20 iterations of Grover’s, partial diffusion,
and fixed-phase operators applied to |ψinc〉 = 1√

2
{{|100〉+ |110〉}}.
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Figure 15. The probability of irrelevant classification PR after 20 iterations of Grover’s, partial
diffusion, and fixed-phase operators applied to |ψinc〉 = 1√

2
{{|100〉+ |110〉}}.
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3.3.2. State |ψexc〉
Applying Grover’s, the partial diffusion, and the fixed-phase operators to |ψexc〉

presented in Equation (9). Tables 13–15 show the calculated probabilities of classification
after various applications of the previously mentioned operators.

In Table 13, the probability of correct classification after 11 iterations was 84.9%, with
only a 12.4% probability of irrelevant classification and a conditional probability of classifi-
cation of 97%, which is very close to the value of calculated classification probabilities at
the second iteration, where the probability of correct classification was 84.3%, the probabil-
ity of irrelevant classification was 12.5%, and the conditional probability of classification
was 96.4%.

Table 13. The calculated probability of classification after various iterations of Grover’s operator
applied to |ψexc〉 = 1√

6
{|000〉+ |001〉+ |010〉+ |011〉+ |101〉+ |111〉}.

Iteration 1 2 3 5 7 9 11 13 15 20

PC 0.374999 0.8437483 0.585939 0.177251 0.758147 0.041342 0.849251 7.32E-04 0.836828 0.773596
PW 0.125001 0.031251002 0.195312 0.41064 0.011017 0.240375 0.025334 0.49962 0.037761 0.007781
PR 0.500001 0.125001 0.218749 0.412105 0.230837 0.718285 0.125414 0.49962 0.125411 0.2186211
P 0.5 0.8749993 0.781251 0.587891 0.769164 0.281717 0.874585 0.500352 0.874589 0.781377
PCond 0.749998 0.96428454 0.750001 0.301503 0.985677 0.14675 0.971033 0.001464 0.956824 0.990041

Table 14. The calculated probability of classification after various iterations of partial diffusion
operator applied to |ψexc〉 = 1√

6
{|000〉+ |001〉+ |010〉+ |011〉+ |101〉+ |111〉}.

Iteration 1 3 5 7 9 11 13 15 17 20

PC 0.374999 0.856935 0.267939 0.119307 0.815967 0.514329 0.26862 0.82765 0.44427 0.486439
PW 0.125001 0.012207 0.36423 0.44004 0.05469 0.079686 0.160965 0.00013 0.272133 0.088551
PR 0.500001 0.130857 0.367806 0.440678 0.129344 0.405986 0.570415 0.17222 0.283596 0.425011
P 0.5 0.869142 0.632169 0.559347 0.870657 0.594015 0.429585 0.82778 0.716404 0.57499
PCond 0.749998 0.985955 0.423841 0.213296 0.937185 0.865852 0.625301 0.999843 0.62014 0.845996

Table 15. The calculated probability of classification after various iterations of fixed-phase operator
applied to |ψexc〉 = 1√

6
{|000〉+ |001〉+ |010〉+ |011〉+ |101〉+ |111〉}.

Iteration 1 3 5 7 9 11 13 15 17 20

PC 0.006362 0.055978 0.148544 0.27163 0.408708 0.541359 0.651781 0.725138 0.75158 0.697362
PW 0.49365 0.44526 0.36099 0.26115 0.166713 0.092736 0.044949 0.020801 0.0139 0.026479
PR 0.500013 0.498737 0.49044 0.46722 0.424583 0.365906 0.303269 0.254061 0.23452 0.276159
P 0.500012 0.501238 0.509535 0.53278 0.575421 0.634095 0.69673 0.745939 0.76548 0.723841
PCond 0.012724 0.11168 0.29153 0.509835 0.710276 0.853751 0.935486 0.972114 0.981842 0.963419

In addition, the calculated probabilities of classification in Table 14 reached the maxi-
mal desired values after only three iterations of the partial diffusion operator were applied
to |ψexc〉, where the probability of correct classification PC was 85.6%, and the conditional
probability of classification was at its maximal value of 99.9% in the 16th iteration.

Finally, the fixed-phase operator resulted in the probabilities of classification presented
in Table 15. The probability of correct classification steadily increased, from only 0.6% at the
first iteration to 75% at the 17th iteration, whereas the probability of irrelevant classification
decreased from 50% at the first iteration to only 7% in the 17th iteration, and the conditional
probability of classification significantly increased from 0.1% to 98% in the first 17 iterations.
This shows the steady behavior of the fixed-phase operator.

Figure 16 illustrates the probability of correct classification measured in 20 iterations
after applying Grover’s, the partial diffusion, and the fixed-phase algorithms. This shows
the expected behavior of the three operatorsm in which Grover’s operator and the partial
diffusion operator resulted in a fluctuating value of PC, and the fixed-phase operator
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resulted in gradual progress. Although Grover’s and the partial diffusion values for PC are
close, the partial diffusion operator outperforms Grover’s operator in the third iteration of
application, achieving the highest value for PC across all operators.
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Figure 16. The probability of correct classification PC after 20 iterations of Grover’s, partial diffusion,
and fixed-phase operators applied to |ψexc〉.

In addition, the probability of irrelevant classification shown in Figure 17 never ex-
ceeded 60% in the first 20 iterations using the partial diffusion operator, whereas, when
using Grover’s operator, the probability of irrelevant classification went up to 70% at some
iterations and never exceeded 50% using the fixed-phase operator.
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Figure 17. The probability of irrelevant classification PR after 20 iterations of Grover’s, partial
diffusion, and fixed-phase operators applied to |ψexc〉.
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Finally, Figure 18 shows the conditional probability of classification; the maximal
result of Pcond was found at the 16th iteration of the partial diffusion operator, with a very
close difference to Grover’s and the fixed-phase operators.
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Figure 18. The conditional probability classification PCond after 20 iterations of Grover’s, partial
diffusion, and fixed-phase operators applied to |ψexc〉.

3.3.3. State
∣∣∣ψphi

〉
Tables 16–18 present the calculated probabilities of classification over the 20 iterations

of Grover’s, partial diffusion, and fixed-phase operators, respectively, over the input state∣∣∣ψphi

〉
. Grover’s operator achieved the highest probability of correct classification in the

16th iteration; the maximal value of PC was only 56%, as shown in Table 16. However, the
partial diffusion operator reached a much better accuracy when classifying the desired
pattern at the 10th iteration in Table 17; the probability of correct classification was as
high as 76.6%, which indicates that the partial diffusion operator outperformed Grover’s
operator in this case. The fixed-phase operator reached an outstanding 99.1% probability
of correct classification in the 16th iteration. This made it the best choice of operator in
the phase-inversion superposition, which disproves the claim that the phase-inversion
superposition was not suitable for pattern classification in [15].

Table 16. The calculated probability of classification after various iterations of Grover’s operator

applied to
∣∣∣ψphi

〉
= 1√

8
{|000〉+ |001〉+ |010〉+ |011〉 − |100〉+ |101〉 − |110〉+ |111〉}.

Iteration 2 4 6 8 10 12 14 16 18 20

PC 0.382813 0.258299 0.241731 0.398351 0.11147 0.51068 0.024093 0.567641 0.001098 0.555229
PW 0.210936 0.036621 0.0404 0.200094 0.3831 0.000185 0.095706 0.046329 0.44805 0.066711
PR 0.406246 0.705081 0.717894 0.401554 0.50543 0.489135 0.880206 0.386029 0.55087 0.378061
P 0.593749 0.29492 0.282105 0.598445 0.49457 0.510865 0.119799 0.61397 0.449148 0.62194
PCond 0.644739 0.875828 0.856883 0.665643 0.225388 0.999638 0.201111 0.924542 0.002445 0.892737
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Table 17. The calculated probability of classification after various iterations of partial diffusion

operator applied to
∣∣∣ψphi

〉
= 1√

8
{|000〉+ |001〉+ |010〉+ |011〉 − |100〉+ |101〉 − |110〉+ |111〉}.

Iteration 2 4 6 8 10 12 14 16 18 20

PC 0.37549 0.746948 0.146321 0.275881 0.76665 0.234952 0.231298 0.766261 0.280049 0.143181
PW 0.24756 0.0000515 0.183723 0.138159 0.012155 0.31965 0.32151 0.012909 0.136716 0.184842
PR 0.37695 0.253002 0.669953 0.585959 0.221195 0.44539 0.4472 0.220829 0.583236 0.671972
P 0.62305 0.746999 0.330044 0.41404 0.778805 0.554602 0.552808 0.77917 0.416765 0.328023
PCond 0.602664 0.999931 0.443337 0.666315 0.984393 0.423641 0.418405 0.983432 0.671959 0.436497

Table 18. The calculated probability of classification after various iterations of fixed-phase operator

applied to
∣∣∣ψphi

〉
= 1√

8
{|000〉+ |001〉+ |010〉+ |011〉 − |100〉+ |101〉 − |110〉+ |111〉}.

Iteration 1 3 5 7 9 11 13 15 16 17

PC 0.15186 0.244875 0.379162 0.536666 0.696251 0.836474 0.938508 0.988651 0.9918 0.980166
PW 0.35637 0.30471 0.241662 0.176049 0.114792 0.062928 0.024419 0.003058 0.0000124 0.002637
PR 0.49177 0.45043 0.379172 0.287289 0.188956 0.100597 0.037074 0.008291 0.008134 0.017196
P 0.50823 0.549585 0.620824 0.712715 0.811043 0.899402 0.962927 0.991709 0.9918 0.982804
PCond 0.298802 0.445564 0.61074 0.752988 0.858464 0.930034 0.974641 0.996916 0.9999 0.997316

The combined change in PC after applying the three quantum search algorithms to the
input state

∣∣∣ψphi

〉
is illustrated in Figure 19. This shows the significant accuracy achieved

by the fixed-phase operator after 16 iterations of application.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Iteration

0.0

0.2

0.4

0.6

0.8

1.0

P
c

Fixed Phase Partial Diffusion Grover

Figure 19. The probability of correct classification PC after 20 iterations of Grover’s, partial diffusion,

and fixed-phase operators applied to
∣∣∣ψphi

〉
.

On the other hand, the probability of irrelevant classification, as shown in Figure 20,
demonstrates the significance of the behavior of the fixed-phase algorithm, providing
minimal results.
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Figure 20. The probability of irrelevant classification PR after 20 iterations of Grover’s, partial

diffusion, and fixed-phase operators applied to
∣∣∣ψphi

〉
.

4. Discussion

The results presented in the previous section helped us to understand the different
behaviors of the three studied quantum search operators when applied to various su-
perpositions of different sizes. The following provides a discussion of the comparative
effectiveness of the three quantum search algorithms investigated in this paper when
separately applied to various types of input superpositions to achieve higher accuracy in
correct pattern classification. This comparative analysis was conducted with the aid of
the calculated classification probabilities. The probability of correct classification PC is the
probability of the desired pattern |110〉 and the probability of irrelevant classification. PR is
the total probability of all patterns belonging to C2, which are |010〉, |011〉, and |101〉. The
probability of correct classification PW is the summation of the probabilities of patterns
belonging to C1, the total probability of classification P = PC + PW , and, finally, the condi-
tional probability of classification, which represents the percentage of the pattern |110〉 of
the total probability of C2.

When the input size was one pattern per state |ψinc〉, an identical behavior was ob-
served among the input states in C1; |000〉, |001〉, |100〉, and |101〉. This is where the partial
diffusion operator achieved the highest probability of correct classification Pc. Similarly,
the input states belonging to C2 were |010〉, |011〉, and |111〉; the results were identical.

The partial diffusion operator was better than any other operator applied to |ψinc〉 and
|ψexc〉. All of these input state cases reached their best probabilities of correct classification
Pc in the third iteration, with a probability of 14.2%. This is one of the key advantages of
the partial diffusion operator as it uses similar inversions regarding the mean to Grover’s;
however, as presented in [10], the probability of achieving success with these iterations
using the partial diffusion operator has a lower bound of 90%, which is higher than that of
Grover’s operator, whose probability of success’s lower bound may reach 50%.

However, regarding
∣∣∣ψphi

〉
, the probability of correct classification PC reached its

maximum value using the fixed-phase operator. This operator shows a special effect of a
gradual increase over the first 20 iterations, which is different from the fluctuating behavior
of Grover’s and the partial diffusion operators. The fixed-phase operator guarantees a
maximal value at the 16th or 17th iteration of application.

Apart from the states included in C1 or C2, the input state |110〉 showed a distinct
behavior of results compared to all other input states of the same size. This behavior is
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justified by the usage of this very state as the oracle we are searching for, making this the
self-search state. The partial diffusion operator showed exquisite results when operating
on the self-search state for |ψinc〉 and |ψexc〉. However, for the phase-inversion state, the
probability of correct classification started close to 100% and then began to descend. This is
because the wave function of the fixed-phase operator will not have recovered in the first
20 iterations if it started with a peak.

Similar to the one-pattern state, when the three methods of quantum search were ap-
plied to |ψinc〉 and when the size of |ψinc〉 is only two patterns or |ψexc〉, the best probability
of correct classification was achieved using the partial diffusion operator. As presented
in Tables 11 and 14, the probability of obtaining a correct classification using the partial
diffusion operator exceeded all values of PC presented by Grover’s operator.

For the phase-inversion input state
∣∣∣ψphi

〉
, and similar to the one-pattern state, the

fixed-phase operator outperformed all other quantum search operators in this particular
case. The probability of correct classification was guaranteed to be at its maximal value
at the 17th iteration of the fixed-phase operator, with a more distinct difference than any
other operator.

The best probability of correct classification resulted from applying the three quantum
search algorithms to the four-pattern input state |ψ〉 = 1

2{|000〉+ |100〉+ |110〉+ |111〉},
which was in favor of the partial diffusion operator only at the second iteration; in addition,
using the superposition |ψ〉 = 1

2{|001〉+ |010〉+ |011〉+ |101〉} as input to the same quan-
tum search methods, the best probability of correct classification was reached at the third
iteration of the partial diffusion operator. This not only proves that the partial diffusion
outperforms Grover’s algorithm if the input state has an incomplete superposition, i.e.,
some basis states’ amplitudes are equal to zero, but it also denies the claims in [15] that
Grover’s method is more effective with a large amount of stored data.

In comparison to [15], in which they claim that some input states are not suitable for
classifying a certain desired pattern, our results show that these input states can be used
to classify/detect a certain pattern using the appropriate algorithm for the input state’s
particular case.

The partial diffusion operator obtained higher results than Grover’s in all |ψinc〉
and |ψexc〉 input states provided in Table 19 (Line 1–11). The fixed-phase operator was
superior to both of the other operators in phase-inverted conditions, with complete su-
perpositions shown in Table 19 (Line 13–17). However, the only case in which Grover’s
operator was better than the partial diffusion and fixed-phase operators was the state
|ψ〉 = 1√

8
(0, 1, 2, 3, 4, 5,−6, 7), where the difference between the lowest probability of

correct classification and Grover’s maximal PC was only 0.1%.
To conclude, the fixed-phase operator is most suitable for use when the input state is

in a complete superposition with some base states marked and phase-shifted to 1.91684π.
In addition, the partial diffusion operator is most suitable when the input state is in an
incomplete superposition of any size.

Table 19. Comparative probabilities of correct classification of pattern |110〉 over 20 iterations of
Grover, partial diffusion, and fixed-phase operators.

State Grover Itr PD Itr FP Itr

1 |ψ〉 = |000〉 0.14154 11 0.14282 3 0.12526 17
2 |ψ〉 = |001〉 0.14154 11 0.14282 3 0.12526 17
3 |ψ〉 = |100〉 0.14154 11 0.14282 3 0.12526 17
4 |ψ〉 = |101〉 0.14154 11 0.14282 3 0.12526 17
5 |ψ〉 = |110〉 0.9991457 13 1 1 0.99257725 1
6 |ψ〉 = 1√

2
(|100〉+ |110〉) 0.56764114 18 0.5698587 8 0.5020803 1

7 |ψ〉 = 1
2 (0, 4, 6, 7) 0.5661683 10 0.5712877 2 0.501683 16

8 |ψ〉 = 1
2 (1, 2, 3, 5) 0.5661683 11 0.5712877 3 0.50105304 17
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Table 19. Cont.

State Grover Itr PD Itr FP Itr

9 |ψ〉 = 1√
6
(0, 1, 2, 3, 5, 7) 0.84925103 11 0.85693514 3 0.7515801 17

10 |ψ〉 = 1√
7
(0, 1, 2, 3, 5, 6, 7) 0.8774648 19 0.87753105 15 0.8737084 16

11 |ψ〉 = 1√
7
(0, 1, 2, 3, 4, 5, 7) 0.99079424 11 0.9997558 3 0.8768418 17

12 |ψ〉 = 1√
8
(0, 1, 2, 3, 4, 5,−6, 7) 0.9997863 7 0.9995926 16 0.9982381 16

13 |ψ〉 = 1√
8
(0, 1,−2, 3, 4, 5, 6, 7) 0.567641 19 0.767833 15 0.9920039 17

14 |ψ〉 = 1√
8
(0, 1, 2,−3, 4, 5, 6, 7) 0.567641 19 0.767833 15 0.9920039 17

15 |ψ〉 = 1√
8
(0, 1, 2, 3, 4, 5, 6,−7) 0.567641 19 0.767833 15 0.9920039 17

16 |ψ〉 = 1√
8
(0, 1, 2, 3,−4, 5, 6, 7) 0.56764114 19 0.76783323 15 0.9920039 17

17 |ψ〉 = 1√
8
(0, 1, 2, 3,−4, 5,−6, 7) 0.56764114 16 0.76665026 10 0.9918535 16

5. Conclusions

This study set out to determine the implications of amplitude amplification techniques
to solve the quantum pattern classification problem by providing a high probability of
classification. We studied the effect of applying Grover’s operator and the partial diffusion
and fixed-phase operators for 20 iterations, each on unstructured datasets in a three-qubit
system. By comparing the outcomes using input states based on inclusion, exclusion,
and phase-inversion, it was found that the partial diffusion operator provided better
classification accuracy during the inclusion and exclusion input states (i.e., incomplete
superpositions), while the fixed-phase operator could obtain significant results when
applied to phase-inversion superpositions. A further perspective could be provided by
an investigation of the behavior of the aforementioned quantum search algorithms on
four-qubit datasets, as well as new amplitude-amplification algorithms.
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