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Abstract: Computer networks can be alerted to possible viruses by using kill signals, which reduces
the risk of virus spreading. To analyze the effect of kill signal nodes on virus propagation, we use a
fractional-order SIRA model using Caputo derivatives. In our model, we show how a computer virus
spreads in a vulnerable system and how it is countered by an antidote. Using the Caputo operator, we
fractionalized the model after examining it in deterministic form. The fixed point theory of Schauder
and Banach is applied to the model under consideration to determine whether there exists at least
one solution and whether the solution is unique. In order to calculate the approximate solution
to the model, a general numerical algorithm is established primarily based on Haar collocations
and Broyden’s method. In addition to being mathematically fast, the proposed method is also
straightforward and applicable to different mathematical models.

Keywords: computer virus; stability analysis; caputo derivative; Broyden’s method; Haar wavelet;
numerical simulations
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1. Introduction

Computer viruses are small programs that are inserted into computers without the
user’s knowledge in order to destroy software and hardware components. After the middle
of the 1980s, viruses began spreading rapidly, especially speed types in the 1990s, and by
the end of the 1990s, hundreds of thousands of viruses had spread and been modified.

A variety of malicious code was introduced through computer viruses in the 1980s,
causing damage to small objects without the system’s knowledge. The harmful effects of
these agents were not so strong back then, and their spread was slower. The spread of
viruses in today’s globalized society is accelerating, with their undesirable activities includ-
ing stealing passwords, bank accounts, and email addresses, altering data, causing financial
damage, and disrupting the proper functioning of devices [1–3]. To better understand
viruses propagation, several biological models have been used, including SIS [4], SIRS [5–7],
SEIRS [8], and SLBS [9,10]. The spread of computer viruses has also been discussed using
stochastic models, such as [11,12]. Furthermore, effective and reliable solutions are essential
for fighting computer viruses. Virus immunity [13,14] and virus control [15,16] can prevent
the spread of computer viruses. KS (Killing Signals), an innovative antivirus mechanism,
provides users with timely warnings about potential viruses [17]; Kefert et al. proposed KS
as an innovative antivirus mechanism [16].

There is a relationship between symmetry and epidemic models. Symmetry can refer
to the degree to which a system or model is invariant under certain transformations. In the
context of epidemic models, symmetry can be used to describe the degree to which the
population being modeled is homogeneous or uniform in terms of factors such as age,
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behavior, or susceptibility to the disease. For example, some epidemic models assume a
high degree of symmetry, where every individual in the population has the same likelihood
of contracting the disease and transmitting it to others. Other models may incorporate
more nuanced forms of symmetry, such as distinguishing between different age groups or
geographic regions with different susceptibility or transmission rates. Overall, the degree
of symmetry in an epidemic model can have important implications for its predictions and
the strategies that are effective in controlling the spread of the disease.

Fractional calculus and fractional differential equations have gained a great deal
of interest in recent decades [18] because of their potential applications in science and
engineering. An analysis of computer virus propagation based on fractional order has been
presented by Pinto and Machado [19]. Computers and removable devices’ interactions are
considered in their model. Assari et al. [20] examined how a delay-varying CVP model
with fractional derivatives behaves dynamically.

Differential and integral operators are applied differently in fractional calculus (FC) in
comparison with classical differential and integral calculus. Fractional-order differential
equations can be used to mathematically model a wide variety of natural events. Models
such as [21–26] are used in many fields of basic sciences and engineering. As a result of the
fact that fractional derivatives can handle integrals and derivatives of any order (real or
complex), they possess the nonlocal property, indicating that the future state is determined
by the present state, as well as all previous states. These extraordinary properties have been
utilized in a wide range of fields, including engineering, physics, biology, mathematics,
and applied sciences; in fact, we see new fractional models about wave-like equations [27],
a new fractional model of Lienard’s equation [28,29], p-Laplacian equations [30], implicit
Caputo–Katogampola problem [31], hybrid three-operator BVPs [32], and switched singular
p-Laplacian problems [33]. There are three types of fractional differential operators defined
within the FC framework: the first (Riemann–Liouville–Caputo) is based on power-law
kernel calculus [34], the second (Caputo–Fabrizio) is based on decay processes [35], and the
third is based on Mittag-Leffler law, which represents both exponential decay and power-
law decay. It is permissible to describe these properties using only Atangana–Baleanu
fractional-order derivatives.

Digital image processing, quantum field theory, numerical analysis, and many other
fields have all benefited from wavelet analysis in recent years. In communications and
physics, Haar wavelets play a crucial role in signal processing. In addition to being more
mathematically oriented, they are also capable of solving nonlinear problems. A study
conducted on wavelets has indicated that the use of wavelets in the conventional approach
of finite difference approximation can contribute to better conditions for the system, result-
ing from the use of wavelets in systems of equations [36]. There is a special place in the
wavelet world that Haar wavelets occupy. A pairwise constant function forms the basis of
this series, which is considered to be the simplest series of wavelets in mathematics. A very
important feature of Haar wavelets is that they can also be integrated analytically at any
time, which is yet another great feature of these wavelets. Since this method has a low error
rate and is fast, researchers have applied it to the solution of fractional-order mathematical
models [37–41]. Based on such advantages in the mentioned numerical algorithm, in this
paper, we approximate the solutions of our fractionalized model to analyze its dynamics
with the least error.

The novelty of the paper is the conversion of the system of ordinary differential
equations model to a set of fractional differential equations models. The Haar wavelet
collocations method is employed for the numerical solution of the system of fractional
differential equations. This is an important addition to the existing model [42] in the context
of antidotal computer virus propagation. Furthermore, we can state the structure of the
paper as follows: The main structure of the antidotal computer virus model is described in
detail in the next Section 2. Some fundamental preliminaries are given in Section 3, and
the fractionalization of the proposed model is implemented in the same Section 3. We
continue the qualitative analysis of the model in Section 4. In Section 5, stable solutions
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are discussed, and numerical schemes based on Haar wavelets are derived in Section 6.
Finally, simulations and graphical results are provided in Section 7. Section 8 presents the
concluding remarks.

2. Model Structure

In this section, we introduce the component that prevents computer viruses from
spreading over networks. In our proposed model, there are four types of computers in the
total population N: computers that are uninfected and susceptible to infection S, computers
that have antivirus programs that provide effective protection, A, computers that are
infected and removed from your network, I, and computers that are not infected but are
removed from your network, R.
Our system modeling requires the following assumptions [42]:

• The network grows by Π by adding new computers;
• Every group’s death rate, other than those caused by viruses, is µ;
• Susceptible S gets infected at a rate determined by the probability of infection when

interacting with an infected computer. With a factor of β, the rate is proportional to SI;
• At a rate α, the transfer of susceptible to antidotes is proportional to SA. This means

that the susceptible computer effectively communicates with the antidote, which
installs its own antivirus on the antidote machine;

• An infected computer with an antivirus program effective against known viruses
becomes either an antidotal computer at a rate γ proportional to AI, or becomes
vulnerable to further infections at a rate δ;

• Since viruses are found and eradicated, infected computers continually return suscep-
tible ones at a constant rate of c. Some antivirus software, though, is not sufficiently
potent to eliminate all malware;

• At a rate ε, removed machines can be recovered and transferred to vulnerable ones.

Accordingly, the following system of ordinary differential equations can be used to
describe the model that is based on the assumptions outlined above [42]:

dS
dt = Π− αS(t)A(t)− βS(t)I(t) + cI(t) + εR(t)− µS(t)

dI
dt = βS(t)I − γA(t)I(t)− (c + δ− µ)I(t)

dR
dt = δI(t)− (ε + µ)R(t)

dA
dt = αS(t)A(t) + γA(t)I(t)− µA(t),

(1)

where N(t) = S(t) + I(t) + R(t) + A(t), ∀ t. According to (1), (S + I + R + A)′ = 0, thus
N(t) is constant and equal to N.
System (1) is in a feasible region as

Ω = {(S + I + R + A) : 0 ≤ S, I, R, A ≤ N}.

3. Fundamental Preliminaries

Fractional-order models, due to their frequent appearance in several scientific fields,
have been the subject of many scientific studies. To begin with it, we define fractional-order
integration and fractional-order differentiation following [35]. To understand fractional
derivatives, we take a look at Caputo’s definition. A significant advantage of this approach
is that it addresses initial value problems properly [34,35]. In this section, a brief description
of some definitions and lemmas is provided from fractional calculus, which is used in the
analysis of the proposed model.
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Definition 1 ([37]). Riemann–Liouville fractional integral with order ψ ∈ (0, 1) of the function
Φ ∈ L1([0, ∞),R) is given as

Iψ
0+Φ(t) =

1
Γ(ψ)

∫ t

0
(t− s)ψ−1Φ(s)ds,

where the integral on RHS must be defined piecewise on the interval (0, ∞).

Definition 2 ([37]). A Caputo derivative of Φ is defined as

cDψ
0+Φ(t) =

1
Γ(n− ψ)

∫ t

0
(t− s)n−ψ−1Φn(s)ds,

in which, n = 1 + [ψ], [ψ] stands for the integer part of ψ.

Lemma 1. The following equality is satisfied as

Iα[cDψΦ](t) = Φ(t) + b0 + b1t + b2t2 + ... + bn−1tn−1,

with bi ∈ R, i = 0, . . . , n− 1, n = [ψ] + 1.

Theorem 1. Let F be continuous and compact from Banach space B into the set

D = {X ∈ B : X = ΛFX with Λ ∈ [0, 1]}.

If D is bounded, then f admits at least one fixed point.

Fractional Extension of the Model

Biological phenomena such as epidemiological dynamics exhibit time memory effects
and are useful indicators of nonlocal dynamics. These problems are better handled with
fractional derivatives, since derivatives of noninteger order contain time-varying kernels.
In the literature, fractional derivatives occur in many forms, but the Caputo fractional
derivative is the most common. In comparison with classical derivatives, Caputo fractional
derivatives have the advantage of not demanding fractional initial values. Based on these
useful facts, we adopted the Caputo fractional time derivative for the computer (1) model.
In order to define the power correlation, we introduce a time-dependent kernel as follows:

K(t− δ) =
1

Γ(ψ− 1)
(t− δ)ψ−2. (2)

Therefore, the system (1) can be expressed in integrals as

dS(t)
dt

=
∫ t

t0

K(t− δ)[Π− αS(t)A(t)− βS(t)I(t) + cI(t) + εR(t)− µS(t)]dδ,

dI(t)
dt

=
∫ t

t0

K(t− δ)[βS(t)I − γA(t)I(t)− (c + δ− µ)I(t)]dδ,

dR(t)
dt

=
∫ t

t0

K(t− δ)[δI(t)− (ε + µ)R(t)]dδ,

dA(t)
dt

=
∫ t

t0

K(t− δ)[αS(t)A(t) + γA(t)I(t)− µA(t)]dδ.

(3)
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Taking the Caputo derivative of order ψ−1 and substituting it into (2), we obtain

CDψ−1
t

[
dS(t)

dt

]
= CDψ−1

t I−(ψ−1)[Π− αS(t)A(t)− βS(t)I(t) + cI(t) + εR(t)− µS(t)],

CDψ−1
t

[
dI(t)

dt

]
= CDψ−1

t I−(ψ−1)[βS(t)I − γA(t)I(t)− (c + δ− µ)I(t)],

CDψ−1
t

[
dR(t)

dt

]
= CDψ−1

t I−(ψ−1)[δI(t)− (ε + µ)R(t)],

CDψ−1
t

[
dA(t)

dt

]
= CDψ−1

t I−(ψ−1)[αS(t)A(t) + γA(t)I(t)− µA(t)].

(4)

The operators CDψ−1
t and I−(ψ−1) nullify each other, and as a result, we have

CDψ
t S(t) = Π− αS(t)A(t)− βS(t)I(t) + cI(t) + εR(t)− µS(t),

CDψ
t I(t) = βS(t)I − γA(t)I(t)− (c + δ− µ)I(t),

CDψ
t R(t) = δI(t)− (ε + µ)R(t),

CDψ
t A(t) = αS(t)A(t) + γA(t)I(t)− µA(t).

(5)

4. Qualitative Analysis

The purpose of this section is to discuss on the well-posedness of the supposed model.
For this, we utilize the tools from the fixed point theory to analyze the solution of the
hypothesized model. Therefore, the RHS of the model, as in (1), takes the form

Ξ1(t, S, I, R, A) = Π− αS(t)A(t)− βS(t)I(t) + cI(t) + εR(t)− µS(t),

Ξ2(t, S, I, R, A) = βS(t)I − γA(t)I(t)− (c + δ− µ)I(t),

Ξ3(t, S, I, R, A) = δI(t)− (ε + µ)R(t),

Ξ4(t, S, I, R, A) = αS(t)A(t) + γA(t)I(t)− µA(t).

(6)

Assume that χ = C([0, T]×<4,<), with 0 ≤ t ≤ T < ∞ being the Banach spaces such that

||M||χ = sup
t∈[0,T]

[|S(t)|+ |I(t)|+ |R(t)|+ |A(t)|],

and

M(t) =


S
I
R
A

(t), M0 =


S0
I0
R0
A0

, X(t,M(t)) =


Ξ1(t, S, I, R, A)
Ξ2(t, S, I, R, A)
Ξ3(t, S, I, R, A)
Ξ4(t, S, I, R, A)

(t). (7)

Using the Equation (6), the proposed system in (1) can be rewritten as

cDψM(t) = X(t,M(t)), t ∈ [0, T],

M(0) = M0.
(8)

The Caputo IVP (8) along with Lemma (1) give

M(t) = M0 +
∫ t

0

(t− s)ψ−1

Γ(ψ)
X(s,M(s))ds, t ∈ [0, T]. (9)
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We assumed that the following assumptions holds for the existence of the proposed
problem.
(H1): ∃ constants ΘX, ΨX > 0 such that

|X(t,M(t))| ≤ ΘX|M|+ ΨX, ∀M ∈ χ.

(H2): ∃ constant ΨX > 0, ∀M,M∗ ∈ χ such that

|X(t,M)−X(t,M∗)| ≤ ΨX|M−M∗|.

Moreover, to verify whether the proposed system has a solution, we state the next theorem.

Theorem 2. Under the assumptions in (H1) and continuity of X : [0, T]×<4 7→ <, at least one
solution can be found for the integral Equation (9). Accordingly, at least one solution exists to the
model given in (1) with νΘX < 1, where ν = Tψ

Γ(ψ+1) .

Proof. Let (H1) hold and define

Λ = {M(t) ⊆ χ : ||M||χ ≤ ξ, t ∈ [0, T]},

as a closed subset of χ with convexity property and ξ ≥ v0+vΨX
1−vΘX

. Moreover, define

δ : Λ 7→ Λ, ∀M ∈ Λ and |M0| = ν0,

s.t.

δM(t) = M0 +
1

Γ(ψ)

∫ t

0
(t− s)ψ−1X(s,M(s))ds.

Assume that

|δM(t)| =
∣∣∣M0 +

1
Γ(ψ)

∫ t
0 (t− s)ψ−1X(s,M(s))ds

∣∣∣
≤ |M0|+ | 1

Γ(ψ)

∫ t
0 (t− s)ψ−1X(s,M(x))ds|

≤ ν0 +
1

Γ(ψ)

∫ t
0 (t− s)ψ−1|X(s,M(s))|ds,= ν0 + νΘXξ + νΨX

≤ ξ =⇒ ||δ(M)||χ ≤ ξ,

which shows δ(Λ) ⊆ Λ.
If we consider t1 < t2 ∈ [0, T], we can establish that δ is a completely continuous.

Estimate

|δM(t2)− δM(t1)| =
∣∣∣(M0 +

∫ t2
0

(t2−s)ψ−1

Γ(ψ) X(s,M(s))ds
)
−
(
M0 +

∫ t1
0

(t1−s)ψ−1

Γ(ψ) X(s,M(s))ds
)∣∣∣

=
∣∣∣[∫ t2

0
(t2−s)ψ−1

Γ(ψ) −
∫ t1

0
(t1−s)ψ−1

Γ(ψ)

]
X(s,M(s))ds)

∣∣∣,
and so

|δM(t2)− δM(t1)| ≤
(ΘXξ + νΨX)

Γ(ψ + 1)

(
tψ−1
2 − tψ−1

1

)
. (10)

Now, as t2 → t1, the RHS of (10) approaches 0; therefore, ||δM(t2) − δM(t1)||χ → 0,
showing that δ is bounded and uniformly continuous. Therefore, according to the Arzil–
Ascoli theorem, δ is relatively complete, and consequently δ is completely continuous.
Thus, the system proposed in (1) has at least one solution according to Schauder’s fixed
point theorem.
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Theorem 3. Let (H2) hold and TψΨX < Γ(ψ + 1). Then, the antidotal computer virus model (1)
admits unique solution.

Proof. Let Mϕ∗ ∈ χ and consider δ : χ→ χ as the operator defined above. We have

||δ(M)− δ(M∗)||χ = max
t∈[0,T]

|
∫ t

0

(t− s)(ψ−1)

Γ(ψ)
X(s,M(s))ds−

∫ t

0

(t− s)(ψ−1)

Γ(ψ)
X(s,M∗(s))ds|

≤ max
t∈[0,T]

∫ t

0

(t− s)(ψ− 1)
Γ(ψ)

|X(s,M(s))−X(s,M ∗ (s))|ds

≤ Tψ

Γ(r + 1)
ΨX||M−M∗||χ.

The operator δ is continuous, and hence the Banach pronciple shows the uniqueness of
solution to the system (1).

5. Stability Criterion

We recollect several definitions to establish results on the stability of the proposed
model. Let δ : χ→ χ be a selfmap given as

δM = M, f or M ∈ χ. (11)

The Equation (11) is Ulam–Hyers stable, if ∀ε > 0 and M ∈ χ (as a solution) satisfying

||M− δM||χ ≤ ε, f or t ∈ [0, T]. (12)

∃ at most one solution M̄ of (11) with ðq > 0, which satisfies

||M̄−M||χ ≤ ðqε. (13)

Definition 3. If ∃M ∈ C(R+, R) with M(0) = 0 for each solution M of (12) and M̄ as a solution
of (11) with

||M̄−M||χ ≤M(ε), (14)

then (11) is generalized Ulam–Hyers stable.

Remark 1. Let ∃ ζ(t) ∈ C([0, δ];R). In this case, M̄ ∈ χ satisfies (12) whenever

(i)|ζ(t)| ≤ ε,

(ii)δM̄(t) = M̄+ ζ(t).

To conduct our analysis, we consider the corresponding perturbed IVP (8) given by

CDψ
+0M(t) = M(t,M(t)) + ζ(t),

M(0) = M0.
(15)

Lemma 2 ([37]). The following inequality is to be held for (15) as

||M− δM|| ≤ αε, (16)

where

α =
Tψ

Γ(ψ + 1)
.
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Proof. The proof is a simple consequence of Lemma 1, along with the above-mentioned
remark.

Theorem 4. According to Lemma 2, the solution to the proposed system (8) is Ulam–Hyers stable.

If Tψ Lρ

Γ(ψ+1) < 1, then the solution of system (1) is generalized Ulam–Hyers stable.

Proof. Let M ∈ χ be an arbitrary solution and M̄ ∈ χ be at most another solution of (8).
In this case,

|M(t)− ¯M(t)| = |M(t)− δ ¯M(t)|

≤ |M(t)− δM(t)|+ |δM(t)− δ ¯M(t)|

≤ αε +
Tψ Lρ

Γ(ψ+1) |M(t)− ¯M(t)|,

(17)

from which one has
||M− M̄||χ ≤

αε

1− Tψ Lρ

Γ(ψ+1)

,

Showing that the problem in (8) is Ulam–Hyers stable. Consequently, the Ulam–Hyers
stability of the generalized version is derived simply.

Definition 4. Equation (11) is Ulam–Hyers–Rassias stable for M ∈ C([0, T],<), if for ε > 0 and
M ∈ χ as a solution of

||M− δM||χ ≤M(t)ε, for t ∈ [0, T], (18)

∃ M̄ as a solution of (11) with ðq > 0 satisfying

||M̄−M||χ ≤ ðqM(t)ε. (19)

Definition 5. For M ∈ C([0, T],<), if ∃ Cq,M and for ε > 0, let M be any solution of (18) and
M̄ be another solution of (11) such that

||M̄−M||χ ≤ Cq,MM(t), (20)

then (11) is generalized Ulam–Hyers–Rassias stable.

Remark 2. Let ∃ ζ(t) ∈ C([0, δ];<). In this case M̄ ∈ χ satisfies (12) whenever

(i)|ζ(t)| ≤ ε,

(ii)δM̄(t) = M̄+ ζ(t).

Lemma 3. The next inequality is satisfied for (15) as

||M(t)− δM(t)|| ≤ αε, (21)

where

α =
Tψ

Γ(ψ + 1)
.

Proof. Using Lemma 1 and the facts given above, the required inequality can easily be
obtained.

Theorem 5. According to Lemma 3, the solution of the system (8) is Ulam–Hyers stable and also

generalized Ulam–Hyers stable whenever Tψ Lρ

Γ(ψ+1) < 1 [37].
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Proof. Consider M ∈ χ as an arbitrary solution and M̄ ∈ χ as another solution of (8). Then

|M(t)− ¯M(t)| = |M(t)− δ ¯M(t)|

≤ |M(t)− δM(t)|+ |δM(t)− δ ¯M(t)|

≤ αM(t)ε + Tψ Lρ

Γ(ψ+1) |M(t)− ¯M(t)|

which gives||M(t)− ¯M(t)||χ ≤ αMε

1− Tψ Lρ
Γ(ψ+1)

.

(22)

Consequently, the problem (8) is Ulam–Hyers stable, and hence generalized Ulam–Hyers
stable.

6. Numerical Analysis of Model

Usually, complex phenomena cannot be studied by analytical schemes. That is why
mathematicians are interested in numerical methods, as these methods are capable of
solving complex engineering problems, despite the fact that they do not provide exact
solutions but approximate solutions. Our goal in this section of the paper is to find
approximate solutions for the model (1).

In other words, the purpose of this section is to explain in detail how the Haar
technique [37,43] can be applied to the underlying model (1) in order to arrive at a solution.
A Haar function is a mathematical expression that is used to approximate the derivative
of an unknown mapping in a nonlinear system, and the function’s expression is derived
by integrating the unknown function. With the use of the collocation technique, algebraic
equations can be obtained by inserting nodal points into these equations, which will result
in algebraic equations. For the purpose of determining the unknown coefficients in these
nonlinear equations, Broyden’s method [44] is used. In the end, these unknown coefficients
are used to approximate the solution at nodal points.

Numerical Scheme

Considering that S(t), I(t), R(t), and A(t) are in the square integrable functions space
L2[0, 1), they can be represented as Haar series as follows:

S(t) =
∞

∑
`=1
A`S`(t), I(t) =

∞

∑
`=1
B`S`(t), R(t) =

∞

∑
`=1
C`S`(t), and A(t) =

∞

∑
`=1
D`S`(t),

where A`,B`, C` and D` are coefficients of the Haar series and S`(t) is the discretized Haar
function [43] with S(0) = S0, I(0) = I0, R(0) = R0, and A(0) = A0, which are, respectively,
the initial populations of susceptible, infected, removed, and susceptibles equipped with
effective antivirus programs. Upon integration, the following relationships are derived

S(t) = S0 +
K

∑
`=1
A`P`,1(t), I(t) = I0 +

K

∑
`=1
B`P`,1(t),

R(t) = R0 +
K

∑
`=1
C`P`,1(t), A(t) = A0 +

K

∑
`=1
D`P`,1(t).

(23)
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where P`,1(t) is the operational matrix of integration of `th order [43,44].
By redefining the Caputo derivative, we have

1
Γ(n−ψ)

∫ t
0 S(n)(δ)(t− δ)n−ψ−1dδ = Π− αS(t)A(t)− βS(t)I(t) + cI(t) + εR(t)− µS(t),

1
Γ(n−ψ)

∫ t
0 I(n)(δ)(t− δ)n−ψ−1dδ = βS(t)I − γA(t)I(t)− (c + δ− µ)I(t),

1
Γ(n−ψ)

∫ t
0 R(n)(δ)(t− δ)n−ψ−1dδ = δI(t)− (ε + µ)R(t),

1
Γ(n−ψ)

∫ t
0 A(n)(δ)(t− δ)n−ψ−1dδ = αS(t)A(t) + γA(t)I(t)− µA(t).

Based on our assumption ψ ∈ (0, 1), we have n = 1, and thus

1
Γ(1−ψ)

∫ t
0 S(δ)(t− δ)−ψdδ = Π− αS(t)A(t)− βS(t)I(t) + cI(t) + εR(t)− µS(t),

1
Γ(1−ψ)

∫ t
0 I(δ)(t− δ)−ψdδ = βS(t)I − γA(t)I(t)− (c + δ− µ)I(t),

1
Γ(1−ψ)

∫ t
0 R(δ)(t− δ)−ψdδ = δI(t)− (ε + µ)R(t),

1
Γ(1−ψ)

∫ t
0 A(δ)(t− δ)−ψdδ = αS(t)A(t) + γA(t)I(t)− µA(t).

Now, Haar approximations yield

1
Γ(1− ψ)

∫ t

0

∞

∑
`=1
A`S`(t)(δ)(t− δ)−ψdδ = −α

(
S0 +

K

∑
`=1
A`P`,1(t)

)(
A0 +

K

∑
`=1
D`P`,1(t)

)

− β

(
S0 +

K

∑
`=1
A`P`,1(t)

)(
I0 +

K

∑
`=1
B`P`,1(t)

)
+ c

(
I0 +

K

∑
`=1
B`P`,1(t)

)
+ ε

(
R0 +

K

∑
`=1
C`P`,1(t)

)

− µ

(
S0 +

K

∑
`=1
A`P`,1(t)

)
,

1
Γ(1− ψ)

∫ t

0

∞

∑
`=1
B`S`(t)(δ)(t− δ)−ψdδ = β

(
S0 +

K

∑
`=1
A`P`,1(t)

)(
A0 +

K

∑
`=1
D`P`,1(t)

)

− γ

(
A0 +

K

∑
`=1
D`P`,1(t)

)(
I0 +

K

∑
`=1
B`P`,1(t)

)
− (c + δ− µ)

(
I0 +

K

∑
`=1
B`P`,1(t)

)
,

1
Γ(1− ψ)

∫ t

0

∞

∑
`=1
B`S`(t)(δ)(t− δ)−ψdδ = δ

(
I0 +

K

∑
`=1
B`P`,1

)
− (ε + µ)

(
R0 +

K

∑
`=1
C`P`,1(t)

)
,

and

1
Γ(1− ψ)

∫ t

0

∞

∑
`=1
B`S`(t)(δ)(t− δ)−ψdδ = α

(
S0 +

K

∑
`=1
A`P`,1(t)

)(
A0 +

K

∑
`=1
D`P`,1(t)

)

+ γ

(
A0 +

K

∑
`=1
D`P`,1(t)

)(
I0 +

K

∑
`=1
B`P`,1(t)

)
− µ

(
A0 +

K

∑
`=1
D`P`,1(t)

)
.

Upon simplification of the above relations, we obtain
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1
Γ(1− ψ)

∫ t

0

∞

∑
`=1
A`S`(t)(δ)(t− δ)−ψdδ + α(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t)) + β

(
S0 I0 + I0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
B`P`,1(t) +

K

∑
`=1
A`P`,1(t)

K

∑
`=1
B`P`,1(t)

)

− c

(
I0 +

K

∑
`=1
B`P`,1(t)

)
− ε

(
R0 +

K

∑
`=1
C`P`,1(t)

)
+ µ

(
S0 +

K

∑
`=1
A`P`,1(t)

)
= 0,

and

1
Γ(1− ψ)

∫ t

0

∞

∑
`=1
B`S`(t)(δ)(t− δ)−ψdδ− β(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t)) + γ(A0 I0 + I0

K

∑
`=1
D`P`,1(t) + A0

K

∑
`=1
B`P`,1(t)

+
K

∑
`=1
B`P`,1(t)

K

∑
`=1
D`P`,1(t)) + (c + δ− µ)(I0 +

K

∑
`=1
B`P`,1(t)) = 0,

and

1
Γ(1− ψ)

∫ t

0

∞

∑
`=1
C`S`(t)(δ)(t− δ)−ψdδ− δ(I0 +

K

∑
`=1
B`P`,1(t)) + (ε + µ)(R0 +

K

∑
`=1
C`P`,1(t)) = 0,

and

1
Γ(1− ψ)

∫ t

0

∞

∑
`=1
D`S`(t)(δ)(t− δ)−ψdδ− α(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t))− γ(A0 I0 + I0

K

∑
`=1
D`P`,1(t) + A0

K

∑
`=1
B`P`,1(t)

+
K

∑
`=1
B`P`,1(t)

K

∑
`=1
D`P`,1(t)) + µ

(
A0 +

K

∑
`=1
D`P`,1(t)

)
= 0,

where we used the Haar’s integration formula to approximate the integral in the above
system ∫ b

a
f (t)dt ≈ b− a

K

K

∑
k=1

f (tk) =
K

∑
k=1

f (a +
(b− a)(k− 0.5)

K
). (24)

Therefore, we have

t
KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
A`S`(δm)(t− δm)

−δ + α(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t)) + β(S0 I0 + I0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
B`P`,1(t) +

K

∑
`=1
A`P`,1(t)

K

∑
`=1
B`P`,1(t))

− c(I0 +
K

∑
`=1
B`P`,1(t))− ε(R0 +

K

∑
`=1
C`P`,1(t)) + µ(S0 +

K

∑
`=1
A`P`,1(t)) = 0,

and
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t
KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
B`S`(δm)(t− δm)

−δ − β(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t)) + γ(A0 I0 + I0

K

∑
`=1
D`P`,1(t) + A0

K

∑
`=1
B`P`,1(t) +

K

∑
`=1
B`P`,1(t)

K

∑
`=1
D`P`,1(t))

+ (c + δ− µ)(I0 +
K

∑
`=1
B`P`,1(t)) = 0,

and

t
KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
C`S`(δm)(t− δm)

−δ − δ(I0 +
K

∑
`=1
B`P`,1(t)) + (ε + µ)(R0 +

K

∑
`=1
C`P`,1(t)) = 0,

and

t
KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
D`S`(δm)(t− δm)

−δ − α(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t))− γ(A0 I0 + I0

K

∑
`=1
D`P`,1(t) + A0

K

∑
`=1
B`P`,1(t)+

K

∑
`=1
B`P`,1(t)

K

∑
`=1
D`P`,1(t)) + µ

(
A0 +

K

∑
`=1
D`P`,1(t)

)
= 0.

Now, let

Ξ1, =
t

KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
A`S`(δm)(t− δm)

−δ + α(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t)) + β(S0 I0 + I0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
B`P`,1(t) +

K

∑
`=1
A`P`,1(t)

K

∑
`=1
B`P`,1(t))

− c
(

I0 +
K

∑
`=1
B`P`,1(t)

)
− ε
(

R0 +
K

∑
`=1
C`P`,1(t)

)
+ µ

(
S0 +

K

∑
`=1
A`P`,1(t)

)
,

Ξ2, =
t

KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
B`S`(δm)(t− δm)

−δ − β(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t)) + γ(A0 I0 + I0

K

∑
`=1
D`P`,1(t) + A0

K

∑
`=1
B`P`,1(t) +

K

∑
`=1
B`P`,1(t)

K

∑
`=1
D`P`,1(t))

+ (c + δ− µ)(I0 +
K

∑
`=1
B`P`,1(t)),

Ξ3, =
t

KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
C`S`(δm)(t− δm)

−δ − δ(I0 +
K

∑
`=1
B`P`,1(t)) + (ε + µ)(R0 +

K

∑
`=1
C`P`,1(t)),

and
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Ξ4, =
t

KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
D`S`(δm)(t− δm)

−δ − α(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t))− γ(A0 I0 + I0

K

∑
`=1
D`P`,1(t) + A0

K

∑
`=1
B`P`,1(t)+

K

∑
`=1
B`P`,1(t)

K

∑
`=1
D`P`,1(t)) + µ(A0 +

K

∑
`=1
D`P`,1(t)).

Putting the nodal points together, it gives the following system of nonlinear algebraic
equations:

Ξ1, =
t

KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
A`S`(δm)(t − δm)

−δ + α(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t)) + β(S0 I0 + I0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
B`P`,1(t) +

K

∑
`=1
A`P`,1(t)

K

∑
`=1
B`P`,1(t))

− c(I0 +
K

∑
`=1
B`P`,1(t))− ε(R0 +

K

∑
`=1
C`P`,1(t)) + µ(S0 +

K

∑
`=1
A`P`,1(t)),

and

Ξ2, =
t

KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
B`S`(δm)(t − δm)

−δ − β(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t)) + γ(A0 I0 + I0

K

∑
`=1
D`P`,1(t) + A0

K

∑
`=1
B`P`,1(t) +

K

∑
`=1
B`P`,1(t)

K

∑
`=1
D`P`,1(t))

+ (c + δ− µ)(I0 +
K

∑
`=1
B`P`,1(t)),

and

Ξ3, =
t

KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
C`S`(δm)(t − δm)

−δ − δ(I0 +
K

∑
`=1
B`P`,1(t)) + (ε + µ)(R0 +

K

∑
`=1
C`P`,1(t)),

and

Ξ4, =
t

KΓ(1− ψ)

K

∑
m=1

K

∑
`=1
D`S`(δm)(t − δm)

−δ − α(S0 A0 + A0

K

∑
`=1
A`P`,1(t) + S0

K

∑
`=1
D`P`,1(t)+

K

∑
`=1
A`P`,1(t)

K

∑
`=1
D`P`,1(t))− γ(A0 I0 + I0

K

∑
`=1
D`P`,1(t) + A0

K

∑
`=1
B`P`,1(t)+

K

∑
`=1
B`P`,1(t)

K

∑
`=1
D`P`,1(t)) + µ(A0 +

K

∑
`=1
D`P`,1(t)).

By using Broyden’s method, this system can be solved. Therefore, the Jacobian is

J = [Jk]4K×4K, (25)



Symmetry 2023, 15, 621 14 of 24

where

∂Ξ1,

∂ak
=

t

KΓ(1− ψ)

K

∑
m=1

sk(δm)(t − δm)
−δ + α(A0Pk,1(t) + Pk,1(t)

K

∑
`=1
D`P`,1(t))+

β(I0Pk,1(t) + Pk,1(t)
K

∑
`=1
B`P`,1(t)) + µPk,1(t),

∂Ξ1,

∂bk
= β(S0Pk,1(t) +

K

∑
`=1
A`P`,1(t)Pk,1(t))− c(Pk,1(t)),

∂Ξ1,

∂ck
= ε(Pk,1(t)),

∂Ξ1,

∂dk
= α(S0Pk,1(t) +

K

∑
`=1
A`P`,1(t)Pk,1(t)),

and

∂Ξ2,

∂ak
= −β(A0Pk,1(t) + Pk,1(t)

K

∑
`=1
D`P`,1(t)),

∂Ξ2,

∂bk
=

t

KΓ(1− ψ)

K

∑
m=1

sk(δm)(t − δm)
−δ + γ(A0Pk,1(t)

+ Pk,1(t)
K

∑
`=1
D`P`,1(t)) + (c + δ− µ)(Pk,1(t)),

∂Ξ2,

∂ck
= 0,

∂Ξ2,

∂dk
= −β(S0Pk,1(t) +

K

∑
`=1
A`P`,1(t)Pk,1(t)) + γ(I0Pk,1(t) +

K

∑
`=1
B`P`,1(t)Pk,1(t)),

and 

∂Ξ3,

∂ak
= 0,

∂Ξ3,

∂bk
= −δ(Pk,1(t)),

∂Ξ3,

∂ck
=

t

KΓ(1− ψ)

K

∑
m=1

sk(δm)(t − δm)
−δ + (ε + µ)(Pk,1(t)),

∂Ξ3,

∂dk
= 0,

and

∂Ξ4,

∂ak
= −α(A0Pk,1(t) + Pk,1(t)

K

∑
`=1
D`P`,1(t)),

∂Ξ4,

∂bk
= −γ(A0Pk,1(t) + Pk,1(t)

K

∑
`=1
D`P`,1(t)),

∂Ξ4,

∂ck
= 0,

∂Ξ4,

∂dk
=

t
KΓ(1− ψ)

K

∑
m=1

sk(δm)(t − δm)
−δ − α(S0Pk,1(t) +

K

∑
`=1
A`P`,1(t)Pk,1(t))

− γ(I0Pk,1(t) +
K

∑
`=1
B`P`,1(t)Pk,1(t)) + µPk,1(t).
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For this system, the solution yields the unknown coefficients A`’s, B`’s, C`’s, and D`’s.
In order to calculate the required solution for each nodal point, we put A`’s, B`’s, C`’s,
and D`’s in Equation (23). Moreover, the following formula can be used to calculate the
experimental rate of convergence denoted by rc(K):

rc(K) =
1

log 2
log
[

Max abs. error at K/2
Max abs. error at K

]
.

For more information about the convergence of the method, we refer the interested reader
to [45].

7. Graphical Results

A numerical simulation of the Caputo fractional antidotal computer virus model (1)
is presented in this section, which is carried out with the values S(0) = 0.15, I(0) =
0.25, R(0) = 0.5, and A(0) = 0.5 as the starting values. In this model, the parameters’
values are chosen to be Π = 0.5, α = 0.1, β = 0.5, µ = 0.035, c = 0.09, γ = 0.01, and
δ = 0.015. A Matlab-based generalized Haar wavelet numerical scheme is used for the
numerical simulation. Profiles for the classical version of the deterministic model for the
behavior of each state variable are shown in Figure 1. To observe the behavior of the
considered population groups according to their disease status, the results are first plotted
based on different values of ψ, as shown in Figures 2–4.
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Figure 1. Profiles for the classical version of the deterministic model for behavior of each state
variable. (a) The susceptible computer. (b) The removed or recovered computer. (c) The removed or
recovered computer. (d) The noninfected computers equipped with effective antivirus programs.
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Figure 2. Profiles for the Caputo version of the fractional model at ψ = 0.4, ψ = 0.5, ψ = 0.6, ψ =

0.7, ψ = 0.8, ψ = 0.9, and ψ = 01 for the behavior of each state variable. In this case, the numerical
values of the parameters and variables are Π = 0.5; α = 0.1; β = 0.5; λ = 0.07; µ = 0.035; c =

0.09; ε = 0.009; γ = 0.01; and δ = 0.015; additionally, S = 0.15, I = 0.25, R = 0.5, and A = 0.5.
(a) The susceptible computer. (b) The removed or recovered computer. (c) The removed or recovered
computer. (d) The noninfected computers equipped with effective antivirus programs.
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Figure 3. Profiles for the Caputo version of the fractional model at ψ = 0.4, ψ = 0.5, ψ = 0.6, ψ =

0.7, ψ = 0.8, ψ = 0.9, and ψ = 01 for the behavior of each state variable. In this case, the numerical
values of the parameters and variables are Π = 0.5; α = 0.1; β = 0.5; λ = 0.07; µ = 0.035; c =

0.09; ε = 0.009; γ = 0.01; and δ = 0.015; additionally, S = 0.15, I = 0.25, R = 0.5, and A = 0.5.
(a) The susceptible computer. (b) The removed or recovered computer. (c) The removed or recovered
computer. (d) The noninfected computers equipped with effective antivirus programs.
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Figure 4. Profiles for the Caputo version of the fractional model at ψ = 0.4, ψ = 0.5, ψ = 0.6, ψ =

0.7, ψ = 0.8, ψ = 0.9, and ψ = 01 for the behavior of each state variable. In this case, the numerical
values of the parameters and variables are Π = 0.5; α = 0.1; β = 0.5; λ = 0.07; µ = 0.035; c =

0.09; ε = 0.009; γ = 0.01; and δ = 0.015; additionally, S = 0.15, I = 0.25, R = 0.5, and A = 0.5.
(a) The susceptible computer. (b) The removed or recovered computer. (c) The removed or recovered
computer. (d) The noninfected computers equipped with effective antivirus programs.

It can be seen that there is an exponential decrease in the susceptible and infected popu-
lation after the maximum is reached, as depicted in the aforementioned figures. The longer
incubation period of fully developed symptoms is responsible for this effect from a bio-
logical standpoint. Compared with infected and susceptible populations, the recovered
population increases around t = 15 days and then decreases over time. Moreover, the pop-
ulation of noninfected computers with effective antivirus programs increases rapidly and
then declines slowly to reach equilibrium. Finally, the effect of the different parameters on
each of the state variables is shown in Figures 5–8.
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Figure 5. Impact of the parameter δ on each state variable for fractional-order ψ = 1 and δ = 0.015 :
0.15 : 1.0. (a) The susceptible computer. (b) The removed or recovered computer. (c) The removed or
recovered computer. (d) The noninfected computers equipped with effective antivirus programs.
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Figure 6. Impact of the parameter α on each state variable for fractional-order ψ = 1 and α = 0.1 :
0.1 : 1.0. (a) The susceptible computer. (b) The removed or recovered computer. (c) The removed or
recovered computer. (d) The noninfected computers equipped with effective antivirus programs.
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Figure 7. Impact of the parameter β on each state variable for fractional-order ψ = 1 and β = 0.5 :
0.3 : 2.0. (a) The susceptible computer. (b) The removed or recovered computer. (c) The removed or
recovered computer. (d) The noninfected computers equipped with effective antivirus programs.
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Figure 8. Impact of the parameter γ on each state variable for fractional-order ψ = 1 and γ = 0.01 :
0.01 : 0.08. (a) The susceptible computer. (b) The removed or recovered computer. (c) The removed
or recovered computer. (d) The noninfected computers equipped with effective antivirus programs.

8. Concluding Remarks

Mathematical models play a crucial role in computer network security by providing
early warnings of viruses. Accordingly, kill signals allow users to take measures against
viruses. We aim to understand how fractional derivatives can benefit memory and how
they can help with computer virus problems. The generalized mean value theorem can be
used to prove the existence, uniqueness, and boundedness of the solutions for the fractional-
order SIRA model on the basis of [42]. For the purpose of demonstrating the effectiveness
of the fractional-order ψ, simulation results were generated with Matlab software. As far as
computer security and users are concerned, we believe that our results are very helpful
in preventing virus spread. Nonlinear equations can be approximated iteratively using
Haar wavelet collocation. Nonlinear problems can be solved efficiently and effectively
using Haar wavelet collocation methods. It could become a powerful tool for solving
nonlinear problems in science and engineering if Haar wavelet collocation methods are
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combined with high-performance computing software such as Mathematica, MATLAB, etc.
The extension of the model is possible by considering the Hilfer fractional operator and
comparing the results with the Caputo operator. Moreover, we can reformulate the model
by incorporating the noise terms, and the model in this case will become a stochastic model.
Keeping in view the sensitivity analysis of our model, one can apply optimal control theory
as well.
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