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#### Abstract

We discuss a method of analysis of symmetric electromagnetic components with magnetic media based on magnetic group theory. In this description, some of the irreducible corepresentations assume complex values $\exp (i \theta)$ with the real parameter $\theta$. A possible physical interpretation of this parameter is given. We demonstrate the application of the symmetry-adapted linear combination method combined with the corepresentation theory to the problem of current modes in an array of magnetized graphene elements where Faraday and Kerr effects can exist. The elements are described by the magnetic symmetry $\mathrm{C}_{4}$ or $C_{4 v}\left(C_{4}\right)$. The scattering matrix of the array and its eigensolutions are defined and analyzed and some numerical simulations are presented as well. An example of a waveguide described by symmetry $C_{4 v}\left(C_{2 v}\right)$ with a specific type of degeneracy is also discussed.
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## 1. Introduction

Symmetry and group theoretical methods play essential roles in quantum mechanics, solid-state physics, crystallography, and photonics (see, for example, [1-4]). These methods are helpful in obtaining a deeper understanding of physical problems, predicting new solutions, and speeding up numerical calculations [5].

In electrical engineering and electromagnetic problems, the range of applications of group-theoretical methods is very large, starting from symmetric electric circuits [6] and waveguides [7] to parity-time (PT) symmetric systems consisting of both optical loss and gain [8]. A review of the application of group theory to optics and photonics is presented in [9]. In the area of metamaterials [10], for example, the author used the concept of symmetry-adapted linear combination (SALC) of eigensolutions to find longitudinal current modes in metamaterials based on ring resonators. An extended version of this approach was suggested in [11] with an example of a symmetric graphene array, and for this structure, the authors considered both the longitudinal and vertical currents in the structure.

Magneto-optical effects are used in many photonic components. These components include isolators, circulators, routers, sensors, modulators, magnetometers, etc. A review of the magnetoplasmonic effects and devices is given in [12] and a review of magnetically controllable metasurfaces can be found in [13]. Graphene magnetic structures, particularly with the Faraday effect, have been investigated in several works both theoretically [14-17] and experimentally $[18,19]$.

The symmetry description of magnetic structures requires the inclusion, along with unitary operators, of some nonunitary ones, which present a combination of unitary operators with the time reversal (see, for instance, [1,20-24]). Magnetic group theory and the theory of corepresentations have been used for PT symmetry-breaking systems $[8,25,26]$ and topological magnetic materials [27].

The theory of nonmagnetic groups is a common tool used in classical electromagnetic theory. However, a few works have analyzed the theory of magnetic groups. In some cases, the symmetry description of a magnetic structure can be reduced to nonmagnetic groups, but the complete description in terms of magnetic groups can give valuable additional information, which is the main aim of this work.

As an illustrative example, we chose an array of graphene elements magnetized by a DC magnetic field. In the mathematical description, the magnetic field bias leads to algebra with antiunitary operators of the corresponding group. We apply the SALC approach to the 2D description of the structure where the magnetic group theory is used instead of the classical point group theory. As a result, corepresentations with a free real phase parameter appear. We discuss the physical meaning of this parameter. Another example, namely, a waveguide with a special type of degeneracy due to magnetic symmetry is also given. The 3D description of the Faraday effect by the scattering matrix and its eigensolutions calculated with the help of the magnetic group theory was developed. We discuss several special cases of the scattering matrix solutions. Some numerical results illustrating the theoretical analysis are presented as well.

## 2. The Problem Description

We shall consider a free-standing infinite array of graphene elements shown in Figure 1. A linearly polarized-normally incident wave with frequency $\omega$ is described by the electric field $\mathbf{E}^{i}$ and by the wave vector $\boldsymbol{\beta}(\beta=\omega / c)$, i.e., $\mathbf{E}^{i}=\hat{\mathbf{x}} E_{0} \exp [i(\beta z-\omega t)] . \mathbf{B}_{0} \| \boldsymbol{\beta}$ is a uniform DC magnetic field, $\theta_{F}$ and $\theta_{K}$ are the angles of the Faraday and Kerr rotations, respectively. Four ports $(1,2,3,4)$ are defined as shown in Figure 1 and used below in the circuit theory analysis. A square graphene element is placed symmetrically in a square unit cell. The unit cell of the periodic structure with the associated elements of symmetry is presented in Figure 2a. The center of Cartesian coordinates coincides with the center of the unit cell.


Figure 1. Array of free-standing square graphene elements where $x, y, z$ is the Cartesian coordinate system; $\mathbf{E}^{i}, \mathbf{E}^{t}$, and $\mathbf{E}^{r}$ are the electric fields of the incident, transmitted, and reflected waves, respectively, and $\boldsymbol{\beta}$ is the wave vector. $\mathbf{B}_{0}$ is the DC magnetic field and $\theta_{F}$ and $\theta_{K}$ are the angles of Faraday and Kerr rotation, respectively. Ports $1,2,3$, and 4 are used in the circuit theory description. A unit cell (dotted line square) is shown in the center of the array.

In the group-theoretical analysis, we do not take into account the translational symmetry of the array, i.e., we work in the long-wave approximation. Such an approximation is fulfilled for sufficiently small dimensions of the unit cell compared to the wavelength of the incident wave, i.e., when the graphene squares and the period have sub-wavelength dimen-
sions. In our case, the period of the array is several times smaller than the electromagnetic wavelength in free space.


Figure 2. Square graphene element (solid line square) in a unit cell (dotted line square) of the investigated metasurface: (a) elements of geometrical symmetry of group $C_{4 v}$ and (b) current basis $\mathbf{j}_{n}$ ( $n=1, \ldots, 10$ ).

Below, we present some numerical results obtained by the eigenfrequency and fullwave simulations using the finite-element method (FEM) implemented in the commercial electromagnetic solver COMSOL Multiphysics ${ }^{\circledR}$. Floquet boundary conditions on four sides of the unit cells, namely along the $x$ - and $y$-axis, are used to simulate the periodic structure in the $x y$-plane. In the vertical direction ( $z$-axis), the computational domain is limited by two perfectly matched layers backed by scattering boundary conditions in the case of the eigenfrequency analysis. Full-wave simulations were performed by implementing four ports as defined in Figure 1, corresponding to the two linear polarizations of the normally-impinging plane wave at the excitation (ports 1 and 2 ) and transmission (ports 3 and 4).

The side of the unit cell, i.e., the period of the array, used in numerical calculus is $A=9 \mu \mathrm{~m}$ and the side of the graphene square is $a=6 \mu \mathrm{~m}$. Since the dimensions of the unit cell are subwavelength, no diffraction occurs in the periodic array, hence there is no need to define additional ports. The physical parameters of graphene are given in Appendix A. Graphene's Drude-type dispersion was naturally implemented in full-wave FEM simulations. In the eigenfrequency analysis, an iterative scheme taking into account graphene's dispersion was employed for the calculation of the complex eigenfrequencies.

## 3. Definition of the $4 \times 4$ Scattering Matrix

In optical and microwave problems, different types of matrix methods are used, for example, classical $2 \times 2$ Jones and $4 \times 4$ Mueller matrix techniques, or the $4 \times 4$ matrix technique of Teitler and Henvis [28] and Berreman [29]. In our case, we shall use a more convenient tool that is suitable for our group-theoretical treatment. In the long-wave approximation, one can calculate the structure of the scattering matrix $\overline{\mathbf{S}}$ using point symmetry arguments. Notice that this description is valid for the far-field region. The reflected $\mathbf{E}^{r}$ and incident $\mathbf{E}^{i}$ waves are connected by the matrix $\overline{\mathbf{S}}$ :

$$
\begin{equation*}
\mathbf{E}^{r}=\overline{\mathbf{S}} \cdot \mathbf{E}^{i} \tag{1}
\end{equation*}
$$

i.e., the $4 \times 4$ scattering matrix can be defined as follows:

$$
\left(\begin{array}{c}
E_{1}^{r}  \tag{2}\\
E_{2}^{r} \\
E_{3}^{r} \\
E_{4}^{r}
\end{array}\right)=\overline{\mathbf{S}}\left(\begin{array}{c}
E_{1}^{i} \\
E_{2}^{i} \\
E_{3}^{i} \\
E_{4}^{i}
\end{array}\right),
$$

where ports 1 and 3 are oriented in the $x$-direction and ports 2 and 4 in the $y$-direction (see Figure 1). Ports 1 and 2 and ports 3 and 4 are placed symmetrically with respect to the array plane, i.e., at equal distance from the array.

The scattering matrix of the 4-port must be invariant under any operation of the corresponding group of symmetry [23]. For the unitary operators, we use the commutation relations,

$$
\begin{equation*}
\overline{\mathbf{R}} \cdot \overline{\mathbf{S}}=\overline{\mathbf{S}} \cdot \overline{\mathbf{R}}, \tag{3}
\end{equation*}
$$

and for the antiunitary ones,

$$
\begin{equation*}
\overline{\mathbf{R}} \cdot \overline{\mathbf{S}}=\overline{\mathbf{S}}^{t} \cdot \overline{\mathbf{R}}, \tag{4}
\end{equation*}
$$

where $\overline{\mathbf{R}}$ is the 4D representation of a symmetry operator of the group [23], $t$ in (4) means transposition. For our purposes, in (3) and (4), it is sufficient to use only generators of the corresponding group. Notice that in the scattering matrix description, its structure depends on all of the possible resonant and non-resonant modes, i.e., in our case, it includes left-handed $(\mathrm{LH})$ and right-handed $(\mathrm{RH})$ rotating modes of the graphene current, necessary for the Faraday effect.

## 4. Symmetry Analysis, Nonmagnetic Case, $C_{4 v}$ Symmetry

### 4.1. Description of $C_{4 v}$ Symmetry

In the following, we will use the Schoenflies system of notations of the group elements of symmetry operations, and the notations of the groups [4]. Notice that the notations of the group elements and the notations of the groups themselves may coincide. For example, symbol $C_{4}$ denotes the operation of the rotation about an axis by $\pi / 2$, but it also may denote the group $C_{4}$, consisting of four elements (see below).

In a nonmagnetic case, the DC magnetic field $\mathbf{B}_{0}$ equals zero. Firstly, we shall restrict our consideration by 2D point symmetry. The square unit cell with the square graphene resonator is described by the group $C_{4 v}$, which consists of eight elements:

- $\quad e$ is the unit element;
- $\sigma_{x}$ and $\sigma_{y}$ are reflections in the planes $x=0, y=0$, respectively;
- $\quad \sigma_{x y}$ and $\sigma_{x(-y)}$ are reflections in the planes passing through the waveguide axis $z$ and the axes $x y$ and $x(-y)$, respectively;
- $\quad C_{2}$ are rotations by $\pi$ about the axis $z$;
- $\quad C_{4}$ and $C_{4}^{-1}$ are rotations about the axis $z$ by $\pi / 2$ and $-\pi / 2$, respectively.

Strictly speaking, the whole group in the nonmagnetic case is $C_{4 v}+\mathcal{T}+\mathcal{T} C_{4 v}$, where $\mathcal{T}$ is the time reversal (see Appendix A). However, the elements $\mathcal{T} C_{4 v}$ are usually omitted because they do not provide new information.

Now we shall consider the effects of the symmetry operators on the wave vector $\beta$ and DC magnetic field $\mathbf{B}_{0}$, which are parallel to the planes $\sigma_{x}, \sigma_{y}, \sigma_{x y}$, and $\sigma_{x(-y)}$. The unit element $e$ and the rotations $C_{2}, C_{4}$, and $C_{4}^{-1}$ preserve the sign of $\beta$ and $\mathbf{B}_{0}$. The reflection operators $\sigma_{x}, \sigma_{y}, \sigma_{x y}$, and $\sigma_{x(-y)}$ also preserve the sign of $\beta$ (it is a polar vector) but change the sign of $\mathbf{B}_{0}$ because $\mathbf{B}_{0}$ is an axial one (see Table 1). The DC magnetic field is uniform with a fixed direction, which means that in the magnetic case, the elements $\sigma_{x}, \sigma_{y}, \sigma_{x y}$, and $\sigma_{x(-y)}$ cannot exist. These planes are transformed in the antiplanes $\mathcal{T} \sigma_{x}, \mathcal{T} \sigma_{y}, \mathcal{T} \sigma_{x y}$, and $\mathcal{T} \sigma_{x(-y)}$ (Appendix A). The antiplanes leave $\mathbf{B}_{0}$ invariant (see a discussion in Section 6.1).

For the same reason, the pure time reversal operator $\mathcal{T}$ in the magnetic case cannot also be an element of the group because it changes the sign of $\mathbf{B}_{0}$.

Table 1. Effects of the symmetry operators on the wave vector $\beta$ and on DC magnetic field $\mathbf{B}_{0}$.

|  | e | $\mathrm{C}_{2}$ | $\mathrm{C}_{4}^{-1}$ | $C_{4}$ | $\sigma_{x}$ | $\sigma_{y}$ | $\sigma_{x(-y)}$ | $\sigma_{x y}$ | $\mathcal{T}$ | $\mathcal{T} \sigma_{x}$ | $\mathcal{T} \sigma_{y}$ | $\mathcal{T} \sigma_{x y}$ | $\mathcal{T} \sigma_{x(-y)}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| $\boldsymbol{\beta}$ | $\boldsymbol{\beta}$ | $\boldsymbol{\beta}$ | $\boldsymbol{\beta}$ | $\boldsymbol{\beta}$ | $\boldsymbol{\beta}$ | $\boldsymbol{\beta}$ | $\boldsymbol{\beta}$ | $\boldsymbol{\beta}$ | $-\boldsymbol{\beta}$ | $-\boldsymbol{\beta}$ | $-\boldsymbol{\beta}$ | $-\boldsymbol{\beta}$ | $-\boldsymbol{\beta}$ |
| $\mathbf{B}_{0}$ | $\mathbf{B}_{0}$ | $\mathbf{B}_{0}$ | $\mathbf{B}_{0}$ | $\mathbf{B}_{0}$ | $-\mathbf{B}_{0}$ | $-\mathbf{B}_{0}$ | $-\mathbf{B}_{0}$ | $-\mathbf{B}_{0}$ | $-\mathbf{B}_{0}$ | $\mathbf{B}_{0}$ | $\mathbf{B}_{0}$ | $\mathbf{B}_{0}$ | $\mathbf{B}_{0}$ |

### 4.2. SALCs

Group $C_{4 v}$ possesses five irreducible representations (IRs) presented in Table 2. Four of them, namely, $A_{1}, A_{2}, B_{1}$, and $B_{2}$, are one-dimensional (1D), and $E$ is two-dimensional (2D) IR. The relatively high symmetry and the presence of 2D IRs will allow us to discuss the group-theoretical approach more profoundly. The discussion will be conducted in terms of the 2D current densities $\mathbf{j}_{n}(n=1, \ldots, 10)$ in the graphene resonator, which are shown in Figure 2b. The unit vectors $\left\{\mathbf{j}_{1}, \cdots, \mathbf{j}_{8}\right\}$ and $\left\{\mathbf{j}_{9}, \mathbf{j}_{10}\right\}$ belong to orthogonal subspaces; therefore, they can be considered separately.

By applying successively the projection operator (A9) of Appendix B to the unit vectors $\mathbf{j}_{n}$, one can obtain the desired SALCs. A simple example of such calculus is given in Appendix D . In the case of $C_{4 v}$ symmetry, eight projection operators exist because there are four 1D representations and one 2D. However, for the 2D IR, one can use only diagonal elements. Therefore, the number of operators is reduced to six. Moreover, due to the symmetry $C_{4}$, one can use in calculus only four vectors $\mathbf{j}_{n}$, say, $\mathbf{j}_{1}$ and $\mathbf{j}_{2}$, and $\mathbf{j}_{9}$ and $\mathbf{j}_{10}$. Thus, using Tables 2 and 3, the SALCs can be easily calculated. They are presented in Table 4.

Table 2. Irreducible representations of group $C_{4 v}$ and possible modes of the square unit cell.

| $C_{4 v}$ | e | $C_{2}$ | $C_{4}^{-1}$ | $C_{4}$ | $\sigma_{x}$ <br> $(x=0)$ | $\sigma_{y}$ <br> $(y=0)$ | $\sigma_{x y}$ | $\sigma_{x(-y)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | Mode (see Table 4) |
| $A_{2}$ | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |
| $B_{1}$ | 1 | 1 | -1 | -1 | 1 | -1 | -1 | Radial |
| $B_{2}$ | 1 | 1 | -1 | -1 | -1 | Circular |  |  |
| $E$ | $\left(\begin{array}{rr}1 & 0 \\ 0 & 1\end{array}\right)$ | $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$ | $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ | $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$ | $\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ | $\left(\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right)$ | $\left(\begin{array}{rr}0 & 1 \\ 1 & 0\end{array}\right)$ | $\left(\begin{array}{cc}0 & -1 \\ -1 & 0\end{array}\right)$ |

Table 3. The basis set change according to the group $C_{4 v}$.

| $C_{4 v}$ | $e$ | $C_{2}$ | $C_{4}^{-1}$ | $C_{4}$ | $\sigma_{x}$ | $\sigma_{y}$ | $\sigma_{x y}$ | $\sigma_{x(-y)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{j}_{1}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{2}$ |
| $\mathbf{j}_{2}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{1}$ |
| $\mathbf{j}_{3}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{8}$ |
| $\mathbf{j}_{4}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{7}$ |
| $\mathbf{j}_{5}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{6}$ |
| $\mathbf{j}_{6}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{5}$ |
| $\mathbf{j}_{7}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{4}$ |
| $\mathbf{j}_{8}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{3}$ |
| $\mathbf{j}_{9}$ | $\mathbf{j}_{9}$ | $-\mathbf{j}_{9}$ | $-\mathbf{j}_{10}$ | $\mathbf{j}_{10}$ | $\mathbf{j}_{9}$ | $-\mathbf{j}_{9}$ | $-\mathbf{j}_{10}$ | $\mathbf{j}_{10}$ |
| $\mathbf{j}_{10}$ | $\mathbf{j}_{10}$ | $-\mathbf{j}_{10}$ | $\mathbf{j}_{9}$ | $-\mathbf{j}_{9}$ | $-\mathbf{j}_{10}$ | $\mathbf{j}_{10}$ | $-\mathbf{j}_{9}$ | $\mathbf{j}_{9}$ |

Due to the 2D nature of the currents in the graphene and the framework of edge surface plasmon polaritons (SPPs) with exponential dependence of the eigenmode fields along the axis $z$, not all of the modes predicted by symmetry can be realized in the square
graphene resonator, such as $A_{2}, Q_{x}$, and $Q_{y}$. Numerical simulations presented in Table 4 demonstrate that the possible eigenmodes correspond to the IRs $A_{1}$ (radial mode), $B_{1}$ and $B_{2}$ (quadrupole modes), and $E$ (dipole modes). We do not consider higher angular modes, such as hexapole and octopole ones, and higher modes defined by variations of the field along the radial coordinate. Notice that the circular mode $A_{2}$, which was not found in the numerical analysis of the SPP eigenfrequencies, can describe, for example, a magnetic dipole resonance in a dielectric resonator [30]. The quadrupole modes $Q_{x}$ and $Q_{y}$ can also exist in dielectric structures [31].

The 1D radial $A_{1}$ and 1D quadrupole modes $B_{1}$ and $B_{2}$ are symmetry-protected dark modes, i.e., they cannot be excited by a plane wave with normal incidence without symmetry breaking [32,33]. In order to excite the dark modes, one needs to reduce $C_{4 v}$ symmetry in a special manner. Notice that the unique bright mode is the dipole one belonging to the IR $E$. Its excitation is polarization-independent because its IR is 2D (see Appendix D).

Table 4. Eigenmodes of the graphene square with $C_{4 v}$ symmetry in terms of vectors $\mathbf{j}_{n}$ (see Figure 2b) and the calculated structures of currents and the magnetic field $H_{z}$.

| IR | Description | Eigenmode Image | Eigenfrequency Calculus |
| :---: | :---: | :---: | :---: |
|  | Radial mode $A_{1}$ |  |  |
| $A_{1}$ | $\frac{1}{2 \sqrt{2}}\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)+\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)+\right.$ |  |  |
| $\left.+\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)+\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right]$ |  |  |  |

$A_{2}$

$$
\begin{gathered}
\text { Circular mode } A_{2} \\
\frac{1}{2 \sqrt{2}}\left[\left(\mathbf{j}_{1}-\mathbf{j}_{2}\right)-\left(\mathbf{j}_{3}-\mathbf{j}_{4}\right)+\right. \\
\left.+\left(\mathbf{j}_{5}-\mathbf{j}_{6}\right)-\left(\mathbf{j}_{7}-\mathbf{j}_{8}\right)\right]
\end{gathered}
$$


$f=(7.98+0.15 i) T H z$

$$
\begin{gathered}
\\
B_{2}
\end{gathered} \begin{gathered}
\text { Quadrupole mode } B_{2} \\
\frac{1}{2 \sqrt{2}}\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)-\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)+\right. \\
\left.+\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)-\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right]
\end{gathered}
$$



$f=(5.42+0.15 i) T H z$

Table 4. Cont.

| IR | Description | Eigenmode Image | Eigenfrequency Calculus |
| :---: | :---: | :---: | :---: |
| $E_{11}$ | Dipole $D_{x}$ and Quadrupole $Q_{y}$ $\begin{aligned} & \frac{1}{\sqrt{5}}\left[-\left(\mathbf{j}_{2}+\mathbf{j}_{4}\right)+\left(\mathbf{j}_{6}+\mathbf{j}_{8}\right)+\mathbf{j}_{10}\right] ; \\ & \frac{1}{2}\left[-\left(\mathbf{j}_{1}+\mathbf{j}_{3}\right)+\left(\mathbf{j}_{5}+\mathbf{j}_{7}\right)\right] \end{aligned}$ |  | (1) |
|  |  |  | $f=(4.49+0.81 i) T H z$ |
| $E_{22}$ | Dipole $D_{y}$ and Quadrupole $Q_{x}$$\begin{aligned} & \frac{1}{\sqrt{5}}\left[\left(\mathbf{j}_{1}-\mathbf{j}_{3}\right)-\left(\mathbf{j}_{5}-\mathbf{j}_{7}\right)+\mathbf{j}_{9}\right] ; \\ & \frac{1}{2}\left[\left(\mathbf{j}_{2}-\mathbf{j}_{4}\right)-\left(\mathbf{j}_{6}-\mathbf{j}_{8}\right)\right] \end{aligned}$ |  |  |
|  |  |  | $f=(4.49+0.81 i) T H z$ |

In contrast to the all-dielectric metasurfaces [34], the imaginary parts of the calculated numerically eigenfrequencies $A_{1}, B_{1}$, and $B_{2}$ (they are presented in the fourth column of Table 4), in this case, are not zero. However, this is not related to the coupling with external incident fields. The imaginary parts are conditioned by the intrinsic losses in graphene. Notice that the imaginary parts of the resonant frequencies of the dipole modes are higher than those for other modes because they include (along with resistive losses) the effect of coupling with the incident wave.

## 5. Symmetry Analysis, Magnetic Case, $C_{4}$ symmetry

### 5.1. SALCs

We start our discussion on magnetic structures with a lower symmetry $C_{4}$. In order to reduce the symmetry $C_{4 v}$, the square graphene patch is cut off at the corners. Possible geometry of the graphene patch possessing symmetry $C_{4}$ is shown in Figure 3. If the field $\mathbf{B}_{0}=0$, the group of symmetry of the unit cell with the patch is $C_{4}$ of the first category (it is called nonmagnetic group), i.e., it contains the time reversal operator. When the field $\mathbf{B}_{0} \neq 0$, the group of symmetry of the unit cell is $\mathbf{C}_{4}$ of the second category (magnetic group), and this group does not have the time reversal operator. The IRs of $C_{4}$ are given in Table 5. The symmetry degeneration of group $C_{4 v}$ in $C_{4}$ is presented in Appendix C, see Table A3.


Figure 3. Graphene element (solid line figure) with $C_{4}$ symmetry in a square unit cell, $\mathbf{B}_{0}$ is the DC magnetic field.

Table 5. Irreducible representations of the $C_{4}$ group.

| $C_{4}$ | $e$ | $C_{2}$ | $C_{4}^{-1}$ | $C_{4}$ |
| :---: | :---: | :---: | :---: | ---: |
| $A_{1}$ | 1 | 1 | 1 | 1 |
| $A_{2}$ | 1 | 1 | -1 | -1 |
| $B_{1}$ | 1 | -1 | i | $-i$ |
| $B_{2}$ | 1 | -1 | $-i$ | i |

In groups $C_{4}$ and $\mathbf{C}_{4}$, there are only $1 D$ representations, but the IRs $B_{1}$ and $B_{2}$ are complex conjugates. Two of these representations define the complex conjugate pair of eigenvectors. Without the DC magnetic field, i.e., in the corresponding group of the first category $C_{4}$ when symmetry, with respect to the time reversal, exists, such a pair can be considered as one representation $E$ with a dimensionality of two. Therefore, we have a specific two-fold degeneracy. If the system is under the DC magnetic field, the symmetry with respect to time reversal is removed, and the two complex conjugate representations correspond to different eigenvalues.

The sense of polarization rotation for the mode $\Gamma_{B_{1}}$ and also for the mode $\Gamma_{B_{2}}$ (see Table 6)) defined with respect to $\mathbf{B}_{0}$, does not depend on the direction of the wave propagation. The Faraday effect is defined by the sum of the RH rotating dipole mode of the ICR $\Gamma_{B_{1}}$ and the LH rotating dipole of the ICR $\Gamma_{B_{2}}$.

Table 6. Eigenmodes of the graphene element shown in Figure 3 with $\mathbf{C}_{4}$ symmetry in terms of vectors $\mathbf{j}_{n}$ and calculated structure of currents. The dotted arrow in a RH- or LH-rotated dipole mode means a vector multiplied by the imaginary unit $i$, i.e., it has the phase shift $\pi / 2$.

| ICR | Description | Eigenmode Image |
| :---: | :---: | :---: |
| $\Gamma_{A_{1}}$ | Radial mode $A_{1}$ $\begin{aligned} & \frac{1}{2 \sqrt{2}}\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)+\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)\right. \\ & \left.\quad+\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)+\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right] \end{aligned}$ |  |
| $\Gamma_{A_{2}}$ | $\begin{aligned} & \text { Quadrupole mode } A_{2} \\ & \frac{1}{2 \sqrt{2}}\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)-\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)\right. \\ & \left.+\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)-\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right] \end{aligned}$ |  |
| $\Gamma_{B_{1}}$ | $\begin{aligned} & \text { RH rotating dipole mode } B_{1} \\ & \quad \frac{1}{2 \sqrt{2}}\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)-i\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)\right. \\ & \left.-\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)+i\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right] \\ & +\frac{1}{2}\left[\left(\mathbf{j}_{9}+\mathbf{j}_{\mathbf{1 0}}\right)+i\left(\mathbf{j}_{9}-\mathbf{j}_{\mathbf{1 0}}\right)\right] \end{aligned}$ |  |
| $\Gamma_{B_{2}}$ | LH rotating dipole mode $B_{2}$ $\begin{gathered} \frac{1}{2 \sqrt{2}}\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)+i\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)\right. \\ \left.-\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)-i\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right] \\ +\frac{1}{2}\left[\left(\mathbf{j}_{9}+\mathbf{j}_{\mathbf{1 0}}\right)-i\left(\mathbf{j}_{9}-\mathbf{j}_{\mathbf{1 0}}\right)\right] \end{gathered}$ |  |

### 5.2. Scattering Matrix

In a nonmagnetic group $C_{4}$, the time reversal operator is a member of the group, and it corresponds to the reciprocity of an object independently of other symmetry elements. In the circuit theory description, this is equivalent to the symmetry of the scattering matrix $\overline{\mathbf{S}}$ with respect to the main diagonal.

In both cases, the nonmagnetic group $C_{4}$ and magnetic group $\mathrm{C}_{4}$, one can choose as a generator the four-fold rotation $C_{4}$. In the 3D symmetry of the diffraction problem, we add in calculus the symmetry plane $z=0$, which is $\sigma_{z}$ (see Figure 1 ). This plane exists in both nonmagnetic and magnetic cases. Using (3), one comes to the matrices for the nonmagnetic ( $\overline{\mathbf{S}}=\overline{\mathbf{S}}^{\mathbf{t}}$ ) and magnetic ( $\overline{\mathbf{S}} \neq \overline{\mathbf{S}}^{\mathbf{t}}$ ) cases, respectively:

$$
\overline{\mathbf{S}}_{C_{4}}^{n m}=\left(\begin{array}{cccc}
S_{11} & 0 & S_{13} & 0  \tag{5}\\
0 & S_{11} & 0 & S_{13} \\
S_{13} & 0 & S_{11} & 0 \\
0 & S_{13} & 0 & S_{11}
\end{array}\right), \quad \overline{\mathbf{S}}_{\mathbf{C}_{4}}^{m}=\left(\begin{array}{cccc}
S_{11} & S_{12} & S_{13} & S_{14} \\
-S_{12} & S_{11} & -S_{14} & S_{13} \\
S_{13} & S_{14} & S_{11} & S_{12} \\
-S_{14} & S_{13} & -S_{12} & S_{11}
\end{array}\right)
$$

The matrix $\overline{\mathbf{S}}_{\mathrm{C}_{4}}^{n m}$ has the simplest form with two complex parameters. The numerical values of $S_{i j}$ depend on the parameters and dimensions of the graphene square and the chosen distance between the ports. Ports 1 and 2 , as well as 3 and 4, are decoupled from each other.

Matrix $\overline{\mathbf{S}}_{\mathrm{C}_{4}}^{m}$ for the magnetic case has four complex parameters. In contrast to the nonmagnetic case, ports 1 and 2, and also 3 and 4 are coupled in a nonreciprocal fashion. The same is true for coupling between ports 1 and 4 , and also 2 and 3 . Thus, the matrix $\overline{\mathbf{S}}_{\mathbf{C}_{4}}^{m}$ describes a nonreciprocal structure, where nonreciprocity is related to the angular rotation of fields. However, the coupling between ports 1 and 3 and also between 2 and 4 is reciprocal. Analyzing the matrix for the magnetic case, one can see that in this symmetry Faraday and Kerr effects are possible. With the incident wave $E_{1}$, the angle of Faraday rotation $\theta_{F}$ can be calculated from Figure 1 as follows: $\tan \theta_{F}=E_{4} / E_{3}$, and the angle of Kerr rotation $\theta_{K}$ is defined by $\tan \theta_{K}=E_{2} / E_{1}$. In the following, we will not discuss the details of polarization characteristics.

## 6. Symmetry Analysis, Magnetic Case, $C_{4 v}\left(C_{4}\right)$ Symmetry

### 6.1. ICRs

The magnetic group of symmetry of the square graphene element magnetized normally to its plane by the field $\mathbf{B}_{0}$ (see Figures 1 and 2a) is $C_{4 v}\left(C_{4}\right)$. One can consider the transition from the nonmagnetic to magnetic states from the point of view of the reduction of the symmetry of the system by the DC magnetic field.

The group $C_{4 v}\left(C_{4}\right)$ of the third category belongs to case a) described in Appendix C, i.e., due to the Herring criterion of reducibility of corepresentations [35] (see (A8) of Appendix B), no new degeneracy is introduced by this corepresentation (an example of such degeneracy is given in Appendix E). Comparing Tables 2 and 7 below, we see that under applied DC magnetic field, four planes of symmetry convert into antiplanes and the unitary $C_{4}$ subgroup contains only rotations.

The antireflection operators $\mathcal{T} \sigma_{x}, \mathcal{T} \sigma_{y}, \mathcal{T} \sigma_{x y}$, and $\mathcal{T} \sigma_{x(-y)}$, where $\mathcal{T}$ is the restricted time reversal operator [21] (see Appendix B), change the sign of $\beta$, because $\beta$ is a polar odd in the time vector. However, $\mathbf{B}_{0}$ is an axial odd in time vector and therefore the combined antireflection produces a double change of the sign preserving the sign of the field $\mathbf{B}_{0}$. Therefore, the antireflection operators transform the forward-traveling wave into the backward-traveling one and the backward wave propagates in the same environment as the forward wave ( $\mathbf{B}_{0}$ is preserved), see Table 1.

To calculate the ICRs of the given magnetic group, the method of Wigner (see Appendix C) can be used. For our problem, it is straightforward to calculate ICR from the representations of the unitary subgroup $C_{4}=\left\{e, C_{2}, C_{4}^{-1}, C_{4}\right\}$ listed in Table 5. The calculated ICRs for the $C_{4 v}\left(C_{4}\right)$ group are written in Table 7. In the complex number called
phase-function $s=\exp (i \theta)$, the parameter $\theta$ can assume any real value. The two signs in the ICRs $\pm s$ or $\mp s$ of Table 7 for the antiunitary elements correspond to two possible solutions, but these solutions are equivalent.

In our problem, a physical interpretation of parameter $s$ can be as follows. There are several scenarios where a backward wave can exist. For example, (a) the array is situated between two sources, (b) the array is in a resonator with a standing wave, (c) the array is placed on a dielectric substrate, and reflections at the interface between the dielectric and air appear. The unitary part of $C_{4 v}\left(C_{4}\right)$ in 2D space $x 0 y$ gives the symmetry relations for the currents produced, for example, by the forward wave, but the antiunitary elements define relations for the currents produced by the backward wave. If the 3D symmetry is not given, the waves traveling in the opposite directions arrive at the array with arbitrary phases and this explains the undefined parameter $\theta$. In a 3D symmetry with the plane of symmetry $\sigma_{z}$, the forward and backward waves travel the same way from the sources to the array and arrive at the array with the same phases; therefore, one can set $\theta=0$ and $s=1$. This gives constructive interference to the waves. However, in 3D geometry without $\sigma_{z}, \theta$ is not defined. This problem can be solved by Maxwell's equations with the corresponding boundary conditions.

Table 7. Irreducible corepresentations of the $C_{4 v}\left(C_{4}\right)$ group.

| $C_{4 v}\left(C_{4}\right)$ | $e$ | $C_{2}$ | $C_{4}^{-1}$ | $C_{4}$ | $\mathcal{T} \sigma_{x}$ <br> $(x=0)$ | $\mathcal{T} \sigma_{y}$ <br> $(y=0)$ | $\mathcal{T} \sigma_{x y}$ | $\mathcal{T} \sigma_{x(-y)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Gamma_{A_{1}}$ | 1 | 1 | 1 | 1 | $\pm s$ | $\pm s$ | $\pm s$ | $\pm s$ |
| $\Gamma_{A_{2}}$ | 1 | 1 | -1 | -1 | $\pm s$ | $\pm s$ | $\mp s$ | $\mp s$ |
| $\Gamma_{B_{1}}$ | 1 | -1 | $i$ | $-i$ | $\pm s$ | $\mp s$ | $\pm i s$ | $\mp i s$ |
| $\Gamma_{B_{2}}$ | 1 | -1 | $-i$ | $i$ | $\pm s$ | $\mp s$ | 干is | $\pm i s$ |

### 6.2. SALCs

The TEM plane wave $\mathbf{E}^{i}=\hat{\mathbf{x}} E_{0} \exp [i(\beta z-\omega t)]$ with normal incidence excites all the currents $\mathbf{j}_{n}$ (for example, $\mathbf{j}_{9}=\hat{\mathbf{x}} \exp (-i \omega t+\phi)$ ) in a graphene square with the same phase $\phi$ and this phase can be set to zero. The harmonic time dependence of the unit currents $\exp (-i \omega t)$ is preserved for the given and time-reversed quantities [21]. Therefore, the complex conjugation of the antiunitary elements in Table 8 can be omitted.

Using the projection operator of (A9) in Appendix B, Tables 7 and 8, we calculate and present in Table 9 the eigenmodes of graphene square with $C_{4 v}\left(C_{4}\right)$ symmetry in terms of vectors $\mathbf{j}_{n}$. We used in calculus the upper signs in the ICRs of the antiunitary elements presented in Table 7. The numerically calculated structure of the currents and the magnetic field $H_{z}$ are given in the last column of Table 9.

Table 8. The basis set change according to the $C_{4 v}\left(C_{4}\right)$ group.

| $C_{4 v}\left(C_{4}\right)$ | $e$ | $C_{2}$ | $C_{4}^{-1}$ | $C_{4}$ | $\mathcal{T} \sigma_{x}$ | $\mathcal{T} \sigma_{y}$ | $\mathcal{T} \sigma_{x y}$ | $\mathcal{T} \sigma_{x(-y)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{j}_{1}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{4}$ | $-\mathbf{j}_{7}^{*}$ | $-\mathbf{j}_{3}^{*}$ | $-\mathbf{j}_{6}^{*}$ | $-\mathbf{j}_{2}^{*}$ |
| $\mathbf{j}_{2}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{3}$ | $-\mathbf{j}_{9}^{*}$ | $-\mathbf{j}_{4}^{*}$ | $-\mathbf{j}_{5}^{*}$ | $-\mathbf{j}_{3}^{*}$ |
| $\mathbf{j}_{3}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{6}$ | $-\mathbf{j}_{5}^{*}$ | $-\mathbf{j}_{1}^{*}$ | $-\mathbf{j}_{4}^{*}$ | $-\mathbf{j}_{8}^{*}$ |
| $\mathbf{j}_{4}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{5}$ | $-\mathbf{j}_{6}^{*}$ | $-\mathbf{j}_{2}^{*}$ | $-\mathbf{j}_{3}^{*}$ | $-\mathbf{j}_{7}^{*}$ |
| $\mathbf{j}_{5}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{1}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{8}$ | $-\mathbf{j}_{3}^{*}$ | $-\mathbf{j}_{7}^{*}$ | $-\mathbf{j}_{2}^{*}$ | $-\mathbf{j}_{6}^{*}$ |
| $\mathbf{j}_{6}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{2}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{7}$ | $-\mathbf{j}_{4}^{*}$ | $-\mathbf{j}_{8}^{*}$ | $-\mathbf{j}_{1}^{*}$ | $-\mathbf{j}_{5}^{*}$ |
| $\mathbf{j}_{7}$ | $\mathbf{j}_{7}$ | $\mathbf{j}_{3}$ | $\mathbf{j}_{6}$ | $\mathbf{j}_{2}$ | $-\mathbf{j}_{1}^{*}$ | $-\mathbf{j}_{5}^{*}$ | $-\mathbf{j}_{9}^{*}$ | $-\mathbf{j}_{4}^{*}$ |
| $\mathbf{j}_{8}$ | $\mathbf{j}_{8}$ | $\mathbf{j}_{4}$ | $\mathbf{j}_{5}$ | $\mathbf{j}_{1}$ | $-\mathbf{j}_{2}^{*}$ | $-\mathbf{j}_{6}^{*}$ | $-\mathbf{j}_{7}^{*}$ | $-\mathbf{j}_{3}^{*}$ |
| $\mathbf{j}_{9}$ | $\mathbf{j}_{9}$ | $-\mathbf{j}_{9}$ | $-\mathbf{j}_{10}$ | $\mathbf{j}_{10}$ | $-\mathbf{j}_{9}^{*}$ | $\mathbf{j}_{9}^{*}$ | $\mathbf{j}_{10}^{*}$ | $-\mathbf{j}_{0}^{*}$ |
| $\mathbf{j}_{10}$ | $\mathbf{j}_{10}$ | $-\mathbf{j}_{10}$ | $\mathbf{j}_{9}$ | $-\mathbf{j}_{9}$ | $\mathbf{j}_{10}^{*}$ | $-\mathbf{j}_{10}^{*}$ | $\mathbf{j}_{9}^{*}$ | $-\mathbf{j}_{9}^{*}$ |

Table 9. Eigenmodes of the graphene square with $C_{4 v}\left(C_{4}\right)$ symmetry in terms of vectors $\mathbf{j}_{n}$ (see Figure 2b), the calculated structures of the currents, and the magnetic field $H_{z} . \mathcal{T} \sigma_{x}$ is the antiplane of the symmetry. The dotted arrow in the LH or RH rotated dipole mode means a vector multiplied by the imaginary unit $i$, i.e., a phase shift of $\pi / 2$. The sense of polarization rotation for the modes $\Gamma_{B_{1}}$ and $\Gamma_{B_{2}}$ is defined with respect to $\mathbf{B}_{0}$. The resonance frequency for the LH mode is $\omega_{-}$and for the RH mode is $\omega_{+}$.

| ICR | Description | Eigenmode Image | Eigenfrequency Calculus $B_{0}=1 T$ |
| :---: | :---: | :---: | :---: |
| $\Gamma_{A_{1}}$ | Radial mode $A_{1}$ $\begin{gathered} \frac{1}{2 \sqrt{2}}(1+s)\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)+\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)\right. \\ \left.+\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)+\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right] \end{gathered}$ |  |  |
| $\Gamma_{A_{2}}$ | Quadrupole mode $A_{2}$ $\begin{gathered} \frac{1}{2 \sqrt{2}}(1-s)\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)-\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)\right. \\ \left.+\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)-\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right] \end{gathered}$ |  | $f=(5.42+0.15 i) T H z$ |
| $\Gamma_{B_{1}}$ | Rotating dipole modes $B_{1}$ $\begin{gathered} \frac{1}{2 \sqrt{2}}\left\{\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)-i\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)-\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)\right.\right. \\ \left.+i\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right]+s\left[i\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)+\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)\right. \\ \left.\left.\quad-i\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)-\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right]\right\} \\ \left.\quad+\frac{1}{2}\left[\mathbf{j}_{9}+\mathbf{j}_{10}\right)+i\left(\mathbf{j}_{9}-\mathbf{j}_{10}\right)\right] \\ \quad+\frac{1}{2} s\left[i\left(\mathbf{j}_{9}+\mathbf{j}_{10}\right)-\left(\mathbf{j}_{9}-\mathbf{j}_{10}\right)\right] \end{gathered}$ |  |  |
| $\Gamma_{B_{2}}$ | Rotating dipole modes $B_{2}$ $\begin{gathered} \frac{1}{2 \sqrt{2}}\left\{\left[\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)+i\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)-\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)\right.\right. \\ \left.-i\left(\mathbf{j}_{7}+\mathbf{j}_{\mathbf{y}}\right)\right]+s\left[-i\left(\mathbf{j}_{1}+\mathbf{j}_{2}\right)+\left(\mathbf{j}_{3}+\mathbf{j}_{4}\right)\right. \\ \left.\left.+i\left(\mathbf{j}_{5}+\mathbf{j}_{6}\right)-\left(\mathbf{j}_{7}+\mathbf{j}_{8}\right)\right]\right\} \\ +\frac{1}{2}\left[\left(\mathbf{j}_{9}+\mathbf{j}_{10}\right)-i\left(\mathbf{j}_{9}-\mathbf{j}_{10}\right)\right] \\ +\frac{1}{2} s\left[-i\left(\mathbf{j}_{9}+\mathbf{j}_{10}\right)+\left(\mathbf{j}_{9}-\mathbf{j}_{10}\right)\right] \end{gathered}$ |  | $f=(4.38+0.78 i) T H z$ |

The obtained results can be interpreted as follows. Let us consider, for example, the ICR $\Gamma_{B_{1}}$. It is known from the theory of magnetic groups that antiunitary elements can be obtained by multiplying any chosen antiunitary element by all the elements of the unitary subgroup. In our case, this can be written as $\mathcal{T} \sigma_{x}\left(e, C_{2}, C_{4}^{-1}, C_{4}\right)=\left(\mathcal{T} \sigma_{x}, \mathcal{T} \sigma_{y}, \mathcal{T} \sigma_{x y}, \mathcal{T} \sigma_{x(-y)}\right)$. The antiunitary element $\mathcal{T} \sigma_{x}$ changes the direction wave of propagation, i.e., $\mathcal{T} \sigma_{x} \boldsymbol{\beta}=-\boldsymbol{\beta}$ and reflects the currents in the plane $\sigma_{x}$, changing their directions, preserving the LH or RH sense of rotation due to the combined effects of $\sigma_{x}$ and $\mathcal{T}$. Therefore, the antiunitary elements add to the current structure of group $\mathbf{C}_{4}$ discussed in Section 5.1, the currents with the same structure but for the wave propagating in the opposite direction. In the plane of the array, the sum of these currents related by the multiplier $s=\exp (i \theta)$ appears. With
$s=-i$, the current structure of the ICRs $\Gamma_{B_{1}}$ corresponds to the constructive interference. For the ICR $\Gamma_{B_{2}}$, the constructive interference is produced by the parameter $s=i$.

In the third column of Table 9, we present a schematic illustration of the mathematical expression for the currents given in the second column. For example, for the ICR $\Gamma_{B_{1}}$ the RH rotating current mode is produced by the forward wave (the first square). By reflection in the antiplane $\mathcal{T} \sigma_{x}$ (this element is a member of the $C_{4 v}\left(C_{4}\right)$ group) one obtains the RH rotating current mode corresponding to the backward wave (the second square) with the same orientation of $\mathbf{B}_{0}$.

The Faraday effect is defined by a sum of the RH rotating dipole mode of ICR $\Gamma_{B_{1}}$ with the resonance frequency $\omega_{+}$and the LH rotating dipole of IR $\Gamma_{B_{2}}$ with the resonance frequency $\omega_{-}$. The central frequency of this effect is defined approximately as $\omega_{F}=\left(\omega_{+}+\omega_{-}\right) / 2$.

The splitting of the dipole resonance by the DC magnetic field $\mathbf{B}_{0}$ obtained by numerical calculus in eigenfrequency analysis of COMSOL software is demonstrated in Figure 4. These results are confirmed by full-wave analysis assuming an $x$-polarized incident plane wave in Figure 5 where due to the application of $\mathbf{B}_{0}$, two dimples in the transmission curve stemming from the resonances of the LH and RH rotating modes appear.


Figure 4. Dependence of the resonant frequencies of the radial and quadrupole modes on the DC magnetic field $\mathbf{B}_{0}$ and splitting of the dipole resonance by the magnetic field, calculated by eigenfrequency analysis.


Figure 5. Transmission spectra of the investigated graphene element array for different values of the DC magnetic field, calculated by full-wave simulations.

### 6.3. Scattering Matrix, Eigenvalues, and Eigenvectors

The calculated scattering matrices for the nonmagnetic and magnetic cases are, respectively:

$$
\overline{\mathbf{S}}_{C_{4 v}}^{n m}=\left(\begin{array}{cccc}
S_{11} & 0 & S_{13} & 0  \tag{6}\\
0 & S_{11} & 0 & S_{13} \\
S_{13} & 0 & S_{11} & 0 \\
0 & S_{13} & 0 & S_{11}
\end{array}\right), \quad \overline{\mathbf{S}}_{C_{4 v}\left(C_{4}\right)}^{m}=\left(\begin{array}{cccc}
S_{11} & S_{12} & S_{13} & S_{14} \\
-S_{12} & S_{11} & -S_{14} & S_{13} \\
S_{13} & S_{14} & S_{11} & S_{12} \\
-S_{14} & S_{13} & -S_{12} & S_{11}
\end{array}\right) .
$$

Comparing (5) and (6), one can see that despite the different symmetries of the unit cells, the scattering matrices have the same structure.

Now we calculate the eigenvalues of the matrix $\overline{\mathbf{S}}_{\mathrm{C}_{4 v}\left(C_{4}\right)}^{m}$ by solving the equation

$$
\begin{equation*}
\overline{\mathbf{S}} \cdot \mathbf{V}=\lambda \mathbf{V} \tag{7}
\end{equation*}
$$

where $\mathbf{V}$ is an eigenvector and $\lambda$ is an eigenvalue of the matrix $\overline{\mathbf{S}}$.
The calculated eigenvalues are

$$
\begin{align*}
& \lambda_{1}=\left(S_{11}+S_{13}\right)+i\left(S_{12}+S_{14}\right) \\
& \lambda_{2}=\left(S_{11}+S_{13}\right)-i\left(S_{12}+S_{14}\right),  \tag{8}\\
& \lambda_{3}=\left(S_{11}-S_{13}\right)+i\left(S_{12}-S_{14}\right), \\
& \lambda_{4}=\left(S_{11}-S_{13}\right)-i\left(S_{12}-S_{14}\right),
\end{align*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ (and also $\lambda_{3}$ and $\lambda_{4}$ ) are complex conjugated. From (8), one can obtain the relations between the scattering matrix elements and the eigenvalues:

$$
\begin{aligned}
& S_{11}=\frac{1}{4}\left(\lambda_{1}+\lambda_{2}+\lambda_{3}+\lambda_{4}\right) \\
& S_{12}=\frac{1}{4 i}\left(\lambda_{1}-\lambda_{2}+\lambda_{3}-\lambda_{4}\right) \\
& S_{13}=\frac{1}{4}\left(\lambda_{1}+\lambda_{2}-\lambda_{3}-\lambda_{4}\right) \\
& S_{14}=\frac{1}{4 i}\left(\lambda_{1}-\lambda_{2}-\lambda_{3}+\lambda_{4}\right)
\end{aligned}
$$

The calculated normalized eigenvectors $\mathbf{V}_{m}$ corresponding to eigenvalues $\lambda_{m}(m=1,2,3,4)$ are as follows:

$$
\mathbf{V}_{1}=\frac{1}{2}\left(\begin{array}{r}
1  \tag{9}\\
i \\
-1 \\
-i
\end{array}\right) ; \quad \mathbf{V}_{2}=\frac{1}{2}\left(\begin{array}{r}
1 \\
-i \\
-1 \\
i
\end{array}\right) ; \quad \mathbf{V}_{3}=\frac{1}{2}\left(\begin{array}{c}
1 \\
i \\
1 \\
i
\end{array}\right) ; \quad \mathbf{V}_{4}=\frac{1}{2}\left(\begin{array}{r}
1 \\
-i \\
1 \\
-i
\end{array}\right)
$$

In every vector $\mathbf{V}_{m}$, the first two elements present the RH or LH circular polarized wave entering port 1 and port 2, i.e., from one side of the array, and the other two elements describe the wave entering from the other side of the array, i.e., from port 3 and port 4. These eigenvectors can be used in theoretical and experimental investigations of this and other structures with the same symmetry. Notice that the excitation of only port 1 is determined by the sum of eigenvectors (9), i.e.,

$$
\begin{equation*}
\mathbf{V}_{1}+\mathbf{V}_{2}+\mathbf{V}_{3}+\mathbf{V}_{4}=(1,0,0,0)^{t} \tag{10}
\end{equation*}
$$

One can simplify further the obtained matrices (6). Using the unitary conditions [36]

$$
\begin{equation*}
\overline{\mathbf{S}} \cdot\left(\overline{\mathbf{S}}^{*}\right)^{t}=\overline{\mathbf{I}}_{4}=\left(\overline{\mathbf{S}}^{*}\right)^{t} \cdot \overline{\mathbf{S}}, \tag{11}
\end{equation*}
$$

where $\overline{\mathbf{I}}_{4}$ is the $4 \times 4$ unit matrix, ${ }^{t}$ means transposition, * denotes complex conjugation, one comes to the scattering matrices for the matched nonmagnetic structure without losses:

$$
\overline{\mathbf{S}}_{n m}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0  \tag{12}\\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)
$$

Let us apply this to the magnetic case. The unitary condition (11) for $\overline{\mathbf{S}}_{\mathrm{C}_{4 v}\left(C_{4}\right)}^{m}$ leads to the following system of equations:

$$
\begin{gather*}
\left|S_{11}\right|^{2}+\left|S_{12}\right|^{2}+\left|S_{13}\right|^{2}+\left|S_{14}\right|^{2}=1, \\
S_{11} S_{12}^{*}-S_{12} S_{11}^{*}+S_{13} S_{14}^{*}-S_{14} S_{13}^{*}=0, \\
S_{11} S_{13}^{*}+S_{12} S_{14}^{*}+S_{13} S_{11}^{*}+S_{14} S_{12}^{*}=0, \\
S_{11} S_{14}^{*}-S_{12} S_{13}^{*}+S_{13} S_{12}^{*}-S_{14} S_{11}^{*}=0,  \tag{13}\\
S_{12} S_{13}^{*}-S_{11} S_{14}^{*}+S_{14} S_{11}^{*}-S_{13} S_{12}^{*}=0, \\
S_{12} S_{14}^{*}+S_{11} S_{13}^{*}+S_{14} S_{12}^{*}+S_{13} S_{11}^{*}=0, \\
S_{13} S_{14}^{*}-S_{14} S_{13}^{*}+S_{11} S_{12}^{*}-S_{12} S_{11}^{*}=0 .
\end{gather*}
$$

In the following, we shall consider an ideally matched array with $\left|S_{11}\right|=0$.
In a general case, $\left|S_{12}\right| \neq 0,\left|S_{13}\right| \neq 0$ and $\left|S_{14}\right| \neq 0$, and

$$
\begin{align*}
& \left|S_{13}\right|\left|S_{14}\right| \sin \left(\phi_{13}-\phi_{14}\right)=0 \\
& \left|S_{12}\right|\left|S_{14}\right| \cos \left(\phi_{12}-\phi_{14}\right)=0  \tag{14}\\
& \left|S_{13}\right|\left|S_{12}\right| \sin \left(\phi_{13}-\phi_{12}\right)=0
\end{align*}
$$

These three simultaneous equations cannot be solved in the used approximations of lossless and ideally matched four-port. In order to resolve this problem, one can put an additional restriction on the matrix elements, such as $\left|S_{12}\right|=0,\left|S_{13}\right|=0$, or $\left|S_{14}\right|=0$. Considering, for example, $S_{12}=0$, then $S_{13}=k \exp \left(i \phi_{13}\right), S_{14}=\sqrt{1-k^{2}} \exp \left(i \phi_{14}\right)$, $\phi_{13}=\phi_{14}+n \pi$ and the scattering matrix $\overline{\mathbf{S}}_{C_{4 v}\left(C_{4}\right)}^{m}$ acquires the following form:

$$
\overline{\mathbf{S}}_{m}=\left(\begin{array}{cccc}
0 & 0 & k & \pm \sqrt{1-k^{2}}  \tag{15}\\
0 & 0 & \mp \sqrt{1-k^{2}} & k \\
k & \pm \sqrt{1-k^{2}} & 0 & 0 \\
\mp \sqrt{1-k^{2}} & k & 0 & 0
\end{array}\right)
$$

where we have omitted the overall phase multiplier. This matrix is defined by one scalar parameter. It describes a nonreciprocal directional coupler with the Faraday effect. It should be noted that our results follow from general symmetry considerations and with the above approximations in the matrix calculus, one loses the effect of possible ellipticity in the transmitted wave. Moreover, in cases of lossless media and ideal matching of
the four-port, the symmetry analysis does not permit the Kerr and the Faraday effects to co-exist. Removing these restrictions allows one to consider both the Kerr and the Faraday effects with possible ellipticity of polarization characteristics of the transmitted and reflected waves.

## 7. Conclusions

We demonstrated the application of group-theoretical methods to electromagnetic structures with magnetic media. The discussed methods are general and can be applied to electromagnetic structures with different geometries, physical parameters, and physical effects. Using the symmetry approach, we calculated and analyzed the scattering matrix of the discussed array of graphene elements. The eigenvalues and eigenvectors of this matrix are defined. The SALC method was extended here to structures described by magnetic groups with antiunitary elements. We clarified the physical meaning of the parameter $\exp (i \theta)$ in the irreducible corepresentations. Considering a square waveguide with ferrite media magnetized by a quadrupole DC magnetic field, we demonstrated the existence of a special degeneracy related to magnetic symmetry. This degeneracy is defined by the Herring test. Most of the discussion was related to the electric currents in graphene. However, it can also be fulfilled in terms of electromagnetic fields. We believe that the presented results and developed methods can be useful in the design and optimization of new electromagnetic components with magnetic media.
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## Appendix A. Graphene Parameters

The optical properties of graphene can be determined by the surface conductivity $\sigma_{s}$, which describes the interaction between graphene with electromagnetic radiation and can be given by Drude's semi-classical model [37]:

$$
\begin{equation*}
\sigma_{s}=\frac{2 D}{\pi} \frac{i \omega-1 / \tau}{(\omega+i / \tau)^{2}} \tag{A1}
\end{equation*}
$$

where $D=2 \sigma_{0} \epsilon_{F} / \hbar$ is the Drude weight, $\sigma_{0}=e^{2} /(4 \hbar)$ is the minimum conductivity of graphene, $\epsilon_{F}=0.5 \mathrm{eV}$ is the Fermi energy of graphene, $\hbar$ is the reduced Planck's constant, $e$ is the electron charge, $\tau=1 \mathrm{ps}$ is the relaxation time, $\gamma=1 / \tau=10^{12} 1 / \mathrm{s}$ and $\omega$ is frequency of the incident electromagnetic wave.

Application of the external magnetic field $\mathbf{B}_{0}$ leads to the circulation of charge carriers in graphene in cyclotron orbits due to the Lorentz force. In this case, the 2D conductivity tensor of graphene with non-zero off-diagonal components can be described by [37]

$$
\left[\sigma_{s}\right]=\left[\begin{array}{cc}
\sigma_{x x} & -\sigma_{x y}  \tag{A2}\\
\sigma_{x y} & \sigma_{x x}
\end{array}\right],
$$

$$
\begin{gather*}
\sigma_{x x}=\frac{2 D}{\pi} \frac{1 / \tau-i \omega}{\omega_{B}^{2}-(\omega+i / \tau)^{2}}  \tag{A3}\\
\sigma_{x y}=-\frac{2 D}{\pi} \frac{\omega_{B}}{\omega_{B}^{2}-(\omega+i / \tau)^{2}} \tag{A4}
\end{gather*}
$$

where $\omega_{B}=e B_{0} v_{F}^{2} / \epsilon_{F}$ is the cyclotron frequency, $v_{F} \approx 10^{6} \mathrm{~m} / \mathrm{s}$ is the Fermi velocity, and $\sigma_{x x}=\sigma_{y y}$ and $\sigma_{y x}=-\sigma_{x y}$ are the longitudinal (diagonal) and transverse (off-diagonal) parts, respectively. For the device operating the THz frequency range, we consider only the intraband contributions for the calculation of the components of the graphene conductivity tensor $\left[\sigma_{s}\right]$. The influence of interband transitions can be neglected, since the condition $\hbar \omega \ll 2 \epsilon_{F}$ is satisfied [38].

## Appendix B. Elements of Magnetic Group Theory

Time reversal operator. The time reversal $T$, which changes the sign of the time, and its combination with geometrical symmetry elements are called the antiunitary operators [1]. The time reversal operator reverses the direction of currents, magnetic fields, and the Poynting vector. In the frequency domain, it also conjugates electromagnetic quantities and this property can be shown easily by the Fourier transform of the time-reversed quantities [21].

It should be stressed that due to causality, the time-reversal symmetries in physical processes do not exist. Moreover, the dissipative processes are not time-reversible. A modified version of this operator called the restricted time reversal operator was suggested in [21]. It is not applied to the dissipative terms of the electromagnetic quantities preserving thus the passive or active nature of the media.

Categories of magnetic groups. The magnetic groups can be divided into three categories. The group of the first category $G$ presents a unitary subgroup $H$ and products of the time reversal with the elements of $H$. The magnetic groups of the second category $G$ do not contain time reversal $T$. The notations of the groups of the first category and those of the second category coincide. In order to distinguish them, we use the bold-face type for the groups of the second category.

The groups of the third category $G(H)$, which are the most interesting for us, have the so-called antiunitary elements, which present the product of $T$ and the geometrical symmetry elements. We call these elements antielements (for example, antiplane of symmetry). The group of the third category can be described as $H+T H^{\prime}$. These groups can be defined also in a different way, namely, $G=H+B H$, where $B$ is any antiunitary element of group $G$. A description of these categories of magnetic groups is given in Table A1

Table A1. Content of magnetic groups of symmetry.

| First Category | Second Category | Third Category |
| :---: | :---: | :---: |
| $G=H+T H$ | $G$ | $G(H)=H+T H^{\prime}, H^{\prime} \neq H$ |
| including $T$ | without $T$ | $T$ only in combination |
|  |  | with rotation-reflections |

Co-representations. Wigner [1] introduced in the group theory the so-called corepresentations where the term "corepresentation" reminds one of the complex conjugate signs in the matrix multiplication scheme [see (A7) below]. The corepresentations are defined as follows:

$$
\begin{align*}
& \Gamma(u)=\left(\begin{array}{cc}
\Delta(u) & 0 \\
0 & \Delta^{*}\left(a_{0}^{-1} u a_{0}\right)
\end{array}\right)  \tag{A5}\\
& \Gamma\left(a_{j}\right)=\left(\begin{array}{cc}
0 & \Delta\left(a a_{0}\right) \\
\Delta^{*}\left(a_{0}^{-1} a\right) & 0
\end{array}\right) \tag{A6}
\end{align*}
$$

where $a_{0}$ and $a$ are antiunitary elements, $u$ is a unitary one, $\Delta$ is an irreducible representation of $H$.

Homomorphism scheme. The multiplication scheme for corepresentations in the group of the third category, for $u_{i}, u_{j}$ unitaries and $a_{i}, a_{j}$ anti-unitaries, is as follows:

$$
\begin{align*}
& \Gamma\left(u_{i}\right) \Gamma\left(u_{j}\right)=\Gamma\left(u_{i} u_{j}\right), \\
& \Gamma\left(u_{i}\right) \Gamma\left(a_{j}\right)=\Gamma\left(u_{i} a_{j}\right),  \tag{A7}\\
& \Gamma\left(a_{i}\right) \Gamma^{*}\left(u_{j}\right)=\Gamma\left(a_{i} u_{j}\right) \\
& \Gamma\left(a_{i}\right) \Gamma^{*}\left(a_{j}\right)=\Gamma\left(a_{i} a_{j}\right) .
\end{align*}
$$

Herring rule. This rule [35] defines three special cases:

$$
\sum_{a} \chi\left(a^{2}\right)=\left\{\begin{array}{c}
|\mathrm{H}| \text { case }(\mathrm{a})  \tag{A8}\\
-|\mathrm{H}| \text { case }(\mathrm{b}) \\
0 \text { case }(\mathrm{c})
\end{array}\right.
$$

where $|H|=|M| / 2$ is the subgroup order, $\chi\left(a^{2}\right)$ is the character of corepresentation $a^{2}$, where $a$ is an antiunitary element. This rule permits determining the reducibility of the corepresentation. For our purposes, this rule can be read as follows. In case (a), no new degeneracy is introduced; in case (b), the degeneracy of $\Gamma_{i}$ is doubled, i.e., a given representation appears twice and the eigenvectors are different and orthogonal but the eigenvalues are identical; in case (c), the representation $\Gamma_{i}$ is degenerate with the representation $\Gamma_{j}$, i.e., a pair of different eigenvectors has the same eigenvalue. Hence, in case (a), we may discuss the problem of the degeneracy of group $G(H)$, investigating only the unitary subgroup $H$. In case (b), the degeneracy of one of the eigenvalues appears, though this degeneracy is absent in subgroup $H$. In case (c), the degeneracy of two different eigenvectors exists, though it is also not predicted by subgroup $H$ (see Appendix E).

Projection operator. In order to obtain SALCs in the case of a magnetic group of the third category, we use the projection operator [39], which for 2D ICR is written as follows:

$$
\begin{equation*}
P_{\Delta i j}=\frac{1}{|G|} \sum_{u} \Gamma_{i j}(u) u+\frac{1}{|G|} \sum_{a} \Gamma_{i j}^{*}(a) a, \tag{A9}
\end{equation*}
$$

where the summation in the first sum is over the unitary elements $u$, and in the second sum is over the antiunitary ones $a, \Gamma_{i j}$ are elements of the corepresentation.

## Appendix C. Splitting of IR E of $C_{4 v}$ in $C_{4}$

The field $\mathbf{B}_{0}$ removes the degeneracy which exists in the square non-magnetized structure due to the representation $E$. In order to find the representations of the $C_{4}$ group, which are contained in the representation $E$ of $C_{4 v}$, we write out the characters (i.e., traces of the IR) of Table 2 for IR $E$ corresponding to the operations of the $C_{4}$ group. It is presented in Table A2.

Table A2. Characters of the irreducible representation $E$ of group $C_{4 v}$.

| $C_{4 v}$ | $e$ | $C_{2}$ | $C_{4}$ | $C_{4}^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| $E$ | 2 | -2 | 0 | 0 |

The number of times $n_{\Gamma_{i}}$ a given IR $\Gamma_{i}$ appears in the reducible representation is defined by the following relation:

$$
\begin{equation*}
n_{\Gamma_{i}}=\frac{1}{|G|} \sum_{u_{i}} \chi\left(u_{i}\right) \chi_{I R}\left(u_{i}\right)^{*} \tag{A10}
\end{equation*}
$$

where $\chi\left(u_{i}\right)$ is the character of the reducible representation, $\chi_{\text {IR }}\left(u_{i}\right)$ is the character of the irreducible representation. Using this formula, we find:

$$
\begin{align*}
& n_{A_{1}}=\frac{1}{4}[2 \cdot 1+(-2) \cdot 1+0 \cdot 1+0 \cdot 1]=0  \tag{A11}\\
& n_{A_{2}}=\frac{1}{4}[2 \cdot 1+(-2) \cdot 1+0 \cdot(-1)+0 \cdot(-1)]=0  \tag{A12}\\
& n_{B_{1}}=\frac{1}{4}[2 \cdot 1+(-2) \cdot(-1)+0 \cdot(-i)+0 \cdot i]=1  \tag{A13}\\
& n_{B_{2}}=\frac{1}{4}[2 \cdot 1+(-2) \cdot(-1)+0 \cdot i+0 \cdot(-i)]=1 . \tag{A14}
\end{align*}
$$

Therefore, the representation $E$ of $C_{4 v}$ of the non-magnetized waveguide splits into the representations $B_{1}$ and $B_{2}$ of the unitary $C_{4}$ subgroup of the magnetized waveguide. The results are presented in Table A3. Many tables of this type are given in [32].

Table A3. Symmetry degeneration of group $C_{4 v}$ in $C_{2 v}$ and $C_{4}$.

| $C_{4 v}$, Table 2 | $C_{2 v}$, Table A5 | $C_{4}$, Table 5 |
| :---: | :---: | :---: |
| $A_{1}$ | $A_{1}$ | $A_{1}$ |
| $A_{2}$ | $A_{2}$ | $A_{1}$ |
| $B_{1}$ | $A_{1}$ | $A_{2}$ |
| $B_{2}$ | $A_{2}$ | $A_{2}$ |
| $E$ | $B_{1}, B_{2}$ | $B_{1}, B_{2}$ |

## Appendix D. 2D Eigenvectors of Cases $C_{4 v}$ and $C_{4}$

In the microwave circuit wave theory [36], one deals with voltage waves. In 2D vector space $x 0 y$ (see Figure 1), the two-component eigenvectors (wave vectors) $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$ of the incident wave in port 1 and port 2 can be written as follows

$$
\begin{equation*}
\mathbf{V}_{1}=\binom{1}{0}, \quad \mathbf{V}_{2}=\binom{0}{1} \tag{A15}
\end{equation*}
$$

In the symmetry $C_{4 v}$, these two modes are degenerate because they belong to the 2D IR $E$. Under symmetry operators, they are transformed into each other or themselves. For example, the operator $C_{4}$ applied to $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$ gives

$$
C_{4}\left(\mathbf{V}_{1}, \mathbf{V}_{2}\right)=\left(\mathbf{V}_{1}, \mathbf{V}_{2}\right)\left(\begin{array}{cc}
0 & -1  \tag{A16}\\
1 & 0
\end{array}\right)=\left(\mathbf{V}_{2},-\mathbf{V}_{1}\right)
$$

i.e., the basis vector $\mathbf{V}_{1}$ is transformed into $\mathbf{V}_{2}$ and $\mathbf{V}_{2}$ is transformed into $-\mathbf{V}_{1}$. Hence, due to the square form of the unit cell, we deal with the 2D polarization degeneracy.

Any linear combination of the two degenerate eigenvectors $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$, for example,

$$
\begin{equation*}
\mathbf{V}_{1} \pm i \mathbf{V}_{2} \tag{A17}
\end{equation*}
$$

is also an eigenvector. This combined vector is transformed also according to the 2D IR $E$ of Table 2.

Now we shall find the symmetry-adapted 2D voltage wave vectors of our magnetized structure with magnetic symmetry $\mathbf{C}_{4}$. Using the projection operator (A9) of Appendix B
for the 1D representation $B_{1}$ of group $\mathbf{C}_{4}$ and choosing $\mathbf{V}_{1}$ of (A15) as an arbitrary vector $\mathbf{V}$, we obtain:

$$
\begin{equation*}
\sum_{u_{i}} B_{1}\left(u_{i}\right) u_{i} \mathbf{V}_{1}=\mathbf{V}_{1}+\mathbf{V}_{1}+i \mathbf{V}_{2}+i \mathbf{V}_{2}=2\left(\mathbf{V}_{1}+i \mathbf{V}_{2}\right) \tag{A18}
\end{equation*}
$$

In Equation (A18), $u_{1}=e, u_{2}=C_{2}, u_{3}=C_{4}, u_{4}=C_{4}^{-1}$. This equation can be explained as follows. The operator $e$ preserves the vector $\mathbf{V}_{1}$ and $B_{1}(e)=1$, so that the first term of the sum is $B_{1}(e) e \mathbf{V}_{1}=\mathbf{V}_{1}$. The operator $C_{2}$ changes the sign of $\mathbf{V}_{1}$, i.e., $C_{2} \mathbf{V}_{1}=-\mathbf{V}_{1}$. With $B_{1}\left(C_{2}\right)=-1$, the second term becomes $B_{1}\left(C_{2}\right) C_{2} \mathbf{V}_{1}=\mathbf{V}_{1}$. The operator $C_{4}$ transforms the vector $\mathbf{V}_{1}$ into $\mathbf{V}_{2}$ and $B_{1}\left(C_{4}\right)=i$. As a result, we obtain the third term $B_{1}\left(C_{4}\right) C_{4} \mathbf{V}_{1}=i \mathbf{V}_{2}$. The last term of the sum is $B_{1}\left(C_{4}^{-1}\right) C_{4}^{-1} \mathbf{V}_{1}=i \mathbf{V}_{2}$.

Analogously, for the representation $B_{2}$, we can write:

$$
\begin{equation*}
\sum_{u_{i}} B_{2}\left(u_{i}\right) u_{i} \mathbf{V}_{1}=\mathbf{V}_{1}+\mathbf{V}_{1}-i \mathbf{V}_{2}-i \mathbf{V}_{2}=2\left(\mathbf{V}_{1}-i \mathbf{V}_{2}\right) . \tag{A19}
\end{equation*}
$$

After normalization, vectors (A18) and (A19) take the following form:

$$
\begin{equation*}
\mathbf{V}_{-1}=\frac{1}{\sqrt{2}}\binom{1}{i}, \quad \mathbf{V}_{+1}=\frac{1}{\sqrt{2}}\binom{1}{-i} . \tag{A20}
\end{equation*}
$$

The vectors in (A20) describe two circularly polarized modes in the polar representation (rotating basis). They are also eigenvectors of the non-magnetized structure. However, unlike the non-magnetized array with symmetry $C_{4 v}$, vectors $\mathbf{V}_{-1}$ and $\mathbf{V}_{+1}$ are not degenerate because they belong to different 1D representations of $\mathbf{C}_{4}$.

## Appendix E. Example of Degeneracy Due to Case (C) of (A8), Group $C_{4 v}\left(C_{2 v}\right)$

Now we apply it to an object with another magnetic symmetry. In the microwave region, a square metal waveguide filled with ferrite and magnetized by a quadrupole DC magnetic field (Figure A1), as presented in [40]. Here, we discuss this structure from the point of view of the magnetic group theory and Herring rule.

In the nonmagnetic case with symmetry $C_{4 v}$, the two-component eigenvectors $V_{1}$ and $V_{2}$ of the incident wave in port 1 and port 2 are given by (A15).


Figure A1. Cross-section of square metal waveguide with ferrite. Magnetization by a quadrupole DC magnetic field $\mathbf{B}_{0}, \mathbf{N}$, and $\mathbf{S}$ are the poles of the magnet system. $\sigma_{x}$ and $\sigma_{y}$ are planes of symmetry, $\mathcal{T} \sigma_{x y}$ and $\mathcal{T} \sigma_{x(-y)}$ are antiplanes of symmetry.

In the magnetic case with the quadrupole field $\mathbf{B}_{0}$, the magnetic group of the third category is $C_{4 v}\left(C_{2 v}\right)=\left\{e, C_{2}, \sigma_{x}, \sigma_{y}, \mathcal{T} C_{4}, \mathcal{T} C_{4}^{-1}, \mathcal{T} \sigma_{x y}, \mathcal{T} \sigma_{x(-y)}\right\}$. The degeneracy of $C_{4 v}$ in $C_{2 v}$ is presented in Table A3. The ICRs $\Gamma_{B_{1}}$ and $\Gamma_{B_{2}}$ of this group are given in Table A4. It is case (c) of (A8). The ICRs $\Gamma_{B_{1}}$ and $\Gamma_{B_{2}}$ are equivalent because they can be transformed one into another by a unitary matrix.

Considering $C_{2 v}$ as an independent group of the first category, we see from Table A5 that no degeneracy is predicted by this group because all of its representations are 1D. The symmetry $C_{2 v}$ describes, for example, the rectangular waveguide. The polarization degeneracy in the rectangular waveguide is impossible. Summarizing, the square waveguide
with isotropic medium with the symmetry $C_{4 v}$ has the polarization degeneracy described by vectors (A15), and the rectangular waveguide with the symmetry $C_{2 v}$ does not have such a degeneracy, but the magnetic square waveguide with the symmetry $C_{4 v}\left(C_{2 v}\right)$ has a degeneracy again. However, the latter degeneracy differs from that of the isotropic square waveguide.

Table A4. Irreducible corepresentations $\Gamma_{B_{1}}$ and $\Gamma_{B_{2}}$ of group $C_{4 v}\left(C_{2 v}\right), s=\exp (i \theta)$.
$\left.\begin{array}{cccccccc}\hline C_{4 v}\left(C_{2 v}\right) & e & C_{2} & \begin{array}{c}\sigma_{x} \\ (y=0)\end{array} & \begin{array}{c}\sigma_{y} \\ (x=0)\end{array} & \mathcal{T} C_{4} & \mathcal{T} C_{4}^{-1} & \mathcal{T} \sigma_{x y}\end{array} ⿻ \mathcal{T} \sigma_{x(-y)}\right)$

Table A5. Irreducible representations of group $C_{2 v}$.

| $C_{2 v}$ | $e$ | $C_{2}$ | $\sigma_{x}$ | $\sigma_{y}$ |
| :---: | :---: | :---: | ---: | ---: |
| $A_{1}$ | 1 | 1 | 1 | 1 |
| $A_{2}$ | 1 | 1 | -1 | -1 |
| $B_{1}$ | 1 | -1 | 1 | -1 |
| $B_{2}$ | 1 | -1 | -1 | 1 |

It is easy to show that the vectors (A15) in the symmetry $C_{4 v}\left(C_{2 v}\right)$ are not degenerate in the usual sense as it was in the case of the nonmagnetic square waveguide. The antiunitary operators of Table A4 change the sign of the wave vector $\beta$ (see Table 1). Under these operators, the vector $\mathbf{V}_{1}$ is transformed into the vector $\mathbf{V}_{2}$ and vice versa. It means that these two vectors are degenerate if we consider wave $\mathbf{V}_{1}$ propagating in one direction in the waveguide and wave $\mathbf{V}_{2}$ propagating in the opposite direction. A two-component vector is transformed in accordance with 2D IRCs $\Gamma_{B_{1}}$ and $\Gamma_{B_{2}}$ of Table A4. The overall parameter $s=\exp (i \theta)$ in the antiunitary operators defines a possible phase shift between the forward and backward waves, i.e., a nonreciprocal phase shift. In our 2D description, this parameter is not defined. If we include into consideration the third coordinate, and there exists the two-fold rotation symmetry with the axis $C_{2(x y)}$, it gives $C_{2(x y)} \beta=-\boldsymbol{\beta}$, and vectors $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$ are interchanged under this operator, i.e., it corresponds to degeneracy and the parameter $s=\exp (i \theta)$ can be equal to 1 . Thus, one can see that this case with $\beta \perp \mathbf{B}_{0}$ is quite different from the one discussed in the main part of the paper case with $\beta \| \mathbf{B}_{0}$.
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