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Abstract

:

This study proposes an innovative model that determines the importance of selected factors of a univariate problem. The proposed model has been developed based on the example of determining the impact of non-medical factors on the quality of inpatient treatment, but it is generally applicable to any process of binary classification. In addition, an ensemble stacking model that involves the asymmetric use of two different well-known algorithms is proposed to determine the importance of individual factors. This model is constructed so that the standard logistic regression is first applied as mandatory. Further, the classification algorithms are implemented if the defined conditions are met. Finally, feature selection algorithms, which belong to the optimization group of algorithms, are applied as a combinatorial algorithm. The proposed model is verified through a case study conducted using real data obtained from health institutions in the region connected to the city of Nis, Republic of Serbia. The obtained results show that the proposed model can achieve better results than each of the methods included in it and surpasses several state-of-the-art ensemble algorithms in the field of machine learning. The proposed solution has been implemented in the form of a modern mobile application.
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1. Introduction


The World Health Organization (WHO) has adopted a program, Health21, as a general health policy framework for the WHO European region in the 21st century [1,2]. To this end, since 2012, the Republic of Serbia has adopted this type of plan [3] as a strategic and operational document of the National Health Insurance Fund. The aforementioned program is the ground plan for the implementation of healthcare networking in the Republic of Serbia, and it has been determined based on the following factors (listed in the Law on Health Care of the Republic of Serbia [4]): plan development, health, population, number and age structure of the population, the number of existing institutions, capacity and distribution of health institutions, range of urbanization, and development and transport connectivity of individual areas for equal access to healthcare. This plan should be implemented in all levels of healthcare, starting from general practitioners (GPs) or GP surgeries through to specialized clinical centers. In addition to this ground plan, the Government of the Republic of Serbia adopted an action plan for the prevention, treatment, and control of cardiovascular diseases on the national level in the Republic of Serbia, valid until 2020 [5]. This was considered necessary since the share of cardiovascular diseases is dominant in Serbia [5], as well as in the EU [2]. Therefore, the crucial task is to select the most important factors that have an impact on the successful inpatient treatment of cardiovascular patients at each level of expertise, including those that belong to the group of so-called non-medical factors [6,7,8]. Various authors deal with the successful organization of treatment in different ways, beginning from considering the influence of factors of different natures in different types of diseases [9,10,11], sociological determinants [12], and the impact of political, economic, environmental, and other external influences [13], both non-medical and medical factors [14].



The considered topic, dealing with the influence of observed factors on hospital treatment, belongs to the group of so-called binary classification problems, which have two classes of outcomes: successful and unsuccessful. According to the related literature [15,16], such a type of problem can be solved using the predictive methods of classical logistic regression, as well as the classification methodology based on supervised machine learning (ML). Although statistics is the foundation of ML, not all ML methods have been derived from statistics. The main difference between them is their purpose. Namely, ML algorithms are designed to make as many accurate predictions as possible. Statistical models have been designed for inference about the relationships between variables, but none of them are prioritized, as the selection of a particular method depends on the desired outcomes. Considering the concrete binary classification problem discussed in this manuscript, there is still an open question of which of the two methodologies is better to apply in a particular case, regression or classification [17]. Classical statistical methods can often provide inaccurate results in manual hypothesis testing, which makes them impractical and even invalid when operating with large numbers of variables, where the user specifies variables, functional form, and type of interaction, which may influence the resulting models. Moreover, these methods involve various assumptions, such as assumptions on linearity and probability distribution. In contrast, data mining and ML are independent of the number of observed factors, data size, and probability distribution. Also, using ML, feature selection algorithms can be employed for optimization in classification tasks, which provides a possibility to classify the outcome for new samples and, thus, make an accurate prediction.



In recent years, in both machine and statistical learning fields, good results have been achieved by using ensemble methods that can leverage good characteristics of both types of the aforementioned methods while mitigating their shortcomings and limitations [18,19]. Among the ensemble methods, the best results have been achieved through the application of stacking group methods, which use the aggregation of different algorithms to obtain better predictive models than could be obtained from any of the algorithms individually and are superior to most known methods [20,21]. Due to all the above and considering the fact that the application of ML-based algorithms has been imperative in the 21st century, especially in the field of healthcare [22], this study proposes an asymmetric-based procedure that uses a stacking ensemble method to develop an appropriate model of optimization for solving the considered problem. The proposed ensemble model uses the logistic regression model as obligatory. If defined as necessary, the conditions of its fitting are fulfilled, and it uses different methods from the classification group of supervised ML to make one reduction in the dimensions of the problem. This is achieved by using one of the feature selection algorithms for the combiner algorithm. The application of such methods in all areas of human activity, and especially in healthcare, is gaining importance due to numerous advantages, including accurate forecasting, a constant model, precise results, and error reduction.



The main motivation for this study lies in the fact that the most widely used logistic regression methods for solving the prediction and binary classification problem face a quality problem in the case of poor fit of the model result and actual data, as well as in the fact that previously proposed solutions to this problem require using other methodologies to achieve a good prediction result. Among these methodologies, the most common are feature selection and ensemble algorithms. To this end, the proposed model is a stacking ensemble that uses logistic regression and feature selection algorithms.



It is known that each prediction depends not only on the selected methodology but also on the selected dataset and types of input variables (categorical, numerical, or both types), the prevalence of some classes, and the software used [23]. Because of this, the authors considered the possibility of using one type of stacking ensemble of ML generic procedure as expedient because it is applicable and suitable for different classes of predictor types and prevalence and, thus, could be a possible solution to various problems. Using this approach, the authors design a model that uses both of the two mentioned methodologies to exploit their advantages and eliminate their limitations. In the process of evaluation of the proposed method using a concrete case study, 10 cross-validations are used, as well as software from known manufacturers.



The authors put forward a basic logical hypothesis that, for each process that depends on several factors, there must be a difference between the relative impacts of factors on the outcome variable. This indisputable fact must be considered in the determination of the relative importance of individual factors for the successful treatment of patients. In the problem in this study, it is expected that among various non-medical factors for successful inpatient treatment that can be often found in the literature [12,13], inevitably, the most important should be the level of expertise of an institution and the number of days of the applied treatment, which are included in the conducted case study. In addition, the fundamental hypothesis of this research is the possibility of aggregating several algorithms of different types to construct an ensemble procedure that has better characteristics than each of the included algorithms individually and, with respect to each other, are well-known ensembles (e.g., random forest, Adaboost, and XGboost), which are state-of-the-art techniques in the ML field.



The main contributions of this research can be summarized as follows:




	○

	
An innovative generic optimization procedure with very good values of classification quality measures that can be used to solve both classic prediction problems and in discriminative classification, which essentially determine the importance of individual factors in a multivariate problem in the general case, is proposed.




	○

	
The proposed algorithm belongs to the class of generic algorithms, which practically allows its application to a wide range of problems. In general, generic modeling could represent the development of the concept of a model library.




	○

	
A modern multi-agent application for solving a specific problem is developed by assessing the influence of certain factors on the success of hospital treatment. The developed application is available to the public for use and further development. Also, this application can be used to solve other similar problems in the field of healthcare but also in other fields of human activity.









The rest of this paper is organized as follows. Section 1 presents the introductory considerations. Section 2 gives the background review, including the state-of-the-art methodologies used to solve the mentioned problem, namely logistic regression and classification and feature selection. Section 3 describes the materials and data used for training and testing in the case study and introduces the proposed ensemble algorithm. Section 4 presents the case study and discusses the obtained results. Section 5 presents technical solutions and the practical implementation of the proposed method. Finally, Section 6 concludes this study.




2. Background Review


This section provides a literature review of the state-of-the-art methods in the field of determining the effects of selected factors on inpatient treatment success. The authors provide a review of recent studies on the problem of binary classification, which is the research subject of this study. In the literature [24], descriptive statistics, regression, data mining and machine learning, and ensemble models of the newest multi-objective strategies can be used for solving this problem. A summary of the review is presented in Table 1 after a short description.



This study uses state-of-the-art methods in the field of application of ML classification algorithms to solve the considered problem. Moreover, two common subgroups of ML-based methods are combined to develop an ensemble model, namely classification algorithms and feature selection algorithms.



Bearing in mind that the main aim of this study is to present contributions in terms of proposing one innovative generic ensemble methodology of ML that is estimated to solve the problem of determining the importance of selected non-medical factors for inpatient treatment and the fact that the inclusion of the other factors are independent of their number and nature and does not change the validity of the proposed procedure, the authors list all non-medical factors that could be found in the literature and study their different combinations for different types of patient treatment, focusing on the state-of-the-art methods in the field of binary classification.



2.1. Literature Review of Different Methodologies That Deal with Patient Treatment


In the related literature, different applications of regression analysis have been reported, such as the application of linear and logistic regression to the determination of factors that influence treatments of diseases and conditions to improve patient care and clinical practice [25] and the analysis of nine probable risk factors for coronary heart disease using a multiple logistic model [26]. The application of various data mining techniques has also been presented in the literature, for instance, the analysis of different factors that can affect costs, revenues, and operational efficiency of patient care [27], determination of the factor that enables the assessment of the effectiveness of treatment [28], and finding the factors that reduce the cost of providing healthcare [29]. The ML-based methods can also be found in uses like determining the factors that affect the success of treatment in various areas of healthcare, such as cancer, epileptic seizures, diabetic retinopathy, gastrointestinal disease, and brain strokes [30], and usage of the increasing amount of health data provided by the Internet of Things about the factors that can improve patient outcomes [31]. It is also possible to find references that deal with the estimation of the successfulness of the treatment of heart diseases [32,33] as well as with other types of diseases [9,10,11], and the impact of social, political, and economic factors [12,13,14,34]. These methodologies could be found in health information exchange-based risk surveillance systems of patients, for instance, in the case of the state Maine [35], and in quality control of the application of complex mixtures of treatment, including herbal medicines, as presented in [36]. Using ML in the estimation of the successfulness of inpatient treatment was the research topic in [37], as well as in one very extensive collection of articles in a Special Issue of the journal Algorithms [38]. Particularly interesting is a review in [39] that analyzed the application of ensemble methods in classification and applications of recent regression-developed methods. To the best of the authors’ knowledge, there have been no studies on determining the influence on inpatient treatment at the medical institution level and the length of patients’ treatment with several other non-medical parameters, including the education level of a patient, location, place of residence of a patient, and a patient’s gender and age, affecting the treatment quality of patients with cardiovascular disease and defining the treatment outcome. There are several taxonomies of measures [40] used to assess the treatment quality of healthcare institutions in an organizational sense. The most commonly used model is the Donabedian model [41]. In practice, it is important to know that the patient treatment quality has several different factors, and the taxonomy of medical, social, and economic factors could be found in the related literature. One critical, systematic review of the existing literature on the application of classification modeling methods related to the general medical application was conducted by Khan et al. in [42]. The application of classification modeling methods related to the prediction of the length of hospital stay was considered by Zikos et al. [43], as well as in Zikos’s doctoral thesis [44]. Samaneh Sheikh-Nia solved the same problem using standard and ensemble-based classification techniques. As mentioned in Section 2.1, many studies on the application of classification methods in determining the influence of different types of factors, from medical and social to economic, including both classification and prediction, could be found in the literature [45]. These methods were used in the diagnosis and prediction of the development of various diseases, such as breast cancer [46], HIV [47], and COVID-19 [48], but the authors have not found any application similar to the proposed generic methodology.



At the end of this literature review, we must refer to the corresponding literature about new soft computing strategies and the research tendencies of generally solving multi-objective optimization problems (MOAs) using multi-objective evolutionary algorithms (MOEAs), and another research tendency connected with deep learning are convolution neural networks (CNNs) [49]. Both of them are able to optimize and simplify the problem of binary classification, which is the research subject of this paper.



For instance, in [49], an intelligent system based on the composition of the two CNNs for the automatic extraction and identification of brain tumors from 2D CE MRI images was designed. Reference [50] proposed an improved two-archive many-objective ABC algorithm, while reference [51] considered an innovative game utility function to balance convergence and diversity and thus promote the genetic selection of parents for inheritance so that the population can rapidly approach the true Pareto front in one MOEA algorithm. A discrete Jaya MOEA algorithm to address the flexible job shop scheduling problem considering the minimization of makespan, total workload of machines, and workload of critical machines as performance measures for solving MOAs is also given in [51]. The MOEA algorithms have been applied to the prediction of treatment of cancer to minimize the objectives of cancerous cell density and the approved drug amount to optimize the medical remedy of a tumor; this type of solution was proposed in [53]. In [54], a multi-objective model based on the genetic algorithm (GA) was applied to evaluate site suitability for new clinics in some urban areas of Tehran. Reference [55] studied the admission process of patients on anti-COVID-19 treatment, considering two main criteria: the admission time and the readiness of the hospital accepting the patients. In [56], the authors considered a multi-objective integrated planning and scheduling model for operating rooms under uncertainty. In [57], a review of the applications of the genetic algorithm in the fields of disease screening, diagnosis, treatment planning, pharmacovigilance, prognosis, and healthcare management was provided.



In paper [58], we can find that the meta-heuristic methods, such as MOEAs, have usually been used as a search strategy in feature selection wrapper methods since they allow minimizing the cardinality of the attribute subset and simultaneously maximizing the predictive capacity of the model for regression and classification purposes. In solving high-dimensional problems, performing the wrapper-type feature selection commonly requires excessive time for computation and has a high computational cost. To address these limitations, a multi-surrogate methodology has been used to assist MOEAs for the feature selection purpose.



Because of the fact that the proposed ensemble algorithm in this paper is based on filter feature selection and addresses a simpler univariate problem in binary classification, the authors decided to adopt a stacking ensemble methodology for solving the considered problem. The authors left the usage meta-heuristic strategy and MOEAs, from this group, for future work. In addition, since the CNN models have been designed for image data and could be the most efficient and flexible models for image classification problems in deep learning, they could also be considered in future work for application in such types of problems.



The methods used in the proposed solution have been selected on the basis that they have been reported as the best-performing algorithms in the field of binary classification. In future work, the authors could also consider using other methods and implementing them in the proposed strategy.




2.2. State of the Art


In addition to the known and widely applied conventional statistic regression methodology in prediction modeling, ML is the current trend. ML relies on statistical analysis and artificial intelligence to learn concepts, including models and rules, based on the induction of logical rules that can be understood by humans. This learning process involves dividing a dataset used for learning into a learning set and a test set, where the test set is used to verify the validity of the learned knowledge. Predictive accuracy is the primary measure of the correctness of the learned knowledge, representing the percentage of success in classifying new rules using the learned rules. The goal of prediction is to create a model that can draw conclusions about a unique aspect of a dependent variable based on a combination of independent variables. The selection of variables from the available dataset affects the precision and accuracy of the generated prediction models. Therefore, in the data preprocessing phase, various techniques are used to select relevant variables and assess their importance for the predictor’s output, as well as filter feature selection methods, which are employed in the proposed prediction model to reduce the number of input variables and, thus, reduce the cost and improve the prediction characteristics of the model. In classification problems, sensitivity quantifies the avoidance of false negatives, while specificity does the same for false positives. The compromise between these measures, which is otherwise difficult to achieve, is shown by the so-called receiver operating characteristic curve.



In this case study, logistic regression is selected from the conventional statistic group of methods and used as a basic method. The basic measures of goodness of fit of the proposed model with the considered data are generated using the Hosmer and Lemeshow test. In the case that this test returns unsatisfactory results, the relevant literature [59,60,61] suggests using the classification test that exists in supervised ML-based classification as a so-called function method. This method can be implemented in classification discrimination using classification and feature selection algorithms and, after that, evaluated with the most important classification measures, such as area under the curve (AUC) and accuracy.



2.2.1. ML-Based Classification Method


Classification is a widely studied topic in ML-based systems, and it has been used to help domain experts identify knowledge from large datasets. Classification algorithms are predictive methods that use supervised ML. These methods group labeled instances into at least two classes (attributes) of objects and predict the value of a required categorical type of class (attribute) based on the values of the other predictive attributes. The classification algorithm analyzes the attribute values and discovers relationships between them to achieve accurate prediction results. Common classification algorithms include regression-based methods (e.g., linear regression, isotonic regression, and logistic regression), decision trees (e.g., J48, ID3, random forest, and C4.5), Bayesian classifiers (e.g., naive Bayes, Bayesian logistic regression, and Bayesian network), artificial neural networks (single-layer perceptron, multi-layer perceptron, and support vector machine), and classifiers based on association rules (e.g., PART, JRip, and M5Rules) [62]. The main goal of ML related to data is to select an appropriate classification algorithm for a specific application. In this study, a classifier that classifies results into two classes, positive and negative, is used. The possible prediction results are presented in the form of a confusion matrix, presented in Table 2.



Table 1 shows that the total sum of positive and negative cases is equal to the number of members in the set being classified, denoted by N, which can be calculated as N = TP + FN + FP + TN. Common quality evaluation metrics for a two-class classifier, including accuracy, precision, recall, and F1 measure, are used in this study, and they are, respectively, calculated using Equations (1)–(4).


                                  A c c u r a c y =   T P + T N     /   N                          



(1)






                                  P r e c i s i o n = T P   /     T P + F P                  



(2)






                                  R e c a l l = T P   /     T P + F N                        



(3)






                                  F 1   m e a s u r e = 2 ⋅   P r e c i s i o n ⋅ R e c a l l   P r e c i s i o n + R e c a l l                              



(4)







Also, the receiver operating characteristic (ROC) curve, which has been commonly used to evaluate the performance of classifiers in predicting outcomes, is used in this study. In the ROC diagram, the false positive rate is presented on the x-axis, and the true positive rate is given on the y-axis. It should be noted that certain points on the ROC curve have specific meanings [63,64]; for instance, a point (0, 1) represents a perfect prediction, a point (1, 1) indicates that a classifier labels everything as positive, and a point (1, 0) shows that a classifier labels everything incorrectly. The area under the ROC curve (AUC) is a measure of the diagnostic accuracy of a classifier model, and generally, the AUC values greater than 70% indicate a good classification performance.



According to the previous work [65], for naive Bayes or neural network classifiers, the ROC output is a probability or score, whereas for a discrete classifier, only a single point is generated, which represents the degree to which an instance belongs to a certain class. In practice, classification is an ML and data mining task that involves separating instances in a dataset into predetermined classes based on the input variable values [66].



To realize this task, the classification procedure involves several steps: selecting classifiers to apply the classification algorithm, selecting a class attribute (output variable), splitting the dataset into training and test sets, training the classifier on the training set where the class attribute values are known, and testing the classifier on the test set where the class attribute values are unknown. In the testing phase, the classifier classifies the test samples based on the predetermined class attribute classes. If the classifier makes a high percentage of errors on the test dataset, it can be concluded that an efficient and unstable model has been created. In such a case, it is necessary to improve the trained model by modifying the applied classification process. Previous research has shown that the most commonly used classifiers include Bayes networks, decision trees, neural networks, and others [67].



This study proposes a classification model that combines the aforementioned classification algorithms, so a brief description of each of them is given in the following.



Naive Bayes



The Bayes classifier, unlike Bayes networks [68], produces a prediction model that is strongly independent of assumptions and provides a straightforward and easy-to-understand approach for displaying, using, and inducing probabilistic knowledge [69]. The main benefits of a naive Bayes model include its simplicity, efficiency, ease of interpretation, and suitability for small datasets.



Decisions trees



Decision trees [70] divide data into nodes and leaves until the entire dataset is analyzed. The ID3 [71] and C4.5 [72] algorithms are the most commonly used decision tree algorithms. The advantages of decision tree classifiers include their simplicity, the ability to work with numerical and categorical variables, fast classification of new samples, and flexibility.



LogitBoost



The LogitBoost [73] algorithm has been widely applied in practice because it represents an ensemble boosting algorithm and can accurately measure values important for classification functions. It is based on the principle that finding multiple simple rules can be more efficient than finding a single complex and precise rule. This algorithm represents a general method for improving the accuracy of ML-based algorithms.



Logistic regression



Calibration is the process of adjusting the result of a classification algorithm’s posterior probabilities to match the true prior probability distribution of the target classes. Many authors suggest calibrating ML or statistical models to predict the probability that the outcome is one for every given data row [74,75]. Calibration is used to transform classifier scores into class membership probabilities in the classification process. Univariate calibration methods, such as logistic regression, transform classifier scores into class membership probabilities in the two-class case. Logistic regression [76] is a statistical technique that analyzes a dataset where one or more independent variables determine an outcome measured with a dichotomous variable that only contains data coded as one or zero. It requires neither a linear relationship between the dependent and independent variables nor independent variables to be normally distributed. It is based on the theoretical assumptions given in Equations (5)–(9).



Logistic regression methodology aims to identify the most suitable model that can describe the relationship between a dichotomous characteristic of interest (dependent variable or outcome variable) and a set of independent variables (predictor or explanatory variables). The logistic regression algorithm generates coefficients (with their standard errors and significance levels) that can be used to define a formula for predicting the logit transformation of the probability of the presence of the characteristic of interest, which is expressed as follows:


  l o g i t ( p ) =   b   0   +   b   1     X   1   +   b   2     X   2   + … +   b   k     X   k    



(5)




where p is the probability of the presence of the characteristic of interest;     b   0    ,     b   1    ,     b   2    , …,     b   k     are the coefficients of the regression equation;     X   1    ,     X   2    , …,     X   k    , denote independent variables.



The logit transformation is defined as the logged odds as follows:


  o d d s =   p   1 − p   =   p r o b a b i l i t y   o f   c h a r a c t e r i s t i c s ’   p r e s e n c e     p r o b a b i l i t y   o f   c h a r a c t e r i s t i c s ’   a b s e n c e    



(6)






  l o g i t ( p ) = l n (   p   1 − p   )  



(7)







Taking the exponential of both sides of Equations (5) and (7) yields the following:


  o d d s =   p   1 − p   =   e     b   0     ⋅     e     b   1     X   1     ⋅     e     b   2     X   2     … ⋅   ⋅     e     b   k     X   k      



(8)




when a variable     X   i     increases by one unit, whereas all other parameters remain constant, the odds will increase by a factor of     e     b   i      , which is calculated by the following:


    e     b   i   ( 1 +   X   i   )   −     e     b   i     X   i     =   e     b   i     X   i     =   e     b   i   ( 1 +   X   i   ) −     b   i    ⁡    X   i       =   e     b   i   +   b   i     X   i   −     b   i    ⁡    X   i       =   e     b   i      



(9)







This factor     e     b   i       represents the odds ratio (OR) for an independent variable     X   i    , and it defines a relative amount by which the odds of the outcome increase (OR greater than one) or decrease (OR less than one) when the value of the independent variable is increased by one unit.



Statistical programs, such as IBM SPSS v19 [77], offer various methods for performing logistic regression.



The authors have used the Enter method for their proposed model as the default method in the SPSS package.




2.2.2. ML-Based Feature Selection Techniques


Many classification methods are highly sensitive to data dimensionality and the ratio of instances to features. However, even less sensitive methods can benefit from data dimensionality reduction. Attribute ranking evaluates each attribute independently of others but does not consider dependencies between attributes. In contrast, subset selection searches for a set of attributes that together provide the best result. Feature selection methods can be realized using three groups of methods [78]:




	
Filtering methods, of which the most known are Infogain and Gainratio;



	
Wrapping methods, of which the most representative ones are BestFirst and LinearForwardSelection;



	
Embedding methods that include different types of decision tree algorithms, such as J48 and PART.








In their proposed model, a filter–ranker evaluation approach is adopted.



Filter–ranker methods



To reduce the number of attributes in the model and determine an optimal subset of attributes that provide the best possible predictive performance, this study adopts a filter–ranker evaluation approach. This approach ranks the attributes based on their importance, helping to identify the most relevant attributes for a particular model. By using this approach, a smaller set of attributes with strong predictive characteristics can be selected. The Weka software [79] is used to reduce the volume of information by applying various algorithms and techniques. This reduction in the amount of information can potentially include the suggested filter–ranker evaluation approach. In ML, a large number of attributes can make it challenging to apply techniques such as regression or classification to the collected data. Therefore, feature selection, as a data modeling technique, is used in this study to solve the problem of irrelevant and redundant attributes. This approach involves evaluating different attributes using various measures, such as ChiSquare, Relief, and GainRatio, to rank them in terms of relevance. Different measures [80] are used in the proposed model through appropriate classifiers, and they are briefly described in the following.



GainRatio



Entropy is a measure of the disorder or uncertainty in a system, and it has often been used in information theory as a measure of the amount of information contained in a message or a dataset. In the context of decision trees and attribute selection, entropy is used as a measure of the impurity of a set of examples. The goal is to select the attribute that leads to the greatest reduction in entropy, which in turn leads to a more homogeneous subset of examples. The entropy of Y is calculated as follows:


  H ( Y ) = −   ∑  y ⊂ Y    p ( y ) ·   l o g     2      ( p ( y ) )    



(10)







Because entropy is used as a measure of impurity in a training set S, it is possible to create a measure that reflects the amount of additional information about an attribute provided by the class, which indicates the extent to which the entropy of the attribute decreases [81].



InfoGain is a measure that evaluates the worth of an attribute by calculating the amount of information obtained about the class when the attribute is known. It is defined as the difference between the entropy of the class before and after splitting on the attribute, which can be expressed by the following:


  I n f o G a i n   C l a s s , A t t r i b u t e   = H   C l a s s   − H   C l a s s | A t t r i b u t e    



(11)




where symbol H denotes the information entropy, which is calculated using Equation (6).



The GainRatio [82] represents a modified version of InfoGain, which is a non-symmetric measure designed to address the bias of InfoGain. The calculation formula of GainRatio [83] is obtained using Equations (10) and (11) as follows:


  G a i n R a t i o =   I n f o G a i n     H   C l a s s      



(12)







Equation (11) shows that when an attribute “Attribute” needs to be predicted, the InfoGain is normalized by dividing it by the entropy of “Class”, and vice versa. This normalization ensures that the GainRatio values, obtained through Equation (12), always fall within a range of [0, 1]. If the GainRatio is equal to one, the knowledge of “Class” completely predicts “Attribute”, and if the GainRatio is equal to zero, there is no relationship between “Attribute” and “Class”.



ChiSquaredAttributeEval



ChiSquaredAttributeEval is a measure based on the chi-square test used to test the independence of two events for given data of two variables. For the observed value O and the expected value E, the chi-square measure [84] shows the deviation between these two values, and it is defined by the following:


    χ   c   2   =   ∑  i      (   O   i   −   E   i     )   2       E   i          



(13)




where c is degrees of freedom,     O   i     is observed value, and     E   i     is expected value; the number of degrees of freedom refers to the total number of observations reduced for the number of independent constraints that are imposed with the observations, and it can be defined as a total number of observations minus the number of independent constraints imposed on the observations.



Relief



Relief is a measure used for attribute estimation [85,86,87], which estimates the attribute value by repeatedly sampling the instances and considering the value of the obtained attributes from the nearest instances of the same or different class. This measure assigns a weighted score to each attribute based on its ability to discriminate between classes and then selects the attributes whose weights exceed a user-defined threshold as matching attributes.






3. Materials and Methods


As mentioned in Section 1, due to the fast and significant development of advanced computer-based solutions for different impact predictions and factors and their effect on inpatient treatment quality, the mortality of cardio patients in particular caused by inadequate healthcare has been a hot research topic in the information field since the beginning of the 21st century. Application of ML and especially ensemble methods to the prediction, including technical implementation of obtained solutions in the form of mobile software tools, is one of the current trends in the field of data prediction. However, as mentioned in Section 2, there have still been fewer studies on ensemble methods that combine ML-based methods, especially in the field of healthcare, that deal with non-medical factors. Therefore, additional research on aggregated methods is needed, which is the main motivation of this study.



This study introduces an efficient ensemble stacking ML procedure for the prediction of the impact of selected non-medical factors on inpatient treatment quality. The proposed model is trained and tested through a case study that uses the data obtained from the Institute of Public Health in Nis, which were acquired in the region connected with the city of Nis, including the Toplica area, Republic of Serbia. The collected raw data were first classified into two classes, those with a positive outcome of a patient’s treatment and those with a negative outcome of a patient’s treatment. This was also performed with the normalized data.



For the SPSS v19 and Weka v3.6 data analysis carried out in the case study, the authors used a PC with an Intel i7-9700kf processor, 32GB RAM memory, and a 64-bit Windows 11 pro operating system.



For the development of the proposed application described in Section 5, the authors used the development environment PyCharm community edition pc-223.8836.43 for Python 3.9 with libraries jupyterlab, python-weka-wrapper3, and python-javabridge.



3.1. Materials


The materials used in this paper are the dataset used for training and testing, which was generated in the performed case study that the authors considered when solving the given problem and for checking the stated main hypothesis of this paper.



Data Acquired during the period 2006 to 2009 by the Institute of Public Health in Nis


Aiming to evaluate the individual impacts of social and health factors affecting the patient treatment quality, this study considers several parameters, including education level (high level is one group, while all other levels of education belong to a second group), medical institution level (e.g., clinical centers have a higher level while all other medical institutions have a lower level), place of residence (high level of housing is in an urban environment, i.e., city of Nis), gender (implies a high level for female), age of patients (older than 50 is notated as a high level), and the length of patient treatment (treatment longer than 15 days is noted as a high level). These parameters affect the treatment quality of patients with cardiovascular disease and define the treatment outcome, which can be positive or negative.



The case study was conducted using data acquired during the period from 2006 to 2009 by the Institute of Public Health in Nis and dispensary medical institutions, including the Clinical Center of Nis, Institute for Prevention and Rehabilitation of Niska Banja, Military Hospital Nis, and Special Hospital of Soko Banja, as well as districts (Ozren and Toplica) that included Medical Center of Prokuplje and the Health Center of Kursumlija.



Data analysis was performed using an innovative ensemble ML-based generic procedure that combines two techniques, namely conventional logistic regression analysis and classification performed using common application classification and the feature selection algorithms.



The selected feature selection algorithms are based on the filter group ranked model and select a ranked sub-set of attributes according to the prediction accuracy estimation given by the selected classifier.



All of these data are shown in Table 3.



In Table 3, the meaning of the listed factors is as follows:




	
Education has the value of one for a high education level of patients;



	
HospitalType has a value of one for treatment at the Clinical Center—Nis and a value of zero for all other hospitals;



	
Gender has a value of one for female patients and a value of zero for male patients;



	
Age is the patients’ age in years—older than 50 is notated as a high level;



	
DaysofTreatment is the number of days of a patient’s hospital stay—longer than 15 days is noted as a high level;



	
UrbanHousing has the value 1 for patients living in the city;



	
Outcome has a value of “true” for a positive outcome of a patient’s treatment, but a value of “false” for a negative outcome of a patient’s treatment.










3.2. Methods


As we mentioned in the introduction of Section 3, the application of ensemble ML methods in the prediction of different functions that solve different problems in different fields of human life, including their technical implementation in the form of useful software application, is a current trend, although the use of logistic regression in data prediction and classification and consequently for the considered problem in this paper is still the dominant methodology. Namely, when using logistic regression in prediction and classification, the problem of a poor fit of the model and data can often occur, which is usually determined using the Hosmer–Lemeshow test, so if its value is less than 0.05, the question of the quality of the prediction arises. An important question in that case is can a quality prediction be improved with the help of some other methodologies? We can find in the literature [59,61,87,88] that the following methodologies are useful to solve such a problem and to improve the accuracy of a regression model:




	
Handling null/missing values;



	
Data visualization;



	
Feature selection and scaling;



	
Use of ensemble and boosting algorithms;



	
hyper-parameter tuning.








Also, the authors Hosmer and others in articles [59,60], Harrell in [87], and Steyerberg and others in [88] remarked that the Hosmer–Lemeshow test is obsolete because it requires arbitrary binning of predicted probabilities, does not detect a lack of calibration and does not fully penalize the extreme overfitting of the model. They claimed that better methods are available, such as the methods proposed in [59]. More importantly, this kind of assessment just addresses overall model calibration, i.e., agreement between predicted and observed parameters, and does not address lack of fit because of improper transforming of a predictor. For that matter, the previously mentioned AUC measure could be used to compare two models with the purpose of finding one that is more flexible than the others being tested. Practically, in this way, the stated problem is translated into the problem of predictive discrimination, which is binary classification, for which the AUC measure for ROC in the proposed ensemble algorithm could be much more appropriate.



The selection of the algorithm for the stacking model of ML is, generally speaking, conditioned by the following factors:




	
The type of problem we are solving;



	
The characteristics of the set of attributes (features);



	
The volume of data available.








In our case study, the prediction, i.e., a binary classification problem, has been applied on the dataset that has 26,581 instances, and the majority of included factors are categorical variables.



Because of the above-mentioned facts and notes mentioned in the introduction about the predomination of regression and classification methods with all their advantages and disadvantages [15,16] in solving binary classification problems, the authors of this paper chose stacking ensemble as the ML methodology for solving the considered problem given in the presented case study and for this task. We also decided to use logistic regression and classification from one side and the best one from the best-known groups of naive Bayes, decision tree, and logit boost (boosting) from the other side, as well as adding one from the filter group of feature selection algorithms—gain ratio, chi-square, and relief classifier—as the combiner algorithm, i.e., a final estimator that enables dimension reduction in such a way as to decrease noise and increase accuracy in solving the stated problem. The proposed algorithm belongs to the generic algorithms’ family [89,90,91,92], which practically allow the reuse of a wide range of different problems with relatively minor reorganization, and, in general, the generic modeling could represent a development of the concept of a model library.



3.2.1. Ensemble Prediction Methods


Ensemble methods that are used in ML [93] are based on the idea that a combination of algorithms of different types can achieve better results than each of the included algorithms individually. The simplest form of this type of prediction method in the form of a decision has an ensemble with the application of an odd number of independent models that compare their results and finally determine the solution through a simple majority. Of course, this kind of prediction evolves by using different, more complex ways of aggregating in an ensemble whereby some of them use the obtained models for different (including stochastic-based selections) subsets of the considered set of data. As mentioned, it is possible to find more types of ensemble methods in different kinds of taxonomies, of which the most familiar are:




	
Bootstrap aggregating (bagging);



	
Boosting;



	
Stacking.








Practically, we can conclude that we can find the following in [93]:




	
There are three main types of ensemble learning methods: bagging, boosting, and stacking. Ensemble learning combines multiple ML models into a single model, with the aim of increasing the performance of the model. Bagging aims to decrease variance, boosting aims to decrease bias, and stacking aims to improve prediction accuracy.



	
The prediction of an ensemble method usually requires more computation than evaluating the prediction of a single model. It can be concluded that using an ensemble methodology is a way to compensate for poor learning algorithms that perform a lot of extra computations, and the alternative is to undergo additional learning in one non-ensemble system. An ensemble system may be made more efficient in terms of overall accuracy improvement by increasing computation complexity, storage, or communication resources as a consequence of the usage of two or more methods, in comparison with the same increase in resources for a single method usage. It has to be underlined that many problems do not have real-time working issues, as is true in the case study examined in this paper.








Stacking



Stacking an ensemble algorithm involves training a model that can make predictions using a combination of several ML algorithms. Thereby, all of the included algorithms are trained using the available data, and then an algorithm that is composed of some of them in combination is trained to make a final estimation and prediction including all the predictions of these algorithms as the basic estimators and as additional inputs or using cross-validated predictions from these base estimators to prevent overfitting [94]. The logistic regression model is often used as the combiner algorithm in practice. In this way, stacking ensemble algorithms typically yields performance better than any single one of the trained algorithms included [95]. It can be successfully used on both supervised [96] (which is the case in this article) and unsupervised [20] learning tasks.




3.2.2. Ensemble Prediction Method of Selected Factor Effect on Inpatient Treatment Quality


In Section 3.2, the authors explain and discuss the impact of a poor fit of a model to its data and the impact of possible data prevalence on the choice of regression or classification as the dominant method in solving binary classification problems. Therefore, the authors decided to use a method of ML stacking that incorporates both of them into the proposed model. The authors decided that in the proposed model, which is described in this Section 3.2.2, we would use stacking (sometimes called stacked generalization) that involves models training to be able to combine the predictions of several other learning algorithms using some combiner algorithms. In this paper, the proposed stacking ensemble method includes two types of ML algorithms in asymmetric form: one is an obligatory logistical regression algorithm at the beginning, and the other one is a classification algorithm to be used if and when the stated conditions are fulfilled. Finally, by using the combiner algorithm, i.e., the classification process uses several algorithms of feature selection for basic ranked classification, which enables an optimization of the whole procedure through dimensional reduction of the considered problem.



The authors began this procedure with successive applications of the logistic regression and classification on the starting set of data to determine their suitability for the application and regression. They are controlled in the regression using the overall percentage in classification table (OPCT) and Hosmer and Lemeshow test of goodness of fit of the model with the data using its indicator of significance (HLSig) with set conditions ((OPCT) > 0.5 and (HLSig > 0.05)). The set condition for classification is AUC (AUC > 0.6), which means the minimum satisfaction of classification performances and evaluates the accuracy of the basic prediction formula with a defined number of significant factors. After that, the authors proposed an enhancement of the regression model by including one stacking ensemble ML in the procedure, whereas the second member of the ensemble, the best of some three classification algorithms suitable for the considered problem, is included, and at the end, the combiner algorithm is included as the one of three selected filter algorithms of feature selection that gives the best AUC value. This proposal is in agreement with the previously mentioned new conclusions in [80], which we discuss in the introduction of Section 3.2 (methods where the AUC is the measure that is preferred over accuracy as it is a much better indicator of model performance). At the end of this procedure, the authors included the logistic regression and classification for fine calibration according to the value of classification accuracy measure AUC, as well as the parameters OPCT and HLSig for regression, determining a potentially smaller number of significant factors than were present initially and classification with a better value of the most important AUC measure. These factors are those that should be included in the prediction formula. In this way, the authors have constructed one optimized generic procedure, which is given with the algorithm presented in Figure 1, described in Algorithm 1, as well as with the procedure shown in Figure 2.






	Algorithm 1: Determining the importance of predictors for successful inpatient treatment.



	
	
* Input data for each instance with n factors and preprocess the data.



 NEXT



	
** Perform regression and determine   l ≤ n   non-colinear input factors;



 Determine classification algorithms with the highest value of AUC from three different types;



 Check regressions’ goodness   H L s i g ≥ 0.5   and   A U C ≥ 0.7  



 IF NO No valid prediction GOTO END



 ELSE



 Check regressions’ goodness   H L s i g ≥ 0.5  



 IF YES Prediction with l factors GOTO END



 ELSE



 NEXT



	
***. Apply feature selection procedure using 3 different types of filter algorithms;



  Create table with the values of AUC calculated with the classification algorithm from step 2;



  For each filter algorithm given in the rows, calculate the number of 1-l factors in columns;



  Determine the maximum value of AUC and determine   k ≤ l   factors notated with AUC1.



	
**** Check classification goodness   A U C 1 ≥ A U C  



  IF NO Prediction with l factors GOTO END



  ELSE



  Check regression goodness in classification   O P C T ≥ 0.5  



  IF NO Prediction with l factors GOTO END



  ELSE



  Prediction with K factors



  END













* Step 1. Input data in the form of a table with n independent non-medical factors and one that is the dependent variable and represents the outcome of cardiovascular patients and can be true in the case of successful treatment and false in the opposite case. Clean and normalize data. ** Step 2. Perform logistic regression. The Enter method is used to create a model with n predictors and the dependent variable, which is the treatment outcome. In this method, all predictors are included in the model unless there is a problem of collinearity, in which case some predictors may be excluded, and in this case, we will have l <= n factors. The classification table is used to calculate the OPCT, which should ideally be greater than 0.5, and the Hosmer and Lemeshow tests are used to assess the goodness of fit of the model, with a condition that the HLSig indicator should be greater than 0.05, indicating a good calibration of the model to the given data. If both of these two conditions are not satisfied, the procedure foresees a preprocessing to try to fix this deficiency with some of the following procedures:




	
Identifying and handling the missing values.



	
Encoding the categorical data.



	
Splitting the dataset.








If the preprocessing is unsuccessful, the output from the procedure is without valid prediction. After that, in this step of the algorithm, we also realize classification with three selected algorithms of different types. We choose the best and evaluate whether its AUC measure is greater than or equal to 0.6. In the case that the condition for AUC is not fulfilled, the output from the model is determined with l factors, because we already determined in the previous IF block that in this path of the proposed algorithm, both regression measures meet the set conditions, i.e., the HLSig indicator is greater than 0.05 and OPCT is greater than 0.5.



This evaluation of fulfillment of these conditions simultaneously in the way which is explained and shown in Figure 1 is crucial for assessing the performance of the proposed ensemble model in subsequent steps, because the next steps depend on whether or not they satisfied the required values for crossing certain thresholds, as is given in Figure 1.



The algorithm leads into the next step with a value of AUC greater than or equal to 0.6, which means that it is possible to make a good prediction for given data set.



*** In step 3 of this algorithm, we used three selected algorithms of different types from the group of feature selection filter methods with the basic aim to use only the necessary k <= l factors in this classification ensemble algorithm to achieve its optimal features. This is done so that, with the best of the three classification algorithms from step 2, the value for each of the three selected filter algorithms is determined by excluding one factor at a time, starting from the lowest in rank. Using the one selected algorithm of feature selection that gives the best AUC1 value, we determine these selected k factors.



**** In Step 4 of this algorithm, which represents a definitive decision block, we repeat classification with the selected best algorithm from the step 2 of this algorithm and evaluate whether the new AUC1 measure is equal to or greater than the AUC. In the case that the condition is not met, the prediction formula includes all l determined significant factors calculated through logistic regression in step 2. In the opposite case, if repeated logistic regression fulfilled the already known conditions OPCT > 0.5 and HLSig > 0.05, the output is a prediction formula with k factors.






4. Results and Discussion


In order to assess the impact of selected non-medical factors affecting successful inpatient care, the authors have considered the following indicators: education and place of housing of patients, level of the medical institution (clinical centers of higher levels and other medical institutions of lower levels), the gender and age of patients, and days of patients’ treatment with cardiovascular disease with a positive outcome. The case study is based on the data acquired during the period from 2006 to 2009 from the Institute of Public Health in Nis, Republic of Serbia, and dispensary medical institutions in health jurisdictions connected with the city of Nis, Republic of Serbia, such as the Clinical Center—Nis, Institute for Prevention and Rehabilitation—Niska Banja, Military Hospital Nis, and Special Hospital—Soko Banja, and from the district Toplica, such as Medical Center of Prokuplje and the Health Center—Kursumlija. The data were divided into those for training, which are from 2006 to 2007, with 11833 instances, and the others for testing, which are from 2006 to 2009, with 26,581 instances.



Data analysis was performed using two methodologies organized in one ensemble ML model, as has already been described in Section 3.2.2. This fourth Section, Results and Discussion, will be divided into five Section 4.1, Section 4.2, Section 4.3, Section 4.4 and Section 4.5, to enable us to clarify the steps of the proposed procedure and provide a better understanding of the obtained results. It will provide a concise and precise description of the experimental results and their interpretation, as well as a discussion of the experimental results.



4.1. Input Data for Considered Case Study


Input data in the form of an Excel table of xlsx and csv type, in the form with n factors, which is already described in Section 3.1 of this paper, Materials, were cleaned and normalized.




4.2. Using Logistic Regression Analysis and Classification Algorithms


4.2.1. Using Logistic Regression


Table 4 shows odds ratio (OR) values and their 95% confidence interval (CI) for assessing the impact of the examined factors on the positive outcome of treatment of cardiovascular diseases in inpatient healthcare institutions in the Nis and Toplica regions during the period from 2006 to 2007 and the results of logistic regression analysis.



Notations in Table 4 and in other tables of this Section produced in SPSS v19 are translated as stated below in the process of normalization:




	
UrbanHousing (1) = urban place of housing of patients;



	
Education (1)= high level of education of patients;



	
HospitalType (1) = treatment at the Clinical Center—Nis;



	
Gender (1) = female gender (1);



	
Age = patient age (years > 50, old patients (1));



	
DaysOfTreatment = length of hospital stay (days > 15(1));



	
Outcome (1/0) = positive/negative outcome of treatment.








Also, the meaning of the abbreviations in the columns are:



B—Denotes the unstandardized regression weight.



S.E.—Measures how much the unstandardized regression weight can vary by. It is similar to a standard deviation of a mean.



Wald—Denotes the test statistic for the individual predictor variable, like multiple linear regression has a t test and logistic regression has a χ2 test, and it determines the Sig. value.



df—This is the number of degrees of freedom for the model. There is one degree of freedom for each predictor in the model.



Sig.—Determines significant variables. p value below 0.050 is significant.



Exp(B) or OR—Denotes the odds ratio that represents the measurement of likelihood and denotes that for every one unit increase in Variable 1, the odds of a participant having a “1” in the dependent variable increases by a factor of 4.31.



95% CI OR—This is the 95% CI for the odds ratio, which means that with these values, we are 95% certain that the true value of the odds ratio is between these units. But, if the CI does not contain a 1, the Sig. value will end up being less than 0.050.



Multivariate logistic regression analysis was used to examine the correlation between a positive therapeutic outcome as a dependent variable and the age of patients, gender, the number of hospitalization days, level of education of patients, place of housing of patients, and type of dispensary health institutions as independent variables. Calculated OR values and the limits of their 95% CI show the ratio of the probability that there will be recovery or improvement in health status and the probability that the health condition is likely to remain or get worse. Patient age, number of days of hospitalization, gender of patients, education level, place of housing, and types of healthcare institutions were used as categorical variables.



Logistic regression analysis confirmed that decreasing probability of occurrence of a positive treatment outcome was associated with the education level of patients (OR = 0.406 95% CI: 0.731 to 1.135; p = 0.406), as well as housing place (OR = 0.297, 95% CI: 0.267 to 0.331; p < 0.001), and the probability of the occurrence of a positive outcome was increased for female gender (OR = 1.107, 95% CI: 0.996 to 1.231, p = 0.060), patient age (OR = 1.335, 95% CI: 1.162 to 1.535, p < 0.001), increased length of hospitalization (OR = 2.277, 95% CI: 1.845 to 2.811, p < 0.001), and treatment at the Clinical Center—Nis (OR = 7.612, 95% CI: 2.368 to 24.464, p = 0.001). These conclusions only confirm a logical and experience-based expectation. Further discussion is necessary for a comprehensive analysis of the results obtained using logistic regression, and information about the results of necessary tests for this task are provided in the tables given below.



The obtained results confirm the all l = n = 6 factors are valid and significant for prediction.



Table 5 provides a summary of the proposed model’s good performances.



In Table 5, the Hosmer and Lemeshow test shows that the value of HLSig = 0.088 is greater than the requested 0.05. The classification table shows that for the model predictions for the dependent categorical variable for each test case, OPCT = 85.3%, and both of them are acceptable values as required in the procedure. The positive predictive value, indicating that the model identified treatment successfully, is 85.3%, and the negative predictor value is 0%. This shows that the percentage of modelled cases is classified as lacking hallmark—since it is not observed in the group.



The accuracy of the classification by random selection is (1735/11833)2 + (10098/11833)2 = 0.7945, which is 79.45%, so it can be seen that the model of binary logistic regression analysis, with 85.3%, has a higher classification accuracy than random selection models. The table of variables given as part of Table 3, which provides information about the importance of each predictor in the Wald column, can be included in the equation of prediction. It cannot be concluded that all predictors influence the dependent variable, as the predictors the level of education of the patients and gender of patient were in contrast to all others, which evidently have an affect.



The values given in column B of this table suggest the direction of the relationships from the dependent variables to the independent variable.




4.2.2. Using Classification Algorithms


According to the proposed algorithm, taking into account that in this step, logistic regression confirmed the validity of the influence of all l = n = 6 considered predictors on the dependent variable outcome, we evaluate the quality of the influence of one of the classification algorithms using the AUC measure, and we do it with the default configuration of three classification algorithms of a different type—J48 decision tree, NaiveBayes, and LogitBoost. The obtained results determine that we can use the LogitBoost classification algorithm, as it is the best one, with the highest value of the AUC measure, as shown in Table 6 and also shown graphically with a bar chart in Figure 3.



The authors used the above-mentioned Weka software and simple ten-time cross-validation, which means that the Weka invokes the learning algorithm eleven times, once for each fold of the cross-validation and then once on the entire dataset at the end.




4.2.3. Check Fulfillment of Set Conditions


Since the set condition OPCT > 0.5 and HLSig > 0.05 is fulfilled, we continue. Otherwise, the algorithm would lead to an output without a possible valid prediction. In the case that the condition AUC > 0.6 is not fulfilled, we continue to an output with l=6 prediction factors, determined in step 2, because the condition HLSig > 0.05 is already determined as fulfilled. Otherwise, the algorithm continues with the next step, 3, which leads to an output with k factors where it is possible that k ≤ l, i.e., k ≤ 6.





4.3. Using Feature Selection


In this step of the procedure, the authors have used a selection of relevant attributes, using the so-called feature selection technique, to reduce the dimensionality of the original space up to the space with lower dimensionality, where the individual factors’ importance and correlation between the attribute values can be easily determined. We have proposed a filter–ranker evaluation approach for detecting factors and used three randomly selected algorithms of a different type—GainRatio (GR), ChiSquaredAttributeEval (CHI), and Relief (REL)—instead of one. The obtained results in Table 7 show different ranking, but it is easy to conclude that the factors ‘Education’ and ‘Gender’ have the least significance, as was obtained using the regression algorithm.



Next comes the calculation, with the classification algorithm determined in step 2, of which one has a higher AUC value using LogitBoost for each filter–ranker algorithm and by eliminating one factor at a time, starting from the last-ranked one. Using such a procedure, it has been determined that the maximal value of AUC1 = AUC = 0.671 for LogitBoost was achieved with the ChiSquaredAttributeEval algorithm using the first five ranked attributes, as shown in Table 8.



A graphical presentation of this procedure is given in Figure 4. From Table 8 and the diagram in Figure 3, it is clear that the optimization using the proposed procedure has determined that the number of k = 5 factors, with the Education factor excluded.




4.4. Decision Blcok


In this last step, using the determined k = 5 significant factors—DaysofTreatment, UrbanHousing, HospitalType, Age, and Gender—we first checked the validity of classification (Table 9) and fulfillment of the condition AUC1 ≥ AUC. If it is not fulfilled, the output is with l = 6 factors in the prediction formula determined in step 2. But this condition was fulfilled, as is given in Table 10, so we continued and checked the validity of the logistic regression (Table 10). The authors concluded that if both conditions—OPCT > 0.5 and HLSig > 0.05—are fulfilled, as well as the obtained results of the omnibus tests of model coefficients, the Hosmer and Lemeshow test and classification table for logistic regression are valid. The output of the proposed procedure with fine calibration of classification discrimination using the regression formula will be with k = 5 mentioned factors; otherwise, the output will be with l = 6 factors in the prediction formula, which is determined in step 2.



At the end of the application of the proposed model, the prediction formula is with five factors, as is given in Table 11.




4.5. Discussion


As is represented in this section of the paper, in the example considered as a case study, the authors used filter feature selection algorithms of different types (GainRatio, ChiSquaredAttributeEval, and Relief for dimension reduction of the problem) and a combiner algorithm in ensemble and logistic regression with LogitBoost as the best of the selected classification algorithms of different type—LogitBoost, J48 decision tree, and NaiveBayes—for evaluation of the proposed stacking ensemble ML model.



The obtained results showed that the proposed algorithm provides optimization of the asymmetric procedure for determining the importance of certain selected non-medical factors for the success of hospital treatment through dimensionality reduction with fine calibration using logistic regression and the classification algorithm. The results also showed that the described procedure leads to a unique prediction formula with good classification characteristics, which qualifies the proposed ensemble method as improved compared to each of the included aggregated methods individually, i.e., with better characteristics than Ada Boost, Bagging, and Random Forest ensemble methods, which are the state of the art in the considered field of procedures (see Table 12).



Thus, it can be concluded that the proposed generic enables dimensionality reduction and data compression, and hence reduces storage space. It also helps remove redundant features, if there any, and, in this way, reduce noise in the dataset, which reduces computational time for classification. All of this increases the AUC and accuracy without decreasing other commonly used measures in binary classification. This is clearly shown using the example of data from the case study considered in this paper in the last two columns of Table 12, in which the proposed method is compared with other currently used methods. Moreover, we have also presented this graphically with a bar chart in Figure 5.



Also, it is important to note that the obtained results were evaluated in the application of the proposed method using the 10-time cross-validation method, which is the state of the art for this obligatory process [97].



The initial basic hypothesis introduced in this paper in its introductory part was that it is possible to test the success of one plan of organization of health institutions by testing successful treatment depending on the level of professional expertise of healthcare institutions rather than other factors like days of hospitalization, education, place of housing, and age and gender of the patients. The results of the applied analyses show that the success of the treatment of cardiovascular patients predominantly depends on the place of housing and is consequently connected to the type of the hospital, while it depends, to some extent, on the days of hospitalization and age and gender of patients and does not depend on the level of education of patients. However, the influence of these five factors also depends on the non-urban place of residence of patients, which has a negative sign, reflecting decreasing success of inpatient treatment. All other factors have a positive sign, which means that hospitals with higher levels of expertise, more days of hospitalization, and younger, female patients increase the success of treatment.



It is very important to note that the authors did not notice any new limitation for the use of the proposed method besides generally valid disadvantages for all ensemble methods: a longer time of execution. Namely, the required time for its execution, which is evidently longer than the time required if only one of the algorithms aggregated in the proposed ensemble was used, is not a limitation for working in real time, which is valid for considered problem.



Considering the above discussion on the obtained results, the authors aim to expand their research with inclusion of more classifications and with filter ranking algorithms as a part of the proposed ensemble model.



These would lead to additional improvements in model characteristics. Also, the authors will further include studies of other modern methods for assessing the quality of fit between models and data, and eventually present prevalence as they are penalty and early stopping methods [98]. One more very interesting research direction could be the analysis of the influence of several separate groups of non-medical factors on the success of patient treatment, for example, environment, economics, genetics, demographics, etc. The already mentioned conclusion on different methodologies dealing with patient treatment in Section 2.1 suggests that future work will include the use of state-of-the-art metaheuristic strategies and MOEAs from this group, as well as the evaluation of other possible choices and combinations of schemes in the proposed strategy in this manuscript. On the other hand, research into techniques and methodologies for solving the considered healthcare problems was already the subject of other researchers [99,100]; thus, in the future, the authors of this paper will deal with many different problems in healthcare and other fields of human life, such as traffic and education, which were also considered as problems in the literature [101,102].





5. Technical Solution—Code Implementation and Real-Life Software Platform Usage


Model deployment involves taking a model and integrating it into a software application that can be used in real-world scenarios. The purpose of model deployment is to provide a user-friendly interface to interact with the model, allowing users to input new data and obtain predictions based on the model’s output. Here, we list the six steps involved in deploying an ML model:




	
Export the model: Export the trained ML model into a file format that can be used by other software applications. This could be a serialized object or an ML library-specific format.



	
Set up a server: Create a server to host the model and handle incoming requests from users. This server could be a cloud-based service like Amazon Web Services (AWS) or Microsoft Azure, or it could be set up on a local machine using software like Flask or Django.



	
Create an API: Create an application programming interface (API) that will handle requests from clients and return responses with predictions from the model. This API can be created using a web framework like Flask or Django, and it will typically use HTTP requests to send and receive data.



	
Create a client application: Create a client application that can be used to interface with the API. This client application can be a web application or a mobile application, and it will typically use HTTP requests to send data to the API and receive predictions from the model.



	
Test and deploy: Test the deployed model using sample data to ensure that it is working as expected. Once testing is complete, deploy the model in a production environment where it can be accessed by users.



	
Monitor and update: Monitor the deployed model to ensure that it is performing as expected and update it as needed with new data or changes to the model itself.








Overall, model deployment involves creating a server that can host the trained ML model, setting up an API to handle requests from clients, and creating a client application that can interface with the API. The flow of the data in the implemented solution is shown in Figure 6.



As can be seen, the flow of data in this solution starts with the input data, which are collected and sent to the Flask API via the client app.



The Flask API receives the input data, passes them to the ML model, and returns the predictions to the client app. The client app then stores the input data and predictions in a database for future analysis and reference. This process can be repeated for new input data, allowing the ML model to continually improve its predictions over time. A block diagram of the proposed solution is shown in Figure 7.



As shown in Figure 4, the proposed solution consists of four main components:




	
Electronic Health Record (EHR): This is the source of data for the ML model. It could be a database or other storage mechanism that contains information about patients and their treatments.



	
ML Model: This is the core of the solution, which determines the importance of non-medical factors affecting successful inpatient treatment. The model could be developed using various ML algorithms and techniques, depending on the specifics of the problem.



	
Flask API Server: This component serves as the interface between the ML model and the client application. It provides a RESTful API that receives input data, performs model prediction, and returns output data.



	
Web-based Client Application: This component provides a user interface for interacting with the ML model. It could be a web application that allows users to input data, view model predictions, and take actions based on the predictions.








The input data could be pre-processed and feature-engineered (if needed) before being sent to the Flask API server for model prediction. The output of the model prediction could be displayed or used to take further action, depending on the requirements of the application. Here are the steps involved in deploying the proposed model as a technical solution in order to try and test it:




	
Export the model: We exported the trained ML model into a file format that other software applications can use.



	
Set up a server: We developed a server app to host the model and handle incoming requests from users.



	
Create an API: We implemented an application programming interface (API) that will handle requests from clients and return responses with predictions from the model. This API can be created using a web framework like Flask or Django, and it will typically use HTTP requests to send and receive data.



	
Create a client application: We created a client application that can be used to interface with the API. This client application is a web application, and it uses HTTP requests to send data to the API and receive predictions from the model.



	
Test and deploy: The deployed model has been tested using sample data to ensure that it is working as expected. After we finished testing, the model was deployed in a production environment where real-life users could access it.



	
Monitor and update: The deployed model is monitored to ensure that it is performing as expected and updated as needed with new data or changes to the model itself, which has also been supported in this technical solution.








Overall, the model deployment has involved creating a server that can host the trained ML model, setting up an API to handle requests from clients, and creating a client application that can interface with the API. The implemented solution is accessible to users and used to make predictions based on new data. The source code of the implemented solution is given as Supplementary Materials for this work. The solution is robust, easily expandable, and adaptable to any context. In other words, one can use our code and straightforwardly adapt new models and new client scenarios, as well as using it as a real-world client–server software platform.




6. Conclusions


The proposed ensemble model represents an asymmetric optimization procedure based on the stacking model of ensemble learning that consists of logistic regression and classification techniques. The combiner algorithm uses feature selection, which enables dimension reduction in solving the binary classification problem of estimating the importance of non-medical factors for successful inpatient treatment.



The obtained results show that the proposed algorithm leads to a unique prediction formula with good classification characteristics, which qualifies the proposed ensemble method as better compared to each of the combined methods when used individually. In addition, the proposed algorithms surpass the state-of-the-art ensemble algorithms in the ML field, inducing the Random Forest, Bagging, and Ada Boost algorithms, as shown in Table 13, where the AUC results are presented.



The main contributions and conclusions of this study are as follows:




	○

	
From a scientific point of view, the authors propose an efficient generic optimization procedure with very good values of classification quality measures that can be used to solve both classic prediction problems and discriminative classification, which essentially determine the importance of individual factors in a multivariate problem in the general case.




	○

	
The proposed algorithm belongs to the class of the generic algorithms family, which allows its application to a wide range of different problems, and, in general, the generic modeling could represent the development of the concept of a model library.




	○

	
From a professional point of view, the authors have developed and made available to the public for use and further development a modern multi-agent application for solving the specific problem of assessing the influence of certain factors on the success of hospital treatment, but it is also usable as such for solving other, similar problems in healthcare and in other fields of human activity.




	○

	
Thereby, using the proposed procedure, the authors have also positively answered both sets of hypotheses, basic and fundamental.




	○

	
There is a difference between factors in their impact on the outcome depending on a particular process. The conducted analysis has shown that from the analyzed factors, the most important individual factors in successful treatment are hospital type and the number of days of treatment.




	○

	
It is possible to aggregate other types of algorithms to construct an ensemble procedure that has better characteristics than each of the included algorithms individually and also better characteristics than the existing ensemble methods.









In future work, the inclusion and selection of other classification and feature selection algorithms, as well as a larger number of them, could be considered. The most recently developed measures for assessing the quality of fit of a model to its data and elimination of possible existing prevalence from data could also be considered. In addition, it could be interesting to consider the influence of several separate groups of non-medical factors on the success of patient treatment, including environmental, economic, genetic, and demographic factors. Finally, future work could employ state-of-the-art metaheuristic strategies and MOEAs and evaluate the other possible choices and combinations of schemes in the proposed strategy.
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Figure 1. The flowchart of Algorithm 1. 
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Figure 2. Block schema for the procedure that is described with Algorithm 1. 
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Figure 3. Chart diagram representation of the main result in Table 5. 
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Figure 4. Graphic of determining the highest value of AUC for the lowest number of factors. 
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Figure 5. Chart diagram representation of the main result in Table 11. 
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Figure 6. The data flow in the implemented solution. 
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Figure 7. Block diagram of the proposed solution. 
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Table 2. The confusion matrix for two-class classifier.
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Label—Predicted




	
Positive

	
Negative






	
Label—Actual

	
Positive

	
TP

	
FN




	
Negative

	
FP

	
TN











 





Table 3. Non-medical factors used in the case study.
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	Variable’s Serial Number
	Non-Medical Factor
	Data Type





	1
	Education
	Boolean



	2
	HospitalType
	Boolean



	3
	Gender
	Boolean



	4
	Age
	Boolean



	5
	DaysofTreatment
	Boolean



	6
	UrbanHousing
	Boolean



	7
	Outcome
	Boolean










 





Table 4. OR values and their 95% CI for assessing the impact of the examined factors.
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Variables in the Equation




	

	

	
B

	
S.E.

	
Wald

	
df

	
Sig.

	
Exp(B)

	
95% CI for EXP(B)




	

	

	
Lower

	
Upper






	
Step 1 a

	
HospitalType

	
2.030

	
0.596

	
11.610

	
1

	
0.001

	
7.612

	
2.368

	
24.464




	
UrbanHousing

	
−1.214

	
0.055

	
492.897

	
1

	
0.000

	
0.297

	
0.267

	
0.331




	
Education

	
−0.093

	
0.112

	
0.690

	
1

	
0.406

	
0.911

	
0.731

	
1.135




	
Gender

	
0.102

	
0.054

	
3.540

	
1

	
0.060

	
1.107

	
0.996

	
1.231




	
Age

	
0.289

	
0.071

	
16.524

	
1

	
0.000

	
1.335

	
1.162

	
1.535




	
DaysOfTreatment

	
0.823

	
0.107

	
58.707

	
1

	
0.000

	
2.277

	
1.845

	
2.811




	
Constant

	
1.796

	
0.077

	
548.193

	
1

	
0.000

	
6.027

	

	








a Variable(s) entered in step 1: HospitalType, UrbanHousing, Education, Gender, Age, DaysOfTreatment.













 





Table 5. Enter method—beginning regression analysis using all 6 factors.
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Hosmer and Lemeshow Test






	
Step 1

	
Chi-square

	
df

	
Sig.

	




	
11.001

	
6

	
0.088




	
Classification Table a




	

	
Predicted




	
Outcome

	
Percentage Correct




	
Step 1

	
Observed

	
0

	
1




	
Outcome

	
0

	
0

	
1735

	
0.0




	
1

	
0

	
10,098

	
100.0




	
Overall percentage

	

	
85.3








a The cut-off value is 0.500. 













 





Table 6. Five usual performance indicators obtained using the classification algorithm, which uses all six factors.
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	Classifier

Configuration
	Precision
	Recall
	F1 Measure
	Accuracy
	AUC





	Naive Bayes
	Default
	0.728
	0.853
	0.786
	85.3376
	0.669



	Logit Boost
	Default
	0.728
	0.853
	0.786
	85.3376
	0.670



	J48 Decision Tree
	Default
	0.728
	0.853
	0.786
	85.3376
	0.499










 





Table 7. Factors ranking by the feature selection measures—6 factors.
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	SerialNum.

Tag
	Attribute

Name
	GR-Ranking

GainRatio
	CHI-Ranking ChiSquared
	REL-Ranking

ReliefF





	1
	HospitalType
	2
	4
	1



	2
	UrbanHousing
	1
	1
	5



	3
	Education
	6
	6
	3



	4
	Gender
	5
	5
	6



	5
	Age
	4
	3
	4



	6
	DaysOfTreatment
	3
	2
	2










 





Table 8. AUC of Logit Boost ranking for different number of factors.
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	Algorithm/Number of Factors
	6
	5
	4
	3
	2
	1





	GR
	0.671
	0.670
	0.661
	0.651
	0.634
	0.631



	CHI
	0.671
	0.671
	0.661
	0.658
	0.649
	0.631



	REL
	0.671
	0.663
	0.560
	0.530
	0.538
	0.501










 





Table 9. Performance indicators obtained busing the proposed algorithm—Logit Boost using 5 factors.
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	Number of Factors
	AUC Value





	6 factors
	0.670



	5 factors
	0.671










 





Table 10. Hosmer–Lemeshow test and classification table—regression analysis using 5 factors.
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Hosmer and Lemeshow Test






	
Step 1

	
Chi-Square

	
df

	
Sig.

	




	
9.606

	
4

	
0.058




	
Classification Table a




	

	
Predicted




	
Outcome

	
Percentage Correct




	
Step 1

	
Observed

	
0

	
1

	




	
Outcome

	
0

	
0

	
1735

	
0.0




	
1

	
0

	
10098

	
100.0




	
Overall percentage

	

	
85.3








a The cut-off value is 0.500.













 





Table 11. Enter method of logistic regression analysis using 5 factors.
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Variables in the Equation




	

	

	
B

	
S.E.

	
Wald

	
df

	
Sig.

	
Exp

(B)

	
95% CI for EXP(B)




	

	

	

	

	

	

	

	

	
Lower

	
Upper






	
Step1 a

	
Hospital Type

	
2.039

	
0.596

	
11.727

	
1

	
0.001

	
7.687

	
2.392

	
24.698




	
Urban Housing

	
−1.209

	
0.054

	
494.128

	
1

	
0.000

	
0.298

	
0.268

	
0.332




	
Gender

	
0.108

	
0.054

	
4.012

	
1

	
0.045

	
1.114

	
1.002

	
1.237




	
Age

	
0.294

	
0.071

	
17.189

	
1

	
0.000

	
1.342

	
1.168

	
1.542




	
Days of Treatment

	
0.824

	
0.107

	
58.885

	
1

	
0.000

	
2.280

	
1.847

	
2.814




	
Constant

	
1.782

	
0.075

	
570.063

	
1

	
0.000

	
5.940

	

	








a Variable(s) entered in step 1: Hospital Type, Urban Housing, Gender, Age, Days of Treatment.













 





Table 12. Comparison performance indicators of the proposed and best-known ensemble procedures.
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	Precision
	Recall
	F1 Measure
	Accuracy
	AUC





	Proposed model
	0.728
	0.853
	0.786
	85.3376
	0.671



	Ada Boost
	0.728
	0.853
	0.786
	85.3376
	0.670



	Bagging
	0.728
	0.853
	0.786
	85.3376
	0.640



	Random Forest
	0.728
	0.853
	0.787
	85.303
	0.670










 





Table 13. AUC comparison of the proposed methodology with state-of-the-art algorithms.
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	Methodology
	AUC





	Proposed model
	0.671



	Ada Boost
	0.670



	Bagging
	0.640



	Random Forest
	0.670
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