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Abstract: In this paper, we propose a new consistency measurement for classification rule sets that
is based on the similarity of their classification abilities. The similarity of the classification abilities
of the two rule sets is evaluated though the similarity of the corresponding partitions of the feature
space using the different rule sets. The proposed consistency measure can be used to measure the
equivalent symmetry of subsystems decomposed from a large, complex cyber–physical system (CPS).
It can be used to verify whether the same knowledge is obtained by the sensing data in the different
subsystems. In the experiments, five decision tree algorithms and eighteen datasets from the UCI
machine learning repository are employed to extract the classification rules, and the consistency
between the corresponding rule sets is investigated. The classification rule sets extracted from the use
of the C4.5 algorithm on the electrical grid stability dataset have a consistency of 0.88, which implies
that the different subsystems contain almost equivalent knowledge about the network stability.

Keywords: pattern classification; CPS; rule extraction; consistency; partition of the feature space

1. Introduction

A cyber–physical system [1–3] combines environmental awareness, embedded com-
puting, and network communications to form a multi-dimensional heterogeneous complex
system that integrates real-time sensing, dynamic control, and information services. The
large, complex CPS can be decomposed into subsystems with inherent symmetry or equiv-
alent symmetry to simplify the control synthesis and reduce the computational burden.
Intelligent decision-making is one of the important methods used by CPSs to process
sensing data. A neural network has been incorporated into the fuzzy controller to provide
the learning capability, and an adaptive neural fuzzy inference system (ANFIS) has been
designed to deal with the dynamic data of a cyber–physical system [4]. A fuzzy-algorithm-
based cyber–physical system has been proposed for use in supply chain management
with a fault detection technique [5]. A deep learning classification sound system has been
proposed for execution in a cyber–physical system [6]. Deep-learning-based methods of
attack detection for cyber–physical systems’ cybersecurity are summarized in [7].

A rule-based classification system is a useful tool for dealing with the classification
problems in CPSs. Various classification rule-mining algorithms (CRMAs) have been
proposed for organizing and formulating the discovery of important relationships hidden
in the data. Some of them have achieved a very high predication accuracy or have obtained
compact rule bases [8–15], while others have pursued a tradeoff between accuracy and
interpretation [16–19]. The choice of the CRMA for a specific problem in a CPS is a strategic
decision which often has to be made early in the classification process for sensing data.
This choice will significantly affect the success of the entire classification project, making
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it absolutely vital that an appropriate technique be chosen [20]. The evaluation of the
predictive performance on a set of testing samples is taken as the criterion to choose
which of these CRMAs should be preferred for a specific problem. The CRMA is usually
evaluated based on its accuracy on the testing samples and the number of classification rules
obtained. A great number of classification rule sets with quite different prediction results
and interpretations may be discovered using various algorithms and different settings.

In this paper, we focus on the consistency of the classification rule sets extracted
from the data in the subsystems of a complex CPS in order to evaluate whether the same
knowledge is discovered or not. We assumed that the large cyber–physical system is
decomposed into multiple subsystems. The consistency of the knowledge contained in
the different subsystems used for decision-making was taken as a measurement of the
similarity between the different subsystems. A new measure of the consistency between
two classification rule sets is proposed. The proposed consistency measurement can be
used as a criterion with which to select classifiers. When different classification models
are compared, the prediction accuracy is often considered more important than the other
criteria in the existing literature, such as in [11,13,14], etc. Our experiments showed that a
classifier with a high average consistency measure value for different runs on a dataset can
give both a lower standard deviation and a higher average test accuracy. Thus, when there
is no significant difference among the accuracies on a dataset, the consistency measure
could serve as a criterion for the selection of a better classifier. This paper makes the
following two contributions:

(1) The consistency between two rule sets of different classifiers is defined. This consis-
tency measure can not only measure the consistency of a classifier, but also measure
the similarity of two subsystems decomposed from a large complex CPS.

(2) In order to measure the similarity of a pair of rules from different rule sets, the concept
of the core space of a rule was analyzed, and the similarity of a pair of rules was
defined on the basis of the intersection of the core spaces.

This paper is organized as follows. In Section 2, the work related to the similarity of
classification rule sets is further elaborated. In Section 3, firstly, the method proposed by [21]
is analyzed. Secondly, a new consistency measure for the classification rule sets based on
the partitions of the feature space is proposed. In Section 4, the evaluation procedures
are illustrated with some examples, and the characteristics of the consistency measure are
examined. Some practical experiments are also performed on the algorithm with various
datasets. The conclusions of this study are included in Section 5.

2. Related Work

The consistency of different rule sets obtained from different subsystems of a CPS that
can be used as a measurement for the equivalent symmetry of the decomposed subsystems
can be measured (or compared) in different ways. This section discusses several studies
that various researchers have carried out on the consistency of different classification rule
sets. There are several definitions of the consistency of classification, and most of them try
to figure out whether a repeated application of a rule-based classifier on similar training
data will produce a similar classification.

The main difference between these different definitions is what they consider to be the
result: the accuracy, the predications, or the rule set itself [21]. In [22], the term “classifier
consistency” refers to the reliability of the classification. Similar to this definition, the
term “classification consistency” in [23] refers to the probability that an examinee will be
classified into the same grade under repeated administrations of an assessment. In [24], the
authors propose a classification consistency method for use in complex assignment based
on the multinomial and compound multinomial models. In [25], the authors introduce
new procedures for computation and asymptotic statistical inference for classification
consistency and accuracy indices specifically designed for cognitive diagnostic assessments.
The new classification indices can be used as important indicators of the reliability and
validity of the classification results produced by cognitive diagnostic assessments.
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Some techniques consider consistency by comparing the predictions from the rule
sets and give a numerical index. For example, in [26], a classifier was consistent if, under
different training sessions, rule sets that produced the same classification of the samples
were generated. There was a slight difference in the definition provided in [27], which
referred to consistency as the ability of an algorithm to extract rules with the same degree
of accuracy under different training sessions. These approaches make it rather easy to find
numerical values, but the danger lies in that, sometimes, very different rules can in fact
produce similar predictions and accuracies.

Johansson [20] believed that an algorithm is consistent if it extracts similar rules (i.e.,
similar partitions of the feature space) every time when it is applied to a specific dataset.
However, it is very hard to find a general measure applicable to partitions with unlimited
boundaries on some attributes. To deal with the unlimited boundary issue, the paper [21]
focuses on the individual rule and provides a numerical similarity measure which can help
to examine the different degree between the two rule sets A and B.

σ(A, B) =
1

2N ∑
r∈A,B

Nopposite
r (1)

Nopposite
r =


max
q∈B

Nr∩q, r ∈ A;

max
q∈A

Nr∩q, r ∈ B;

where q and r are two rules from rule sets A and B, respectively, and have the same
consequence. Nr∩q is the number of samples covered both by rule r and rule q. This
measure focuses on the definition: the similarity of the rule sets and the consistency of the
two rule sets are derived by a weighted average of similarities between individual rules in
both rule sets. The main idea behind this definition is that two rule sets are similar if they
use ‘similar’ rules to make classification decisions.

The various definitions of similarity between the different classification rule sets
mentioned above are based on classification results or classification rules. They do not
consider whether the partitions of the whole feature space are similar. In this paper, a
consistency measurement based on the feature space division is proposed; it is an extension
of the above definition in some cases.

3. Classifier Consistency

This section starts by conducting some comparative analyses between various consis-
tencies; then, a new consistency measure of the classification rule sets is proposed.

3.1. Comparative Analysis

The consistency of two different classification rule sets indicates the similarity of their
classification abilities. The classification ability of a rule set cannot be measured by the
classification result or the number of samples covered by the rule set. The similarity of rule
sets based on classification results or samples covered by the rule set may fail in situations
where each pair of rules for two classifiers is not similar, although their rule sets are similar
on the whole, as shown in Figure 1. The amount of similarity between each pair of rules
is determined by the number of observations that these rules cover jointly and their label
similarly. For a classification problem, the individual rule is not so vital compared with
the whole rule set. The paper [21] focuses on the similarity of individual rules. Thus, it
may give a lower similarity even though the two rule sets have similar partitions of the
feature space. In an example shown in [21], the approach obtains a similarity of 0.80 even
if the partitions for each class of the feature space are completely identical. To deal with
the unlimited boundary issue, this paper proposes an algorithm (Algorithm 1), using the
observations to determine a proper finite boundary for the partition of the feature space.
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Figure 1. The partitions of the 2-dimensional feature space by (a) rule set A and (b) rule set B.

Algorithm 1: Determine the core space of rule r.
Input: rule r ∈ Ac ∪ Bc, rule sets Ac and Bc of class c, and the dataset X of

observations
Output: H(r), the core space of rule r

1 for each q ∈ Ac ∪ Bc do
2 find the observations covered by rule q;
3 determine the hyper-cuboid region, Hq, using these observations.

4 for each feature of the dataset do
5 if rule r has condition for the upper boundary on the current feature then
6 the upper boundary of Hr of the current attribute does not change.

7 else
8 the upper boundary of Hr on the current attribute is replaced by the

maximum of the upper boundaries of Hq, q ∈ Ac ∪ Bc.

9 if rule r has condition for the lower boundary on the current feature then
10 the lower boundary of Hr on the current attribute does not change.

11 else
12 the lower boundary of Hr on the current attribute is replaced by the

minimum of the lower boundaries of Hq, q ∈ Ac ∪ Bc.

13 return the tuned hyper-cuboid of rule r, i.e., the core space of rule r, H(r).

3.2. Comparative Analysis

In what follows, the differences between the aforementioned definitions are compared
and analyzed in Figure 1. Assume an algorithm has provided two rule sets A = {ri|i =
1, 2, · · · , 7} and B = {qi|i = 1, 2, · · · , 7} to divide the Dot from the Star observations and
the rules in each rule set are mutually exclusive and exhaustive. For this example, it is
assumed that all rules, except for r5, r6, r7, and q5, q6, q7, predict the class that will be Dot.
We can observe from Figure 1 that A and B create very similar (but not the same; the
difference is shown by the colored part) decision boundaries between the two classes and
that they make exactly the same predictions for all observations. This means that these
two rule sets are completely consistent according to the definitions provided in [26,27],
as they provide the same predictions and therefore the same level of accuracy. If a new
sample, which lies in the colored part, is introduced, the predictions mad by these two rule
sets would be different. Hence, the classification abilities of A and B are slightly different



Symmetry 2023, 15, 37 5 of 18

because of their different partitions of the feature space. Therefore, the consistency measure
value should not be 1. The definitions in [26,27] should be improved for measuring the
consistency of the two rule sets.

Let us look at the conclusion for Figure 1 drawn from the definition in [21]. The
similarity of the two rule sets shown in Figure 1 can be calculated with (1) as 0.78. The
figure shows that the classification abilities (or the rule sets of each class) of A and B are
very similar. Therefore, 0.78 is lower than the estimatefor evaluating the similarity. The
reason for this is that the paper [21] focused on the similarity of individual rules, and
ignored the similarity of the whole rule sets. The consistency value given by the proposed
consistency measurement in Algorithm 2 is 0.98, which is in agreement with the estimate.

Algorithm 2: The Consistency Measure Algorithm (CMA).

1 Step 1: For each rule r ∈ Ac, q ∈ Bc, where Ac and Bc are two different rule sets of
class c, respectively, find the core spaces, H(r) and H(q), using the algorithm
shown in Algorithm 1. Then, compute the corresponding volumes: V(H(r)) and
V(H(q)). The volume of rule sets Ac and Bc of class c denoted by VAc and VBc

can be calculated as follows:
2 VAc = ∑

r∈Ac

V(H(r)), VBc = ∑
q∈Bc

V(H(q))

3 Step 2: For each rule r ∈ Ac and for each rule q ∈ Bc, compute the volume of the
intersection of the two core spaces, which is denoted as V(H(r) ∩ H(q)). Then,
the volume of the intersection of the two rule sets Ac and Bc of class c can be
computed as:

4 V(Ac, Bc) = ∑r∈Ac ∑q∈Bc V(H(r) ∩ H(q))
5 Step 3: The similarity measure between the two rule sets Ac and Bc of class c is

defined as:
6 Sim(Ac, Bc) =

2V(Ac ,Bc)
VAc+VBc

7 Step 4: The consistency measure between the rule sets A and B, which can be
considered as a weighted average of the similarities between classes in both rule
sets, is defined as:

8 Con(A, B) = 1
2 ∑c ωAc Sim(Ac, Bc) +

1
2 ∑c ωBc Sim(Bc, Ac)

9 The weight factors can be chosen as the proportion of the observations covered by
Ac and Bc, respectively,

10 ωAc =
NAc

N ; ωBc =
NBc
N ,

11 where NAc , NBc are numbers of the observations covered by the rule sets Ac and
Bc, respectively. N is the numbers of the observations in the dataset X.

Figure 2 shows the variants, A′ = {r′i |i = 1, 2, · · · , 7} and B′ = {q′i|i = 1, 2, · · · , 7},
of rule set A and rule set B. We can see that Figures 1 and 2 have consistent decision
boundaries, but compared with rule set A and B, the individual rules in the new rule sets
show some changes. The consistencies given by the definitions in [26,27] do not change,
since the decision boundaries of A′ and B′ are same as those of A and B. The consistency
given by the definition in [21] greatly changed from 0.78 (between A and B) to 0.97 (between
A′ and B′) due to the changes in the individual rules in the new rule sets. This implies that
the similarities between individual rules may lead to very different results being obtained
for the consistency between a pair of rule sets. The consistency between the new rule sets
A′ and B′ given by the proposed measurement is 0.98.
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Figure 2. The partitions of the 2-dimensional feature space by: (a) rule set A′ and (b) rule set B′.

3.3. Core Space of a Rule

When considering the similarity of a pair of classification rules obtained from two
different rule sets, whether the classification capacities are similar or not is considered.
We usually care about whether the two rules assign the same class labels for both the
observations and the unseen samples.

A rule can determine a region in the feature space by its antecedent and assign the
samples that fall in this region the same class label using its consequence. We denote the
region determined by rule r as Hr. Hr is composed of two different parts. The first one is
the hyper-cuboid region in the feature space decided by the observations covered by rule
r and denoted as Hr. Naturally, the other one is Hr\Hr. Hr\Hr is called the generalizing
region of rule r. For rule r, the region Hr is more important than the generalizing region
Hr\Hr for the following two reasons. First, we have more confidence in the classification
results of the samples located in the region Hr than those falling in Hr\Hr, because there are
no observations in the region Hr\Hr and the rule r could not provide enough information
about the classification results over this region. Secondly, the boundaries of the generalizing
region are mainly decided by the algorithm, while the boundaries of the region Hr depend
on both the observations and the algorithm. The boundaries of the generalizing region
are variable according to different algorithms. Two similar rules obtained from different
algorithms may have very different generalizing regions even if they covered the same
observations.

Some regions determined by the rules and the observations covered by the rules
are shown in Figure 3. Figure 3a shows the rule set obtained using C4.5 [9] over a one-
dimensional synthetic dataset and the regions determined by the rules and the observations
covered by each rule. The rule set is:

r1: IF x ∈ (−∞, 4.96], THEN Class is Star;
r2: IF x ∈ (4.96, 6.97], THEN Class is Dot;
r3: IF x ∈ (6.97 + ∞), THEN Class is Star.



Symmetry 2023, 15, 37 7 of 18

3 4 5 6 7 8 9

(a)

3 4 5 6 7 8 9

(b)

H
r
1

H
r
2

H
r
3

H
q

2

H
q

1

H
r
1

H
r
2

H
r
3

H
q

1

H
q

3

H
q

2

H
q

3

x

x

Figure 3. The rule set obtained over the one-dimensional dataset and the regions determined by the
rules and the observations covered by each rule from (a) C4.5 algorithm and (b) CART algorithm.

Figure 3b shows the rule set obtained by CART [15] over the same one-dimensional
synthetic dataset and the regions determined by the rules and the observations covered by
each rule. The rule set is:

q1: IF x ∈ (−∞, 5.56], THEN Class is Star;
q2: IF x ∈ (5.56, 7.25], THEN Class is Dot;
q3: IF x ∈ (7.35 + ∞), THEN Class is Star.
The C4.5 algorithm and the CART algorithm create different partitions of the one-

dimensional feature space; see Hri and Hqi (i = 1, 2, 3) in Figure 3. When considering
the consistency between the two rule sets, while they might seem slightly different at
first, closer inspection will reveal that the regions Hri and Hqi took up by the observations
determined by the rule ri and qi (i = 1, 2, 3) are exactly same. In other words, the two rule
sets create different decision boundaries—i.e., the boundaries of Hri and Hqi . Thus, Hri

is different from Hqi (i = 1, 2, 3). The reason for this is the difference in the generalizing
regions of each rule, which is caused by the different methods used by the C4.5 algorithm
and the CART algorithm for the partition of the margins. The two rule sets seem to have an
identical classification ability when considering the regions Hri and Hqi (i = 1, 2, 3). When
considering the uncertainty of generalizing regions, the similarity between two rules ri
and qi (i = 1, 2, 3) derived from the comparison of Hri and Hqi may be more reasonable.
However, this may fail in situations where the regions Hr and Hq of a pair of rules r and q
suffer from the unlimited boundary problem.

Figure 4a shows two rules r: IF x ∈ [0, 1.9] and y ∈ [0, 0.5], THEN Class is *; q: IF
x ∈ [0, 1.9] and y ∈ [0, 0.6], THEN Class is *. The rules r and q come from two different
rule sets over a three-dimensional synthetic dataset and are very similar. However, neither
have any conditions for the third feature z. The regions Hr and Hq are not similar as
the rules show, since the observation s0 is not covered by rule r. To deal with unlimited
boundary issue, the regions Hr and Hq should be tuned to a uniform finite bound for
the unconditional features (e.g, feature z) in order to fairly evaluate the similarity of the
two rules. We propose Algorithm 1 to redetermine proper boundaries of the region Hr
determined by the observations covered by rule r. The tuned region is called the core space of
the rule r, denoted as H(r). The core space of a rule can not only describe the classification
ability of the rule well, but can also deal with the unlimited boundary problem. As shown
in Figure 4b, the core spaces of the two rules r and q are similar.
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If two rules from different rule sets cover the same observations, essentially, they are
very similar because the core spaces of the two rules are same. The intersection of the
core spaces can indicate the similarity of classification abilities of two rules. The similarity
between the two rules is evaluated by comparing the core spaces of the rules.

3.4. The New Consistency Measure

When considering the consistency of the classification rule sets, whether their classi-
fication ability is similar or not is crucial. Hence, we consider the rules for one class as a
rule set of the class and measure the similarity of two rule sets for this class. Firstly, the
similarity of the two rule sets of a class is defined by comparing the core spaces of the
rules in the two rule sets of this class. Then, the consistency between the two rule sets of
classifiers is defined as the weighted average of the similarities between the rule sets of
each class. The main idea behind our proposed consistency measure is that two rule sets of
classifiers are consistent if their partitions of the feature space are similar. The consistency
not only considers the similarity of the assignment of class labels of two rule sets but also
the similarity of the partitions of the feature space. i.e., they predict the samples under
similar probability distributions.

When the regions covered by two rules contain infinite boundaries, it is difficult to
calculate the similarity of the two rule directly and simply. Algorithm 1 constrains the
infinite boundary to the region covered by the observations, which is conducive to the
simplicity of the comparison for similarity of a pair of rules. In fact, partition of the feature
space by a rule set represents its classification ability. The similarity of a pair of rules based
on the similarity of their core spaces is defined. The reason is which core space of rule
covered by observations is more reliable for classification.

The similarity of a pair of rule sets (or a pair of rules) is considered as the similarity
of their classification abilities—that is, the partition of the whole feature space by the rule
set. When the rule contains an infinite boundary, it is difficult to make the comparison of a
pair of rule sets (or pair of rules). We limit the infinite region covered by the rules within
the scope covered by the observations. The core space of a rule is the limit of the region
covered by the rule on the coverage area of the observations. We analyze the similarity of a
pair of rules by comparing their core spaces. The reason for this is that the classification
algorithms tend to partition the region covered by the observations, and the classification
boundary usually lies in the margin of different classes, while we tend not to care much
about the region far away from the observation points.

Given two rule sets A and B and a dataset X of the observations, it can be seen that
the rules in each rule set are mutually exclusive and exhaustive. Ac ⊆ A and Bc ⊆ B are
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the rule sets of class c, respectively. For each rule r ∈ A ∪ B, the core space H(r) can be
determined using the algorithm shown in Algorithm 1. V(H(r)) represents the volume of
H(r). The proposed consistency measure algorithm is as follows:

It is easy to prove that the proposed consistency measure satisfied the following
properties. For two rule sets R1 and R2, we have:

• Symmetric: Con(R1, R2) = Con(R2, R1);
• Non-negativity: Con(R1, R2) ≥ 0;
• If the two rule sets R1 and R2 are exactly the same, then the consistency should be

maximal—i.e., Con(R1, R2) = 1;
• If the two rule sets R1 and R2 provide different classifications for each input observa-

tion, then the consistency should be minimal—i.e., Con(R1, R2) = 0;

For the similarity of (1), σ(A, B) = 1 if and only if for all r ∈ A, there exists a rule q ∈ B,
such that r and q cover the same samples and assign the same class labels to the samples.
Therefore, the number of rules in rule set A is equal to that of rule set B. Meanwhile, the
proposed similarity has less request, which focuses more on the similarity of the partitions
of the feature space by the rule sets for each class. Furthermore, let Assignment(A) denote
the assignments of the samples in the dataset X by rule set A, and Accuracy(A) denote
the accuracy of rule set A for the dataset X. We have the following proposition about the
relation of the four mentioned kinds of consistency measures.

Proposition 1. Let A and B be two rule sets which contains mutually exclusive rules on dataset
X. σ(A, B) denotes the similarity between A and B using the definition shown in Equation (1), and
Con(A, B) denotes the consistency between A and B defined in Algorithm 2. We have

σ(A, B) = 1 ⇒ Con(A, B) = 1

Con(A, B) = 1 ⇒ Assignment(A) = Assignment(B)

Assignment(A) = Assignment(B) ⇒ Accuracy(A) = Accuracy(B)

Proof. (1) σ(A, B) = 1⇒ Con(A, B) = 1:

σ(A, B) =
1

2N ∑
r∈A,B

Nopposite
r = 1 ⇒ ∑

r∈A,B
Nopposite

r = 2N

⇒ ∀r ∈ A, B, Nopposite
r = Nr

where Nr is the number of samples covered by r. This implies that ∀r ∈ A, there is a rule q ∈
B, where r and q cover the same samples and give the same class label to the samples. Thus,
we find that H(r) = H(q), V(H(r) ∩ H(q)) = V(H(r)) = V(H(q)). Because it is assumed
that each rule set contains mutually exclusive rules, ∀q′ ∈ B, q′ 6= q, V(H(r) ∩ H(q′)) = 0,
we have ∀c,

Sim(Ac, Bc) =
2V(Ac, Bc)

VAc + VBc

=
2 ∑r∈Ac ∑q∈Bc V(H(r) ∩ H(q))

∑
r∈Ac

V(H(r)) + ∑
r∈Bc

V(H(r))

=
2 ∑r∈Ac V(H(r))

2VAc

= 1

Con(A, B) =
1
2 ∑

c
ωAc Sim(Ac, Bc) +

1
2 ∑

c
ωBc Sim(Bc, Ac)

=
1
2 ∑

c
ωAc +

1
2 ∑

c
ωBc = 1
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(2) Con(A, B) = 1⇒ Assignment(A) = Assignment(B):
Con(A, B) = 1 implies ∀c, Ac and Bc have the same partition of the feature space, so

Assignment(A) = Assignment(B).
(3) Assignment(A) = Assignment(B)⇒ Accuracy(A) = Accuracy(B):
Straightforward.

It is easy to apply the proposed consistency algorithm to the rule sets visualized in
Figure 1. Furthermore, as shown in the next section, the proposed consistency algorithm
can be applicable to the rule sets altered from other representation forms, such as decision
trees and decision tables. Since the rule extraction algorithms, such as the algorithm shown
in [14], are able to extract mutually exclusive rules from different types of black box models,
the proposed measure of consistency can also help to test whether the extracted rule sets are
similar to other rule sets or the black box models are consistent with the existing knowledge.

4. Empirical Studies

In this section, we perform several experiments with some benchmark datasets from
the Machine Learning repository [28]. The data can be regarded as the sensing data from
the sensors of the CPS. The description of the pertinent datasets is covered in Table 1.
Five decision tree algorithms—C4.5, CART, J48graft [29], RandomTree [30], and REPTree—
are used in the experiments for extracting the rules. The decision trees returned by the
algorithms can be easily converted into a set of mutually exclusive rules via creating a rule
for each path from root to leaf node of the trees. All the classifiers are implemented by
using the Weka machine learning toolkit [31].

Table 1. Description of datasets from the UCI repository used in the experiments.

No. Data Set Size Attributes Class

1 Blocks 5473 10 5
2 Breast-W 699 9 2
3 Image 2310 19 7
4 Iris 150 4 3
5 Magic 19,020 10 2
6 Mammographic 961 5 2
7 Parkinson’s 195 22 2
8 Pima 768 8 2
9 Transfusion 748 4 2
10 Vehicle 846 18 4
11 Vertebral-2C 310 6 2
12 Vertebral-3C 310 6 3
13 Wall-2A 5456 2 4
14 Wall-4A 5456 4 4
15 Wall-24A 5456 24 4
16 Waveform 5000 40 3
17 Wine 178 13 3
18 EGS 10,000 12 2

4.1. Demonstration on Electrical Grid Network Data Set

The first experiment is a demonstration on the electrical grid network dataset. We show
the evaluation of the equivalent symmetry between different subsystems of the electrical
grid network using the proposed consistency measurement shown in Algorithm 2.

The electrical grid stability dataset is used for the local stability analysis of the 4-node
star system (electricity producer is in the center), implementing the decentral smart grid
control concept. It contains 10,000 samples and is stratified and divided into tenfold of
(approximately) equal size. Each time, one fold, which could be regarded as a set of data
points from the subsystem decomposed from the original power grid networks, is left out
of the whole dataset to train a C4.5 decision tree. As a result, there are ten C4.5 classification
rule sets based on the “Electrical Grid Stability (EGS) Data Set”.
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Then, the proposed consistency measurement can be used to evaluate the similarity
between the different C4.5 classification rule sets. For each of the ten tree classifiers, we
show their consistency with the other trees pairwise. The results of the C4.5 algorithm are
shown in Table 2. As can be seen from Table 2, the average consistency is 0.88 and except
for subsystem 3, the consistencies between the other subsystems are almost 0.90, indicating
that the knowledge about the electrical grid stability contained in each subsystem is almost
same. However, subsystem 3 is slightly different from the other subsystems in that it has
different knowledge about the electrical grid stability.

Table 2. The consistencies between different subsystems of the electrical grid network.

Subsystem 2 3 4 5 6 7 8 9 10

1 0.93 0.83 0.92 0.90 0.90 0.92 0.91 0.91 0.91
2 0.82 0.90 0.89 0.90 0.91 0.92 0.90 0.90
3 0.82 0.80 0.81 0.82 0.75 0.73 0.82
4 0.89 0.89 0.90 0.91 0.90 0.90
5 0.90 0.90 0.91 0.89 0.91
6 0.89 0.90 0.89 0.88
7 0.90 0.93 0.93
8 0.90 0.90
9 0.92

4.2. Comparison of Rule Sets Obtained by Different Algorithms

This experiment is performed on the widely used Iris dataset and Wavefrom dataset.
We train various decision tree learners—namely, C4.5, CART, J48graft, RandomTree, and
REPTree—on the two datasets. On both of the two datasets, the five decision trees provide
different rule sets. For example, on the Iris dataset, the number of rules in the rule set from
C4.5 is 5, but that from J48graft is 11. On the larger dataset (Wavefrom), the number of rules
increases rapidly (C4.5: 330; CART: 78; J48graft: 767; RandomTree: 668; and REPTree: 102).
It is difficult to assess whether the extracted knowledge is the same for these algorithms
due to the large and complex rule sets involved. While an explicit conversion is often
possible, the proposed consistency measure is used to test the consistency between each
pair of the obtained rule sets. The results gained on Iris data set are shown in Table 3a. The
rather high scores indicate that most of the extracted rule sets are very similar and contain
similar knowledge. Table 3b shows the results gained on the Wavefrom dataset. The low
scores (except for the score between C4.5 and J48graft) indicate that the extracted rule sets
are not similar and contain quite different knowledge.

Table 3. Consistencies on the (a): Iris dataset and (b) the Waveform dataset.

(a)

Between algorithms C4.5 CART J48graft RandomTree REPTree

C4.5 1.00 1.00 0.99 0.86 0.92
CART 1.00 0.99 0.87 0.92

J48graft 1.00 0.84 0.92
RandomTree 1.00 0.87

REPTree 1.00

(b)

Between algorithms C4.5 CART J48graft RandomTree REPTree

C4.5 1.00 0.54 0.98 0.48 0.58
CART 1.00 0.54 0.47 0.65

J48graft 1.00 0.48 0.58
RandomTree 1.00 0.49

REPTree 1.00
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4.3. Consistency of C4.5 and the Other Decision Tree Algorithms

In this experiment, the similarities of the C4.5 algorithm and the other algorithms
(CART, J48graft, RandomTree, and REPTree) are studied based on the consistency of the
rule sets they returned on the seventeen benchmark datasets described in Table 1. The C4.5
decision tree is used as a criterion for comparison due to the fact that the C4.5 decision tree
is the most commonly used classical algorithm. The consistency measure values on the
seventeen datasets between the rule sets from C4.5 and those from the other algorithms are
shown in Table 4.

Table 4. Consistencies between C4.5 and other algorithms.

Data Set CART J48graft RandomTree REPTree

Blocks 0.67 0.97 0.08 0.53
Breast-W 0.65 1.00 0.45 0.49

Image 0.75 0.98 0.50 0.61
Iris 1.00 0.99 0.86 0.92

Magic 0.55 0.92 0.37 0.47
Mammographic 0.75 1.00 0.47 0.76

Parkinson’s 0.74 0.92 0.70 0.81
Pima 0.96 1.00 0.51 0.87

Transfusion 0.98 0.99 0.81 0.93
Vehicle 0.71 0.83 0.33 0.53

Vertebral-2C 0.95 0.99 0.93 0.92
Vertebral-3C 0.92 0.99 0.84 0.87

Wall-2A 1.00 1.00 0.99 0.99
Wall-4A 1.00 1.00 0.99 0.99
wall-24A 0.98 0.98 0.49 0.97

Waveform 0.54 0.98 0.48 0.58
Wine 0.76 0.97 0.84 0.79
Mean 0.82 0.97 0.63 0.77

It can be seen that the average consistency value obtained between C4.5 and J48graft
on the seventeen datasets is 0.97, which indicates that the rule sets obtained by the two
algorithms divided the feature space into very similar regions for all seventeen datasets.
This is not surprising when considering that the latter is an improvement of the former.

The mean consistency values between C4.5 and CART are bigger than those between
C4.5 and RandomTree and between C4.5 and REPTree, which shows that C4.5 and CART
can provide similar rule sets in most of situations. In other words, the rule sets obtained by
C4.5 and CART often divide the feature space into similar regions. The paired Student’s
t-test is employed to justify if an algorithm is statistically more similar to C4.5 than another
on the seventeen datasets. The result shows that compared with C4.5, the consistency
differences between the algorithms (CART, RandomTree, and REPTree) are significant, and
compared with RandomTree and REPTree, CART is more similar to C4.5.

The consistency values of the rule sets obtained by C4.5 and RandomTree are small
for most of the cases. The rule sets returned by the RandomTree algorithm often have
many more rules than those returned by the C4.5 algorithm. The reason for this is that the
RandomTree algorithm pursues the nicety partitions of the feature space, which can help
the training accuracy to reach as high as 100% for a lot of problems. This kind of overfitting
leads to a huge number of rules which would divide the sample space into too many small
regions. Therefore, the RandomTree algorithm can hardly carry out the similar partition of
the feature space with other algorithms.

From Table 4, it can be concluded that in general the data sets which lead to simpler
rule sets may be able to achieve higher consistency values between the algorithms. For
instance, the Iris dataset with a small number of instances (150) and wall-2A with only two
attributes and a more concentrated sample distribution are easy to separate. Therefore,
the rule sets returned by the algorithms consist of a few very compact rules. In the Iris
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dataset and the Wall-2A dataset, only two attributes are used for classification by all the
algorithms. Using the rule sets from the C4.5 algorithm and the other algorithms on the two
rule sets, high scores have been achieved; see Table 4. In contrast, the datasets which led
to a great number of complex rules struggle to obtain higher consistency values between
the algorithms. An example of this is the Waveform dataset, which has 5000 instances and
40 attributes. On the Waveform dataset, the number of rules obtained from the algorithms of
C4.5, CART, J48graft, RandomTree, and REPTree are 330, 78, 767, 668, and 102, respectively.
It can be found in Table 4 that the consistency values obtained on the Waveform dataset are
much smaller than those obtained on the other data sets.

4.4. Selection of Algorithm by the Proposed Consistency

In this experiment, we aim at the relation between the proposed consistency measure
and the accuracy evaluation criterion. Six datasets are used in this experiment. They are
Iris dataset, Pima dataset, Transfusion dataset, Vehicle dataset, Wavefrom dataset and
Wine dataset.

In each dataset X, the samples are divided into two parts, X1 and X2 sized as 50%-50%
of the total samples. X1 is used for training and testing. X2 is treated as the observation
for the consistency evaluation. In X1, we randomly draw 20% samples for testing, and the
remaining samples are used for training a decision tree classifier. Furthermore, the experi-
ments are repeated ten times by randomly generating an 80-20 split of X1. The experiments
are performed with the algorithms C4.5, CART, J48graft, RandomTree, and REPTree.

For each algorithm, the average test accuracy of the ten classifiers, the standard
deviation, and the average consistency of the 45 (C2

10) pairs are shown in Figure 5. The figure
shows that, in general, the higher the consistency is, the lower the standard deviation will be,
while the higher the consistency is, the higher the accuracy will be. This implies that not only
is consistency coherent with the accuracy and standard deviation, but that the consistency
can be use to characterize the general stability in probability. For a situation where the
prediction accuracy on a dataset obtained using different algorithms is not significant, the
one with a higher consistency score could be the better classifier for the dataset.

Figure 5. Consistencies, accuracies, and standard deviations of C4.5, CART, J48graft, RandomTree,
and REPTree over six datasets.

For instance, we compare the C4.5 and CART on the Pima data set. The average
accuracy of C4.5 over the ten runs is 73.77%, with a standard deviation of 0.0438, and
that of CART is 74.81% with a standard deviation of 0.0420. The difference in the average
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accuracies given by C4.5 and CART is not significant. The proposed consistency measure
can be used to find the similarity between the different runs for each algorithm. For each of
the ten tree classifiers, we show their consistency with the other trees measured on X2. The
results of C4.5 are shown in Table 5a, and the average consistency is 0.77. The consistency
results of CART are shown in Table 5b, and the average consistency is 0.88. A paired t-test
shows that the observed consistency difference is significant. Based on these results, we
believe that CART is the better learner for this dataset, as it not only provides a comparable
accuracy on this dataset but is also more consistent than the tree classifiers constructed
using the C4.5 algorithm.

Table 5. The consistencies between the ten runs on the Pima dataset (a): C4.5 and (b): CART.

(a) C4.5

Runs 2 3 4 5 6 7 8 9 10

1 0.69 0.76 0.66 0.70 0.56 0.76 0.76 0.68 0.64
2 0.88 0.77 0.77 0.80 0.88 0.88 0.78 0.95
3 0.77 0.82 0.67 1.00 1.00 0.82 0.80
4 0.70 0.66 0.77 0.77 0.69 0.75
5 0.63 0.82 0.82 0.83 0.70
6 0.67 0.67 0.66 0.86
7 1.00 0.82 0.80
8 0.82 0.80
9 0.73

(b) CART

Runs 2 3 4 5 6 7 8 9 10

1 0.99 0.99 0.99 0.81 0.69 0.99 0.87 0.94 0.99
2 1.00 1.00 0.82 0.70 1.00 0.88 0.95 1.00
3 1.00 0.82 0.70 1.00 0.88 0.95 1.00
4 0.82 0.70 1.00 0.88 0.95 1.00
5 0.64 0.82 0.88 0.87 0.82
6 0.70 0.79 0.67 0.70
7 0.88 0.95 1.00
8 0.87 0.88
9 0.95

4.5. Consistency of the C4.5 Decision Tree

In this experiment, we study the consistency of the C4.5 on four real-life datasets.
The information of the Wine dataset, the Waveform dataset, and the Pima dataset can be
found in Table 1, and the Wine quality dataset [28] contains 6497 instances, which have
12 attributes with 2 classes.

We first divide all the datasets into a 2/3 training set and a 1/3 test set. Subsequently,
to test the consistency of the C4.5 algorithm, the following procedure is applied on the part
reserved for training. Firstly, we create 500 new datasets by randomly removing a fixed
percentage of the training instances from the part reserved for training. Then, the chosen
percentages vary between 5% and 90%. On each of these 500 newly created data sets, which
could be from the sensor subnetworks, we build a C4.5 decision tree. For each tree, we
first measure the accuracy on the test set. An overview of the performance distributions is
given in Figures 6 and 7. The percentages in the legend indicate the number of remaining
samples in the dataset reserved for training. It is easy to see that the prediction accuracy
increases with the increase in the number of training samples.
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Figure 6. Distribution of the accuracies: (a) Wine dataset and (b) Wine quality dataset.

0.65 0.7 0.75
0

20

40

60

80

100

120

140

Accuracy

N
u
m

b
e
r 

o
f 
c
la

s
s
if
ie

rs

 

 

0.65 0.7 0.75 0.8 0.85
0

20

40

60

80

100

120

Accuracy

N
u
m

b
e
r 

o
f 
c
la

s
s
if
ie

rs

 

 

95% training data

90% training data

75% training data

50% training data

95% training data

50% training data

25% training data

10% training data

(a) (b)

Figure 7. Distribution of the accuracies: (a) Waveform dataset and (b) Pima dataset.

In the second step, we compare the consistency of all the classifiers with each other.
We first select the first tree and then compare pairwise with each of the other 499 classifiers.
The consistency measure values are calculated with the proposed algorithm. Then, we
select the second classifier and calculate the consistency measure values for the remaining
498 classifiers and so on. The total number of comparisons is therefore equal to C2

500, which
is 124,750. An overview of the distribution of the consistency measure values is given in
Figures 8 and 9.

We can observe that on all these four datasets, the higher peaks shift rightward in
the distribution towards higher consistency levels with the increase in the number of
training samples, which indicates that the removal of less samples will lead to more similar
classifiers. Furthermore, from the comparison of Figures 8 and 9, we can find that on
the Wine dataset and the Wine quality dataset, with the removal of 5% of the data, the
algorithm will almost always return the same classifier, as the consistency is usually close to
1. However, this phenomenon does not appear on the Waveform dataset and Pima dataset.
We conclude that on the Wine dataset and the Wine quality dataset, the C4.5 algorithm is
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less influenced by the random removal of training observations than in comparison with
the Waveform dataset and Pima dataset. The reason for this is that the Wine dataset and
the Wine quality dataset can be easily classified by the C4.5 algorithm, while the Waveform
dataset and the Pima dataset struggle to be classified by the C4.5 algorithm. Higher
accuracies on the Wine dataset and the Wine quality dataset can be found in Figure 6, and
lower ones obtained on the Waveform dataset and Pima dataset are shown in Figure 7.
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Figure 8. Distribution of the consistency measure: (a) Wine dataset and (b) Wine quality dataset.
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Figure 9. Distribution of the consistency measure: (a) Waveform dataset and (b) Pima dataset.

5. Conclusions

In this paper, the concept of consistency is studied and the rule set itself is used to
consider the consistency of the classifiers instead of the prediction and accuracy. This
paper proposes the use of an algorithm to calculate a numerical value that can be applied
to measure the consistency between different rule sets and the equivalent symmetry of
decomposed subsystems from the large and complex CPS. Additionally, the differences
between different definitions of consistency are analyzed and discussed. The proposed
consistency measure focuses on the similarity of the partitions of the feature space by the
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rule sets. To deal with the unlimited boundary problem of the partitions of the feature
space, the similarity is derived from the intersection of the proposed core spaces of the rules
in the two rule sets. Several experiments show how the proposed consistency measure
can be used to select different models and algorithms. A classifier with a high average
consistency measure value for different datasets from different subsystems can give both a
lower standard deviation and a higher average test accuracy; furthermore, the equivalent
symmetry of decomposed subsystems can also be evaluated. Future work will focus on
the decomposition methods used for large and complex CPS based on the consistency
between different subsystems. The similarity of the decision information contained in the
subsystems could be used as a criterion for the decomposition and could be combined
with other decomposition methods to decompose the complex and large CPS into lower
subsystems to reduce the level of complexity and the computation required.
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