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Abstract: Text classification is a major task of NLP (Natural Language Processing) and has been
the focus of attention for years. News classification as a branch of text classification is characterized
by complex structure, large amounts of information and long text length, which in turn leads to a
decrease in the accuracy of classification. To improve the classification accuracy of Chinese news
texts, we present a text classification model based on multi-level semantic features. First, we add
the category correlation coefficient to TF-IDF (Term Frequency-Inverse Document Frequency) and
the frequency concentration coefficient to CHI (Chi-Square), and extract the keyword semantic
features with the improved algorithm. Then, we extract local semantic features with TextCNN with
symmetric-channel and global semantic information from a BiLSTM with attention. Finally, we
fuse the three semantic features for the prediction of text categories. The results of experiments
on THUCNews, LTNews and MCNews show that our presented method is highly accurate, with
98.01%, 90.95% and 94.24% accuracy, respectively. With model parameters two magnitudes smaller
than Bert, the improvements relative to the baseline Bert+FC are 1.27%, 1.2%, and 2.81%, respectively.

Keywords: BiLSTM; keyword extraction; symmetry and asymmetry; machine learning; TextCNN
with symmetric-channel

1. Introduction

Information has entered the Big Bang stage as the Internet era has evolved.
Especially with the rapid development and popularization of multi-media technology,
people can access massive amounts of uncertain information in their daily lives. Text is
the main way of carrying modern multimedia information. Therefore, mining, analyzing
and classifying textual information are now mainstream tasks in NLP. Text classification is
a major task of NLP. According to the scenario and the content of text classification, it is
mainly classified into sentiment classification [1,2], news classification [3,4], topic classifica-
tion [5], Q&A matching [6] and so on. As a major product of the information age, news
text is characterized by a large amount of data, high real-time requirements, complicated
manual tagging etc. In order to promptly place news into corresponding categories and
reduce human workload, a model that is both fast and has high accuracy is needed.

Methods based on machine learning (especially, deep learning) have been fruitful
in NLP in the last few years. On the one hand, CNNs (Convolutional Neural Networks)
have been commonly used in NLP, such as VGG [7] and ResNet [8], because of the local
perceptual field and weight sharing [9]. On the other hand, RNNs (Recurrent Neural Net-
works) are also an important technique in NLP because of their ability to obtain contextual
information, such as LSTM [10,11], GRU [12] etc.

Yoon Kim [13] presented TextCNN in 2014, where text is processed by a single-
layer CNN and convolutional kernels of different sizes after vectorizing the text with
word2vec [14,15]. The reliability of the method was demonstrated on sentiment analysis
and problem classification tasks, and provided evidence that unsupervised word vector
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pre-training has significant implications in NLP deep learning. However, the obvious
problem is that it only focuses on local information and does not consider the context,
where some fuzzy words may not mean the same thing literally and in different contexts.
“Apple”, as an example, might be a fruit, but it might also be a technology company.

Compared with CNN, RNN’s output values are dependent on the output values
of the previous moment and the input values of this moment. It can be applied to cap-
ture the information in the context of the text. However, the biggest drawback of RNN
in the training process is gradient explosion. Therefore, researchers have presented im-
proved RNN models, such as LSTM and GRU, which prevent the occurrence of the main
drawback in RNNs by selectively forgetting some information. BiLSTM [16], which was
presented later as a variant of LSTM, has a good development in NLP. It has become one
of the mainstream models in the NLP field so far by using a bidirectional mechanism, i.e.,
superimposing the forward LSTM with the backward LSTM, while including contextual
semantic information.

Google presented a pre-training model called Bert [17] in 2018, which is a pre-training
model based on Transformers [18] for a bidirectional encoder. An MLM (masked language
model) was used to generate deep bidirectional language representations, which achieved
SOTA on 11 NLP tasks upon publication. Although its results are good, it has two main
drawbacks; one is the large scale of the model with numerous parameters, and the other
is the existence of a limit on the length of the input text, which cannot exceed at most
510 TOKENs, which reduces its accuracy when dealing with longer texts.

In summary, we present a text classification model based on multi-level semantic
features to achieve a high accuracy rate while having small model size and few parameters.
Experiments on Chinese news text classification datasets such as THUCNews, MCNews
and LTNews show that the model has good classification results.

Our contribution is focused on the following three points.

• We present a text classification model based on multi-level semantic information.
The multi-level semantic information mainly contains keyword semantic information,
local semantic information and global semantic information. The keyword information
is extracted by using the improved TF-IDF based on the category correlation coefficient
and the improved CHI based on the frequency concentration coefficient, the local
semantic information is extracted by using the improved symmetric-channel TextCNN,
and the global semantic information is extracted by using the BiLSTM with attention;

• We present a symmetric-channel mechanism for enriching the local semantic informa-
tion extracted by TextCNN. Experiments demonstrate that TextCNN has better results
for text classification after adding the symmetric-channel mechanism;

• We improve the keyword extraction algorithm by adding the category correlation
coefficient to TF-IDF and the frequency concentration coefficient to CHI. Experiments
demonstrate that the improved keyword extraction algorithm can have better results
for text classification.

2. Related Work

Research on text classification has flourished over the past few years. Some researchers
focus on the individual models themselves. Yoon Kim [13] presented TextCNN, which
is a shallow and wide CNN. After vectorizing the text with Word2Vec, the text features
are extracted by a single convolutional layer with convolutional kernels of different sizes.
Huang et al. [19] presented DenseNet, which is a densely connected deep CNN. By refer-
ring to the idea of ResNet, the CNN structure is deepened by introducing the connection
skipping mechanism. However, a problem that exists along with the deepening of the net-
work is the growth of the number of parameters and the model volume. Le H T et al. [20]
compared two different types of CNNs on several datasets by different input methods. One
type is shallow and wide CNNs represented by TextCNN, and the other is deep CNNs rep-
resented by DenseNet. It was tentatively concluded through experiments that deep CNNs
are not able to be more effective than shallow CNNs in text classification. Li J. et al. [21]
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presented the BiLSTM model with hierarchical attention. Layers of attention are added
behind the BiLSTM layer, a word-level attention layer and a sentence-level attention layer,
for analyzing the importance of words and sentences. Wang B [22] presented a disconnected
RNN. He incorporates position invariance into the RNN. By limiting the distance of RNN
information flow, the hidden state of each time step is restricted to words near the current
position, which is an improvement compared to RNN and CNN.

Some researchers have focused on multi-model fusion. Deng J. et al. [23] presented
the attention-based BiLSTM fused CNN with a gating mechanism model. The model first
calculates the context vector through the attention mechanism, then captures the contextual
features through BiLSTM, then captures the salient features of the topic through CNN,
and finally eliminates other topic-related information through the gating mechanism.
Zhang J et al. [24] presented a feature fusion text classification model combining CNN
and BiGRU with a multi-attention mechanism. Global semantic features are extracted
by BiGRU, local semantic features are extracted by CNN, and the features are stitched
together and then classified. Xu F. et al. [25] presented a multi-level semantic feature
extraction algorithm. Character features are extracted using CNN and word features are
extracted using BiGRU. After connecting the two features, local semantic features and
contextual semantic features are extracted by LightTextCNN and BiLSTM, respectively.
Finally, the four features are fused for classification.

Some researchers optimized the pre-trained word vector model. Google AI Research
Institute presented a pre-training model called Bert [17] in 2018, which is a pre-training
model based on the bi-directional encoder of Transformers. Once published, it achieved
SOTA on 11 NLP tasks. Qiu Y. et al. [26] used TF-IDF to find the weight of each word and
weighted the word vector obtained from the Word2Vec model. The weighted word vectors
are classified better than the cases of VSM, LDA and Word2Vec alone. Zhao W. et al. [27]
first derived the LDA topic information matrix and the TD-IDF weight matrix, and mixed
the two matrices and weighted them into the word vector extracted by Word2Vec. The clas-
sification effect was verified on several datasets.

In summary, research on model fusion has been relatively hot in recent years. However,
since the underlying models are still only a few existing mainstream models, mainly CNNs
and RNNs, the development has been relatively limited, mostly in the form of different
combinations of several models. Part of the research is devoted to deeper mining of the text
in an attempt to extract more kinds of information from the limited text. There are two main
problems with the existing research. One is that the models with high accuracy basically
use Bert and its variants, which also leads to the large size of the models themselves.
The second is that the models with small size do not have high relative accuracy.

Based on the current state of research, we present a text classification model based
on multi-level semantic features in order to have a high accuracy rate while having a small
model size and few parameters. Sometimes, simple methods also have better results
at lower costs, so we chose the TF-IDF and CHI algorithms, which are relatively simple,
as the basis of the keyword extraction algorithm. Most studies have weighted the Word2Vec
model after calculating the weights from TF-IDF [28]. Unlike those studies, we extract
the keywords of the text with the improved TF-IDF and the improved CHI, and incorporate
the keywords as a new feature into the model. TextCNN, as a member of CNN, is often used
as a baseline for comparison in NLP due to its excellent local information extraction ability.
Therefore, this paper improves TextCNN to enhance its local information extraction ability.
We add a symmetric-channel mechanism to TextCNN to extract local semantic informa-
tion. Then, we use BiLSTM with attention to extract global semantic information, because
BilSTM is the best RNN model to extract global semantic information at this stage. Fi-
nally, we classify the text after fusing the three sets of semantic information. Each feature
contains semantic information in different dimensions. A statistically based approach
extracts keyword features, which are a set of lexical sequences that have a positive ef-
fect on the classification. The machine learning-based approach extracted local features
as well as global features, which exploits the local information focus property of CNN and
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the global information inclusion property of RNN, respectively. When features of different
dimensions are aggregated together, they can have a positive and mutually reinforcing
effect on text classification. Results of the experiments show that our presented method has
competitive results.

3. Model

The structure of the text classification model based on multi-level semantic features pre-
sented in this research is shown in Figure 1. The model is divided into three main modules,
which are the keyword semantic extraction module, the local semantic extraction module
and the global semantic extraction module. The keyword semantic extraction module first
uses TF-IDF based on the category correlation coefficient and CHI based on the frequency
concentration coefficient to train the importance dictionary on the training set. Then, the text
is divided by Jieba and the TopK keywords are filtered based on the importance dictionary.
After merging the keywords obtained by the two algorithms, the keyword sequences are
transformed into word vectors using a Word2Vec pre-training model. Finally, the keyword
semantic features are obtained by single-layer one-dimensional convolution and an FC
(fully-connected) operation is performed. After the text has been divided into words
by Jieba, the local semantic module and the global semantic module transform the text
sequences into word vectors using a Word2Vec pre-training model. The local semantic infor-
mation is extracted using the symmetric-channel-based TextCNN and the global semantic
information is extracted using the attention-based BiLSTM, respectively.

Figure 1. Structure of the text classification model based on multi-level semantic features.

3.1. Word Embedding Module

It has been shown that using a pre-trained word vector model can improve text classifi-
cation accuracy and decrease the dimensionality of the word vector. Common word vector
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models include Word2Vec, Glove [29], Bert [17] etc. Considering the number of parameters
and the model size, Word2Vec is used as the word vector pre-training model in this paper.

In the earliest days, One-Hot was used as a word vector, but this had serious prob-
lems, namely dimensional explosion and semantic gaps. All words in One-Hot need one
dimension to be stored, and the size of the word vector dimension is the size of the whole
vocabulary. Therefore, when the number of words in the corpus is larger, the dimension-
ality of One-Hot is also larger, and the computation required in processing is horrible,
which is the reason for the dimensional explosion. On the other hand, each word is repre-
sented as an independent dimension and there is no direct connection between dimensions.
Thus, even if two words have similar meanings, their One-Hot representations may be
worlds apart, i.e., a semantic divide.

Therefore, in 1986, Hinton G.E. [30] presented a distributed representation, which is
a dense vector of fixed length. The main idea is that the semantic meaning of words
is determined by contextual information, and words that appear in similar contexts
have similar semantics. It reveals the semantic connections between words while re-
ducing the word vector dimensionality. Word2Vec is a typically distributed representation.
Since Mikolov T. et al. presented Word2Vec in 2013, Word2Vec has been one of the most
common word vector representations in NLP.

There are two main training methods for Word2Vec, namely Skip-gram and CBOW
(Continuous Bag-of-Words). Skip-gram is trained by predicting the context by the current
word, which is equivalent to giving a word and guessing what words may come before and
after it. CBOW is trained by predicting the current word from the context. It is equivalent
to removing a word from a sentence and guessing what that word is.

3.2. Keyword Extraction Module

Keyword features are extracted from the text using the improved TF-IDF and CHI.
We believe that a small amount of text contains information about the text as a whole, i.e.,
from a small amount of text, we can infer the category of the text. TF-IDF and CHI are
used to analyze the importance weight of each word on the training set in a statistical way.
The importance weights are used to extract the sequence of words in a piece of text that can
help infer the category of the text, i.e., keywords.

3.2.1. Improved TF-IDF

TF-IDF [28] is a concept presented by Jones K.S. as a statistical metric in information
retrieval to assess the importance of a word to one of the documents in a corpus. The main
idea of the algorithm is to assume that the more frequently a word appears in one document
and the less frequently it appears in other documents, the more important this word is
for this document and the more suitable it is for use in classification. In practice, it is often
applied as a weighting technique. The calculation is shown in Equations (1)–(3).

TF(v, d) =
nd(v)
nd(V)

(1)

IDF(v) = lg
(

|D|
|{m : v ∈ dm}|+ 1

)
(2)

TF-IDF(v, d) = TF(v, d)× IDF(v) (3)

v refers to an arbitrary vocabulary. V refers to the set of all vocabulary. d refers
to an arbitrary document. D refers to a corpus. v ∈ V and d ∈ D. TF(v, d) refers
to the frequency of occurrence of v in d. nd(v) refers to the number of occurrences of v
in d. nd(V) refers to the total number of occurrences of all vocabulary in d. IDF(v) refers
to the inverse document frequency, which is an indicator of the general importance of v.
|D| refers to the total number of documents in D. |{m : v ∈ dm}| refers to the total number
of documents in which v appears. Because there may be cases where the vocabulary does
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not appear in all documents, it is necessary to add 1 to |{m : v ∈ dm}| in order to prevent
arithmetic errors. Eventually, multiplying TF(v, d) with IDF(v) yields TF-IDF(v, d).

For the original TF-IDF, the main problem is that its process of calculating the inverse
document probability only takes into consideration the relation between v and the number
of documents it appears in ,and ignores the differences in the distribution between different
categories that are most important for classification. Therefore, we present an improved
TF-IDF that incorporates a category correlation coefficient α in the calculation of the inverse
text probability. The validity of the category correlation coefficient is experimentally
demonstrated. Its calculation is shown in Equations (4)–(6).

λi = max

(
|
{

n : v ∈ dn, dn ∈ cj, j 6= i
}
|

|d : d ∈ cj, j 6= i|

)
(4)

αi =
|{m : v ∈ dm, dm ∈ ci}|

|d : d ∈ ci|
− λi (5)

α = max(αi) (6)

max(x) refers to the formula for calculating the maximum value. λi refers to the max-
imum value of the intra-class probability of occurrence of v in all categories except ci.
ci refers to the i-th category. αi refers to the category correlation coefficient of ci. α is
the maximum value of the category correlation coefficient for each category. The formula
looks complicated, but the main idea is to obtain the category correlation coefficient α
by calculating the intra-category occurrence probability of v in each categorical category
and then using the largest intra-category occurrence probability minus the second-largest
intra-category occurrence probability. The calculation of the improved TF-IDF is shown
in Equation (7).

TF-IDF(v, d) = TF(v, d)× α× IDF(v) (7)

We believe that the category correlation coefficient α contains the relationship be-
tween each vocabulary and category, which solves the problem of the original TF-IDF to
some extent.

3.2.2. Improved CHI

CHI, also known as Chi-Square, was first presented by Karl Pearson in 1900 [31].
The main idea is to assume that the values obey a certain distribution, calculate the expec-
tation of the values under that distribution, compare the variance of the true and expected
values, and finally calculate the difference between the true and expected values. The simple
way to understand this is that when the calculated CHI value is larger, then the hypothesis
is not valid and the hypothesis is rejected. On the contrary, when the calculated CHI value
is smaller, the hypothesis is valid and the hypothesis is accepted. When applied to the field
of text classification, we first assume that v and text categories are independent of each
other. On this basis, when the calculated CHI value is larger, then the hypothesis is rejected
and the more related v and the text category are. Conversely, when the calculated CHI
value is smaller, then the hypothesis is accepted and the less relevant v and the text category
are. Taking binary classification, for instance, the data distribution is shown in Table 1.

Table 1. Distribution table of binary classification data.

Vocabulary c1 c2 Total

v A B A + B
¬v C D C + D

Total A + C B + D N
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The expectation of c1 containing v is calculated as shown in Equation (8).

E(v, c1) =
(A + C)× (A + B)

N
(8)

The variance of c1 containing v is calculated as shown in Equation (9).

D(v, c1) =
(A− E(v, c1))

2

E(v, c1)

=
(A× D− B× C)2

N × (A + C)× (A + B)
(9)

The variance calculation for the remaining terms is similar to Equation (9).
The final CHI calculation is shown in Equation (10).

χ2(v, c1) = D(v, c1) + D(v, c2) + D(¬v, c1) + D(¬v, c2)

=
N × (A× D− B× C)2

(A + C)× (A + B)× (B + D)× (C + D)
(10)

For the original CHI, the main problem is that it only counts the number of docu-
ments in which v appears in its calculation without considering the number of occurrences
of v. This can lead to the algorithm being biased towards low-frequency vocabulary.
For example, suppose that v1 appears 1 time in all documents of c1, while v2 appears
10 times in 99% of the documents of c1. In normal thinking, v2 is more important for clas-
sification. However, based on the original CHI, χ2(v1, c1) will be greater than χ2(v2, c1).
This can lead to the omission of very important feature terms. Therefore, we present an im-
proved CHI by adding a frequency concentration coefficient β to the calculation process.
The validity of the frequency concentration coefficient is experimentally demonstrated.
The calculation procedure is shown in Equations (11)–(14).

s = sum

(
sum(TF(v, dn))

|
{

n : v ∈ dn, dn ∈ cj, j 6= i
}
|

)
(11)

δi =
s

|{j : cj ∈ C, j 6= i}| (12)

βi =
sum(TF(v, dm))

|{m : v ∈ dm, dm ∈ ci}|
− δi (13)

β = max(βi) (14)

sum(x) refers to the formula for calculating the sum. max(x) refers to the formula
for calculating the maximum value. ci refers to the i-th category. δi refers to the average
frequency of occurrence of v in all categories except ci. βi refers to the frequency concen-
tration coefficient of ci. β is the maximum value of the frequency concentration factor
for each category. The formula looks complicated; the main idea is to calculate the average
frequency of occurrence of v in ci, and then subtract the average frequency of occurrence
of v in all other categories, and what we obtain is the coefficient of ci. Taking the maximum
value of the coefficients for all categories, the final frequency concentration coefficient β is
obtained. The calculation of the improved CHI is shown in Equation (15).

χ2(v, c1) =
β× N × (A× D− B× C)2

(A + C)× (A + B)× (B + D)× (C + D)
(15)

We believe that the frequency concentration coefficient β contains the relationship
between vocabulary and frequency, which solves the problem of the original CHI to
some extent.
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3.3. Local Feature Extraction Module

In the local feature extraction module, we use TextCNN [13], which is a CNN with
a single layer of multiple convolutional kernels. The local semantic information comes
from machine learning, not statistics. The model is allowed to train a set of model parame-
ters on the training set to fit the text classification under that dataset. Because of the nature
of CNNs, the model will focus on the local aspects of the text, scaling up the local features.
In order to extract richer local semantic information, we add a symmetric-channel mecha-
nism to TextCNN; i.e., we symmetrically use max-pooling and mean-pooling in the pooling
layer after the convolution layer. The structure of the TextCNN based on the symmetric-
channel mechanism that we use is shown in Figure 2.

Figure 2. Structure of TextCNN.

The text is first transformed into word vectors using Word2Vec. Local semantic
features of word vector sequences are collected by convolutional kernels of different sizes.
The local semantic information is then enriched by the symmetric-channel mechanism.
Then, the collected local semantic information is concatenated together. Finally, the output
values are connected to a FC layer to obtain the logit, and the logit is connected to a Softmax
layer for classification. The Relu activation function is designed to prevent the gradients
from vanishing. The role of Dropout [32] is to prevent overfitting. We believe that using both
max-pooling and mean-pooling for feature acquisition on text can capture as much local
semantic information as possible when the text length is limited. Results of experiments
show that after using the symmetric-channel mechanism, the text classification effectiveness
of TextCNN is improved.

3.4. Global Feature Extraction Module

In the global feature extraction module, we use BiLSTM, a variant model of
LSTM [10,11]. In BiLSTM, the output at each moment contains the semantic informa-
tion in context, so it is equivalent to obtaining the global semantic information of the text.
LSTM is a special kind of RNN. The structure of RNN is shown in Figure 3. RNN can retain
the previous information to the present. However, as training proceeds, RNN will not be
able to effectively take advantage of the previous information. In this case, LSTM emerges.
The major role of LSTM is to deal with gradient disappearance and gradient explosion.
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The major distinction from LSTM to RNN, as shown in Figure 4, consists of three main
gates [33,34].

Figure 3. Structure of RNN [35].

Figure 4. Structure of LSTM block A [35].

The first part is the cell state. It conveys the control message from previous to present and
then to the future. The control message is Ct. Ct is updated as shown in Equation (16). Ct−1 is
the control message of previous. Ct is always transferred for memorization purposes.

Ct = ft × Ct−1 + it × C̃t (16)

The second part is the forgetting gate. It is composed by a sigmoid operation. The
sigmoid operation outputs a vector with every digit between zero and one. The closer
the digit is to one, the more information will be received, and one represents complete
acceptance. A digit closer to zero represents more information forgotten, with zero rep-
resenting totally forgetting. The vector, i.e., ft, can decide which information should be
conveyed to the cell state. Its formula is given in Equation (17). W f refers to the weight
of the forgetting gate. σ refers to the sigmoid operation.

ft = σ
(

W f y ×Yt−1 + W f x × Xt + b f

)
(17)
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The third part is the input gate. It is composed by a sigmoid operation, a tanh opera-
tion and an element multiplication operation. An output value is generated by the tanh
operation and the sigmoid operation. Eventually, this output is added to the cell state.
The formula is given in Equations (18) and (19). it refers to the output of the sigmoid
operation. C̃t refers to the output of the tanh operation. Wi refers to the weight of the input
gate. Finally, the two output values are multiplied element by element.

it = σ
(
Wiy ×Yt−1 + Wix × Xt + bi

)
(18)

C̃t = tanh
(
WCy ×Yt−1 + WCx × Xt + bC

)
(19)

The fourth part is the output gate. It is composed by a sigmoid operation, a tanh
operation and an element multiplication operation. The tanh operation is intended to sta-
bilize the values by compressing the control message learned previously. The sigmoid
operation is intended to obtain the output from the input, regardless of the previously
learned information. Eventually, the output value is obtained through the multiplication
of the outputs. The formula is given in Equations (20) and (21). ot refers to the output
of the sigmoid operation. Eventually, the output of the LSTM cell is obtained by the element
multiplication of the control message Ct and the output of the sigmoid operation after the
tanh operation.

ot = σ
(
Woy ×Yt−1 + Wox × Xt + bo

)
(20)

Yt = ot × tanh(Ct) (21)

The main idea of BiLSTM, as a variant of LSTM, is to connect the same input sequence
into the forward and backward LSTMs respectively, and then connect the corresponding
outputs of the two networks together to jointly access the output layer for prediction.
The role of attention is to allocate weights for the global semantics, so that the global
semantic information comes with a focus. The structure of attention-based BiLSTM is
shown in Figure 5.

Figure 5. Structure of attention-based BiLSTM.

4. Experiment

In order to improve the accuracy of Chinese news long text classification, we present
a text classification model based on multi-level semantic information. In this section, we
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conducted experiments with THUCNews, LTNews and MCNews in order to validate
the efficiency of our presented method.

4.1. Evaluation Metrics

To validate the effect of various methods, we used confusion matrices including TP
(True Positive), TN (True Negative), FP (False Positive) and FN (False Negative). Four
evaluation metrics were used, namely Accuracy, WP (Weighted Precision), WR (Weighted
Recall) and WF1 (Weighted F1) [36]. The calculation is shown in Equations (22)–(25).
N refers to the total number of samples. m refers to the total number of categories.

Accuracy =
1
N

m

∑
i=1

(TPi + TNi) (22)

WP =
1
N

m

∑
i=1

ni
TPi

TPi + FPi
(23)

WR =
1
N

m

∑
i=1

ni
TPi

TPi + FNi
(24)

WF1 =
1
N

m

∑
i=1

ni
2PiRi

Pi + Ri
(25)

4.2. Dataset

The datasets we used were THUCNews, LTNews and MCNews. All experiments
were performed on these three datasets. Their parameters are shown in Table 2.

Table 2. Table of dataset parameters.

Dataset Average
Length

Longest
Length

Shortest
Length Number Category

THUCNews(Train) 913 27,467 8 50,000 10
THUCNews(Dev) 881 10,919 15 5000 10
THUCNews(Test) 969 14,720 13 10,000 10
LTNews(Train) 3180 40,902 2001 10,000 10
LTNews(Dev) 3163 60,032 2001 1000 10
LTNews(Test) 3225 54,349 2001 2000 10
MCNews(Train) 1027 7414 8 10,239 9
MCNews(Dev) 1091 6876 9 4389 9

4.2.1. THUCNews

This dataset was obtained from http://thuctc.thunlp.org/ [37], accessed on 16 Novem-
ber 2021. We used 10 of these categories with more data as the experimental data set. In
this paper, two datasets are derived from the original dataset. One is called the normal
dataset and the other is called the extra-long dataset. The normal dataset is 6500 data
extracted separately from each category in the source dataset. The extra-long text dataset is
1300 data extracted separately from each category in the source dataset, which are all over
2000 in length. Both of them are divided into a training set, a validation set and a test set
at the ratio of 7:1:2. We named this extra-long dataset based on THUCNews “LTNews”.

4.2.2. MCNews

This dataset was obtained from http://www.cnsoftbei.com/, accessed on 23 May
2022. It is the A7 question dataset of the 10th China Software Cup. The dataset has nine
categories and contains 14,631 data. The training and validation sets are divided at a ratio
of 7:3. The data distribution is shown in Figure 6. The figure shows that the dataset is
extremely unevenly distributed, making it difficult for practical classification.

http://thuctc.thunlp.org/
http://www.cnsoftbei.com/
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Figure 6. Data distribution of MCNews.

4.3. Experimental Environment and Parameters

The experiments were all run in Python 3.7, TensorFlow 1.14 and CUDA 10.0. The main
hardware was an Intel(R) Core(TM) i5-8400 CPU @ 2.80 GHz (2808 MHz) and a NVIDIA
GeForce GTX 1050 (2048 MB). Bert as a baseline was trained on a NVIDIA GeForce GTX
2080Ti (11 GB). The early stop mechanism, which stops the training, will be used in case
there is no optimization after 10 validation sets.

In this paper, Word2Vec is used as a pre-trained word vector model and the trained
word vector has a dimension of 100. The word vector model is trained in CBOW training
mode by calling the Word2Vec function in Python’s gensim library with a window size
of 5. The data used for training is the training set for each dataset. The specific training
parameters are shown in Table 3. Previously, we performed a large number of experiments
for the determination of the model parameters. Several comparison experiments were
conducted in a certain range to select the best set of model parameters. However, due
to the limitation of space and our belief that this part of the experiments is of lower relative
importance, the model parameters are directly presented in the table.

Table 3. Table of training parameters.

Name of Parameter Value

Word2Vec dimension 100
Sequence length 200 (common)

600 (used in LTNews)
Num. of TextCNN filters 128

Kernel size [2, 3, 4]
Num. of BiLSTM hidden 128

Dropout rate 0.5
Learning rate 1× 10−3

Batch size 32
Num. of epochs 10

Num. of keywords 20

4.4. Ablation Study
4.4.1. Symmetric Channel Mechanism

We present a symmetric-channel mechanism, i.e., using both max-pooling and mean-
pooling in the pooling layer of TextCNN to obtain richer local semantic information. We
validated our method on THUCNews, LTNews and MCNews, and the results of the exper-
iment can be seen in Table 4 and Figure 7.
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Figure 7. Results of the symmetric-channel mechanism.

Table 4. Table of experimental results of the symmetric-channel mechanism.

Model
THUCNews LTNews MCNews

Accuracy WF1 Accuracy WF1 Accuracy WF1

TextCNN 95.56 95.55 85.85 85.81 89.20 88.87
TextCNN+Symmetric 96.08 96.06 86.70 86.74 90.32 90.07

From the experimental results, the classification effect of TextCNN was significantly
improved after adding the symmetric-channel mechanism, with 0.52%, 0.85% and 1.12%
improvement on THUCNews, LTNews and MCNews, respectively. This is because after
adding the symmetric channel mechanism, the originally extracted local semantic features
are supplemented, enriching the local semantic information and increasing the volume
of the model in disguise. For neural networks, the classification ability of models built
with larger model volumes is more powerful within a certain range. It is experimentally
demonstrated that the local semantic extraction capability of TextCNN can indeed be
increased with the addition of the symmetric-channel mechanism.

4.4.2. Multi-Level Semantic Fusion

We present a text classification model based on multi-level semantics, i.e., extracting
keyword features using a keyword extraction algorithm, extracting local features using
TextCNN, extracting global features using BiLSTM, and fusing multi-level semantic infor-
mation to obtain improved classification effects. We validated our method on THUCNews,
LTNews and MCNews, and the results of the experiment can be seen in Table 5 and Figure 8.

From the experimental results, just a simple combination of TextCNN and BiLSTM
together achieved better results than either model alone. This is the basis of our research,
which illustrates that the fusion of multiple different levels of semantic information can
provide better classification capabilities for the model. Furthermore, a classification capa-
bility close to that of using Bert+FC was achieved. The classification ability of the model is
further improved with the use of the symmetric channel mechanism, which again illustrates
the effectiveness of the symmetric channel mechanism.

Finally, we added the keyword features extracted by the TF-IDF to the model. After fus-
ing keyword semantic information, local semantic information, and global semantic infor-
mation, the accuracy rates improved by 1.45%, 3.4%, and 3.26% compared to TextCNN, and
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1.15%, 2.35%, and 2.05% compared to BiLSTM, respectively. Compared with the adopted
base models, i.e., TextCNN and BiLSTM, there is a large improvement. The accuracy
of fusing the three types of semantic information was significantly improved compared
to fusing two types of semantic information. This shows that adding keyword features
to the model does have a positive contribution to the classification ability of the model.

Figure 8. Results of multi-level semantic fusion.

Table 5. Table of experimental results of multi-level semantic fusion.

Model
THUCNews LTNews MCNews

Accuracy WF1 Accuracy WF1 Accuracy WF1

TextCNN 95.56 95.55 85.85 85.81 89.20 88.87
BiLSTM 95.86 95.81 86.90 86.99 90.41 90.32
Bert+FC 96.74 96.72 89.75 89.77 91.43 91.87
TextCNN+BiLSTM 96.50 96.47 87.60 87.59 90.66 90.73
TextCNN+BiLSTM
+Symmetric 96.78 96.76 88.15 88.10 91.73 91.99

TextCNN + BiLSTM
+Symmetric+TF-IDF 97.01 96.99 89.25 89.26 92.46 92.47

The classification effect is not better on LTNews compared to Bert+FC because the effect
of multi-level semantic fusion is based on the adopted base model. On LTNews, the effect
of the underlying model is relatively poor, resulting in the results of multi-level semantic
fusion not exceeding those of Bert+FC. On the other two datasets, our presented method
outperforms Bert+FC.

4.4.3. Improved Keyword Extraction Algorithm

We improve the traditional keyword extraction algorithm, mainly choosing TF-IDF
and CHI, so that the keywords extracted by the improved keyword extraction algorithm are
more sufficient to obtain higher classification results. We validated our method on THUC-
News, LTNews and MCNews, and the results of the experiment can be seen in Table 6 and
Figure 9, where TBS indicates the use of TextCNN, BiLSTM and the symmetric-channel.

From the experimental results, after adding the category correlation coefficient to TF-
IDF, the keyword features extracted by the improved algorithm have stronger classification
ability compared with the original TF-IDF. After adding frequency concentration coefficients
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to CHI, the keyword features extracted by the improved algorithm also have stronger
classification ability relative to the original CHI. The improved TF-IDF improved 0.38%,
1% and 1.25%, respectively, and the improved CHI improved 0.36%, 1.55% and 1.19%,
respectively, with respect to the original algorithm. After improvement, the results of our
presented method all exceeded Bert+FC. TY8s also directly demonstrates the effectiveness
of our improvements to the original algorithm.

Figure 9. Results of the improved keyword algorithm.

Table 6. Table of experimental results of the improved keyword algorithm.

Model
THUCNews LTNews MCNews

Accuracy WF1 Accuracy WF1 Accuracy WF1

Bert+FC 96.74 96.72 89.75 89.77 91.43 91.87
TBS+TF-IDF 97.01 96.99 89.25 89.26 92.46 92.47
TBS+Imp TF-IDF 97.39 97.38 90.25 90.23 93.71 93.78
TBS+CHI 97.13 97.12 89.05 89.03 92.50 92.66
TBS+Imp CHI 97.49 97.49 90.60 90.61 93.69 93.91

4.4.4. Keyword Fusion

We fuse two keyword features, namely TF-IDF features and CHI features, to obtain
improved classification effects with the fused keyword features. We validated our method
on THUCNews, LTNews and MCNews, and the results of the experiment can be seen
in Table 7 and Figure 10, where TBS indicates the use of TextCNN, BiLSTM and the
symmetric-channel.

From the experimental results, the two keyword features fused in this paper have
better classification effects. Compared to the single keyword feature, results were improved
by 0.62%, 0.7% and 0.53%, and 0.52%, 0.35% and 0.55%, respectively. This is because
the fused keyword features combine the advantages of the two keyword extraction algo-
rithms to obtain richer keyword features, which in turn leads to better classification results.
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Table 7. Table of experimental results of keyword fusion.

Model
THUCNews LTNews MCNews

Accuracy WF1 Accuracy WF1 Accuracy WF1

Bert+FC 96.74 96.72 89.75 89.77 91.43 91.87
TBS+Imp TF-IDF 97.39 97.38 90.25 90.23 93.71 93.78
TBS+Imp CHI 97.49 97.49 90.60 90.61 93.69 93.91
TBS+Imp TF-IDF
+Imp CHI 98.01 98.01 90.95 90.95 94.24 94.39

Figure 10. Results of keyword fusion.

4.5. Main Experimental Results

Due to the data selection, the number of categories and the categories selected, di-
rectly comparing the results of experiments is impossible, even under the same dataset.
Therefore, this paper uses a relatively fair comparison with the baseline and the methods
presented by other studies, as shown in Table 8. The “-” in the table represents data not
given in the study. The comparison was made on THUCNews.

Table 8. Table of comparisons with other studies.

Contrast Mode Model Accuracy WP WR WF1

Comparison with Bert+FC

TextCNN −1.18 −1.14 −1.18 −1.17
BiLSTM + attention −0.88 −0.86 −0.88 −0.91
Bert + FC 0 0 0 0
LFCN [36] 1.2 - - -
Model [38] - 0.43 0.42 0.46
TBAM [39] - -0.10 0.10 0.10
Our model 1.27 1.23 1.27 1.29

Eight Categories
HCapsNet [40] 98.13 - - -
WTL-CNN [27] 96.60 - - -
Our model 98.70 - - -

From the experimental results, the accuracy of our presented method is improved
by 1.2% relative to the baseline Bert+FC, and by 2.45% and 2.15% relative to TextCNN and
BiLSTM, respectively. When compared with the methods presented in other studies, our
presented method also has better results. Compared to other methods, we add the dimen-
sion of keyword features. We believe that the statistically based keyword sequence contains
the main information about the text as a whole, which can help the model focus on the key
information of the text during classification. Although using a pre-trained model of several
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orders of magnitude smaller in size, it was still able to have higher accuracy than other
methods based on large pre-trained models. The comparison with WTL-CNN can show,
to some extent, that using the weights obtained from TF-IDF to filter keywords for text
classification directly is better than weighting the weights to word vectors. The above
results prove the effectiveness and competitiveness of the text classification model based
on multi-level semantic information presented in this paper.

4.6. Summary of Experimental Results

From the results of the ablation study, the symmetric-channel mechanism, multi-level
semantic fusion, keyword extraction algorithm improvement and keyword fusion presented
in this paper are practical and effective. Each improvement enhances the classification ability
of the model, and all are positive and can complement each other’s enhancements.

After using the symmetric-channel mechanism, the effect is improved relative to the orig-
inal TextCNN. After using multi-level semantic fusion, the effect is improved relative
to the normal fused TextCNN with BiLSTM. After using the improved keyword extraction
algorithm, the effect is improved relative to the original keyword extraction algorithm.
After using the keyword fusion, the effect is improved relative to the single keyword
extraction algorithm. Although the effect of each improvement is small, the improvements
can be stacked together to form a larger improvement in the end.

Experiments on several datasets show that the text classification model based on multi-
level semantic features presented here outperforms the baseline Bert+FC by 1.27%, 1.2% and
2.81%, respectively, when the model parameters are two orders of magnitude smaller rela-
tive to Bert. Moreover, from the viewpoint of the attributes and distribution of the dataset,
our presented method has the best results in the common case, the extra-long text case and
the unbalanced text case, and has strong applicability as well as practicality.

5. Conclusions

In order to improve classification results while having a low number of parameters, we
present a text classification model based on multi-level semantic features. First, we improve
the keyword extraction algorithm by adding category correlation coefficients to TF-IDF
and frequency concentration coefficients to CHI. The keyword sequences are extracted
from the text as features by the improved keyword extraction algorithm. Then, we add
a symmetric-channel to the TextCNN to enrich the extracted local semantic information.
We take advantage of the fact that the features extracted by BiLSTM contain contextual
information and we apply an attention mechanism to BiLSTM to extract the global semantic
features of the text. Finally, the fused semantic features of the three semantic features
are used for text category prediction. Through extensive experimental comparisons, our
presented method has a large improvement over the base model, achieving the highest
accuracies of 98.01%, 90.95% and 94.24% on THUCNews, LTNews and MCNews, indicating
that our presented method is applicable in the common case, the extra-long text case, and
the unbalanced text case. Furthermore, with model parameters two orders of magnitude
smaller relative to Bert, the improvements relative to the baseline Bert+FC are 1.27%, 1.2%
and 2.81%, respectively.

In this paper, we validate the effectiveness of our proposed method on news texts. This
is only a preview of future work in our group, which has not been possible due to the fact
that data collection has not begun until now. In the future, we will validate the applicability,
as well as make subsequent improvements to the model proposed in this paper, on the text
classification task of mental illness dialogues.
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