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Abstract: Sentiment analysis is the processing of textual data and giving positive or negative opinions
to sentences. In the ABSA dataset, most sentences contain one aspect of sentiment polarity, or
sentences of one aspect have multiple identical sentiment polarities, which weakens the sentiment
polarity of the ABSA dataset. Therefore, this paper uses the SemEval 14 Restaurant Review dataset,
in which each document is symmetrically divided into individual sentences, and two versions of the
datasets ATSA and ACSA are created. ATSA: Aspect Term Sentiment Analysis Dataset. ACSA: Aspect
Category Sentiment Analysis Dataset. In order to symmetrically simulate the complex relationship
between aspect contexts and accurately extract the polarity of emotional features, this paper combines
the latest development trend of NLP, combines capsule network and BRET, and proposes the baseline
model CapsNet-BERT. The experimental results verify the effectiveness of the model.

Keywords: aspect-based sentiment analysis; SemEval 14 Restaurant Review dataset; BERT; cap-
sule network

1. Introduction

Sentiment Analysis refers to the process of analyzing, processing, and extracting
subjective text with emotion by using natural language processing and text mining tech-
niques. Currently, text sentiment analysis research covers a wide range of fields including
natural language processing, text mining, information retrieval, information extraction,
and machine learning, and has gained the attention of many scholars and research insti-
tutions. Aspect-level sentiment analysis (ABSA), a text analysis technique, can classify
data by different aspects and identify the sentiment polarity of each aspect sentence [1].
Text analytics technology correlates specific sentiments with different aspects of a product
or service, and further identifies the strengths and weaknesses of the product or service
through user reviews, and addresses them well. ABSA obtains the reviewer’s sentiment
tendency towards an attribute by describing the attribute of an entity [2,3]. For example,
in the sentence: Dinner was ok, service was so-so, Dinner and service are two attributes.
Their emotional polarities are one positive and one negative.

Earlier, aspect-level sentiment analysis extracted features from single sentence com-
ment attitudes, and three sentences were used as independent subtasks of sentiment
analysis [4], and these three sentence-level sentiment analysis subtasks usually used the
“BIO” and “BIEOS” annotation patterns based on the deep learning algorithm model [5],
where B, I, E, S, O represent the starting position, internal position, ending position, single
word, and non-evaluation object opinion position of sentiment polarity, respectively. Most
of the researchers designed three independent models to analyze the research objects,
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resulting in the inability of the three tasks to correlate with each other and to establish an
effective interaction mechanism [6,7]. However, the three tasks are interrelated from the
perspective of semantic information. Knowing the viewpoint of the evaluation object is
very important for judging its emotion. The evaluation viewpoint is usually adjacent to the
evaluation object, and knowing one of the viewpoints is also helpful for another extraction
task, and multiple evaluation objects have different emotional attitudes.

Recently, researchers have borrowed deep learning model algorithms and used multi-
modal sentiment lexical extraction to extract attributes of text words and perform sequential
classification, which can greatly improve the efficiency of manual feature extraction and
save workload. Deep learning has the function of local feature extraction of text content
and can store memory, which is the advantage of deep learning, so more and more text
sentiment analysis tasks are solved with deep learning. Deep learning is suitable for
word processing and semantic understanding because it has structural flexibility, and
word embedding can be used in the underlying architecture of deep learning to avoid
the problem of uneven text length. Therefore, the deep learning method based on neural
networks has become the main research direction of ABSA sentiment analysis.

One part of the convolutional neural network that is particularly different from other
neural network structures is the region of the artificial neuron structure, which responds
accordingly throughout the area covered by the surrounding units. Convolutional neu-
ral networks have undertaken a lot of work on aspect-based sentiment analysis tasks.
Yan W et al. used a convolutional neural network (CNN) to extract n-gram information
of different granularities from each sentence, and then, the text contextual semantic in-
formation features were extracted by integrating these sentences sequentially through
bi-directional gated recursive units (BiGRU) [8]. However, the attention mechanism is
not incorporated in the CNN-BiGRU model, and the results show that the classification
accuracy and recall are lower than those of CapsNet-BERT. Lv Y et al. introduced deep
memory networks, bidirectional long- and short-term memory networks, and multiple
attention mechanisms [9] to better capture the same or different emotional polarity of
different aspects of textual contexts, and this method was only applied to the car review
dataset, and the model reference range was narrow. Pang G et al. used a pre-trained BERT
model to mine aspect-level auxiliary information from comment utterances to construct
an aspectual feature location model (ALM-BERT) in order to learn the expressive features
of aspectual words and the interaction information of the context of aspectual words [10].
However, existing aspect-level sentiment analysis methods focus on attention mechanisms
and re-current neural networks. They lack emotional sensitivity to the location of aspectual
words and tend to ignore long-term dependencies. Therefore, this model can hardly reflect
people’s fine-grained and integrated emotions adequately, which leads people to make
wrong decisions. Sun C et al. developed the Matrix-Interactive Attention Network (M-
IAN) [11] to capture multiple interactive representations of target and contextual contexts,
and to identify the sentiment polarity of the expressed opinion-specific target.

The above deep learning method model based on a convolutional neural network can
achieve the purpose of aspect-level sentiment word feature extraction, but it is difficult
to capture the complex semantic and syntactic information in the text, resulting in the
loss of aspect-level sentiment utterance information. Especially in the process of data
preprocessing, it is not sensitive to the sentiment word information of sentences, which
increases the configuration scale of parameters.

In response to the above problems, a baseline model CapsNet-BERT combining cap-
sule network and BERT is proposed, and the SemEval 14 Restaurant Review dataset is
annotated. Experiments show that this method outperforms existing baseline methods.
The contributions of this paper are as follows:

1. The SemEval 14 Restaurant Review dataset is divided into two versions, ATSA and
ACSA. For ATSA, we extract aspect terms from sentences and map them with the
corresponding sentiment polarity, and then remove sentences with the same opinion
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in one aspect or multiple aspects. For ACSA, each sentence is mapped to an aspect
category and corresponds to the sentiment of that aspect category.

2. A baseline model, CapsNet-BERT, is proposed. By optimizing the dynamic routing
algorithm and sharing global parameters, the relationship between the local features of
text sentences and the overall sentiment polarity is obtained, avoiding the degradation
of aspect-level sentiment analysis to single sentence-level sentiment analysis.

3. The baseline model CapsNet-BERT connects the aspect embedding with each word
of the sentence embedding and feeds it back to the bidirectional GRU through the
residual connections to obtain a contextual representation, which more accurately
predicts the sentiment polarity of related sentences.

The rest of the paper is structured as follows. In Section 2, we provide an overview and
analysis of the relevant methods of the paper. In Section 3, the dataset for the experiments,
the algorithmic model and the experimental design are introduced. In Section 4, the
experimental data are analyzed and experimental conclusions are drawn. In Section 5, a
summary of the thesis is presented.

2. Related Works

In recent years, multimodal sentiment analysis has become a hot topic of current re-
search. It is found that, there are affective regions that evoke human sentiment in an image,
which are usually manifested by corresponding words in people’s comments. Therefore,
Zhu T et al. introduce a cross-modal alignment module to capture region-word correspon-
dence [12]. An adaptive cross-modal gating module is used to fuse multimodal features so
that the features of images and texts can be more adequately connected for the purpose
of reliably predicting contextual information. A recent trend in research is unsupervised
aspect-based sentiment analysis methods for textual reviews [13]. People express their
opinions, views on exoskeleton technology through the Twitter web platform. Researchers
have used the Twitter platform textual reviews to evaluate the effectiveness of exoskeleton
technology methods more effectively. In the unsupervised aspect-based sentiment analysis
approach, Latent Dirichlet allocation, along with linguistic rules, is used for aspect extrac-
tion. SentiWordNet lexicon is used for sentiment scoring and classification. Researchers
have also proposed other algorithms and models to capture the mutual representations
between aspects and contextual background. Capsule networks and BERT models are both
relevant to this paper.

2.1. Augmenting ABSA with Capsule Networks

Feature-based sentiment analysis relies on the relationship between pre-trained word
embeddings and text sequence aspects for model construction, making the experimental
models much more effective [7,14]. However, this approach relies heavily on the quality
of the text content, as well as the construction of text word embeddings and task-specific
architectures. A text with multiple comment targets may exhibit multiple sentiment tenden-
cies. Traditional deep learning approaches based on neural networks usually use pooling
or attention mechanisms to find specific sentiment word polarities, which can effectively
separate these sentiment features [15–17]. However, this is not enough to aggregate these
sentiment words with different polarities to the corresponding targets. To solve this prob-
lem, a capsule network is used to construct vectorized features, and the EM dynamic
routing algorithm is used to replace the pooling operation. Dynamic routing can use
clustering to separate or superimpose intersecting features [18,19], which can strengthen
the relationship between the target words and the context.

Capsule network it is a set of neurons and the output of a neuron is an activity vector
to represent a whole or a part of a whole [20]. The capsule network extracts the implicit
features of the context and aspect words through sequential convolution, while introducing
an interactive attention mechanism to reconstruct the vector representation of the context
and aspect words. The effectiveness of the capsule network was verified on the SemEval
2014 dataset, but the problem of feature overlap in single-sentence text could not be solved
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in the process of passing parameters between capsule layers. The CapsNet-BERT proposed
in this paper solves the feature overlap problem in single-sentence text to some extent
by introducing high-level capsule coefficients to adjust the contribution of each lower-
level capsule to the higher-level capsule when dealing with the aspect-level sentiment
classification task. In addition, the traditional neural network approach is scalar-scalar,
while the capsule network approach is vector-vector, that is, their feature vectors (activity
vectors) have some directionality. The feature vector paradigm (length) based on the
text context sentiment word attributes represents its confidence level, and each different
dimension represents a different feature pattern. The structure of the capsule network is
shown in Figure 1.
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Figure 1. Representation of the structure of a capsule network.

The activity vectors v1 and v2 output from the upper layer of the capsule network
are transformed into u1 and u2 by the affine transformation of W1 and W2, and then S, is
calculated according to Formula (1), and finally the output activity vectors are obtained by
the squashing function Formula (2).

S = ∑
i

uici (1)

V =
||S||2

1+||S||2
S
||S|| (2)

The capsule network uses the margin loss function to adjust the optimization parame-
ters, calculated according to Formula (3), the time size is now taken as k, Tk = 1, otherwise
Tk = 0. m+ = 0.9, m− = 0.1 is used to limit the value of the activity vector ||vk||, if the k
class is true and the prediction result is false, then Tk = 1, ||vk|| will be smaller and L will
be larger, and vice versa.

LK = TKmax(0, m+ − ||v k||
2)+λ(1− T k) max(0, ||v k||−m−)2 (3)

2.2. Using BERT Model to Study ABSA

Aspect-based sentiment analysis models do not perform well when dealing with
relationships between contextual texts. BERT relies on a powerful bi-directional transformer
encoder to centralize tasks downstream, then process them, and dynamically extract
attributes of sentiment words in specific text sentences [21,22]. The traditional word
vector tool (Word2vec) also only provides the word embedding function of text context
words [23]. Unlike ELMo, which employs an LSTM cascade to produce downstream
tasks [24], LSTMs need to be trained independently from left to right and right to left to get
the task done [12,25].

BERT is a deep bidirectional unsupervised model of linguistic expressions and it only
processes plain text corpus, where the relationship of text words can be contextual or
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context-independent [24–26]. BERT uses the masked language model (MLM) and next
sentence prediction (NSP) as unsupervised objects during pre-training, and the input repre-
sentation is constructed from the corresponding word block embeddings containing more
parameters, segment embeddings and positional embeddings are added together, so the
vector representation of each word and phrase output by the model is more powerful and
describes the overall information of the input text more comprehensively and accurately,
providing better initial values for subsequent fine-tuning as much as possible.

Figure 2 shows the structure of the BERT model, in which the representation corre-
sponding to the sentiment input words in each contextual text is constructed and then
plugged into the bidirectional Transformer, which finally outputs a deep bidirectional
linguistic representation that incorporates contextual information of equal length to the
input. The advantages of the Transformer are summarized in at least three points.

• It breaks the limitation that RNN models cannot perform parallel operations on a large
data corpus of textual contexts.

• In contrast to CNN, the number of operations required to compute the association
between two locations does not increase with distance.

• In the attention mechanism, examine the content of the textual context word attention
distribution. Each focus can learn to perform different tasks.

Symmetry 2022, 14, x FOR PEER REVIEW 5 of 14 
 

 

2.2. Using BERT Model to Study ABSA 
Aspect-based sentiment analysis models do not perform well when dealing with 

relationships between contextual texts. BERT relies on a powerful bi-directional 
transformer encoder to centralize tasks downstream, then process them, and dynamically 
extract attributes of sentiment words in specific text sentences [21,22]. The traditional 
word vector tool (Word2vec) also only provides the word embedding function of text 
context words [23]. Unlike ELMo, which employs an LSTM cascade to produce 
downstream tasks [24], LSTMs need to be trained independently from left to right and 
right to left to get the task done [12,25]. 

BERT is a deep bidirectional unsupervised model of linguistic expressions and it only 
processes plain text corpus, where the relationship of text words can be contextual or 
context-independent [24–26]. BERT uses the masked language model (MLM) and next 
sentence prediction (NSP) as unsupervised objects during pre-training, and the input 
representation is constructed from the corresponding word block embeddings containing 
more parameters, segment embeddings and positional embeddings are added together, 
so the vector representation of each word and phrase output by the model is more 
powerful and describes the overall information of the input text more comprehensively 
and accurately, providing better initial values for subsequent fine-tuning as much as 
possible. 

Figure 2 shows the structure of the BERT model, in which the representation 
corresponding to the sentiment input words in each contextual text is constructed and 
then plugged into the bidirectional Transformer, which finally outputs a deep 
bidirectional linguistic representation that incorporates contextual information of equal 
length to the input. The advantages of the Transformer are summarized in at least three 
points. 
• It breaks the limitation that RNN models cannot perform parallel operations on a 

large data corpus of textual contexts. 
• In contrast to CNN, the number of operations required to compute the association 

between two locations does not increase with distance. 
• In the attention mechanism, examine the content of the textual context word attention 

distribution. Each focus can learn to perform different tasks. 

 
Figure 2. Bert pre-training language model. 

  

Figure 2. Bert pre-training language model.

3. Experimental Design
3.1. Datasets

The paper uses three evaluation datasets: two versions of ATSA and ACSA from the
SemEval 14 Restaurant Review dataset, and the Laptop Review dataset. The SemEval
14 Restaurant Review dataset is labeled with two versions of ATSA and ACSA. It is
characterized by a sentence which has at least two different aspects of sentiment polarity.
It avoids the degradation of aspect-based sentiment analysis to sentence-level sentiment
analysis. For ATSA, aspect terms in the sentences have been extracted and mapped to the
corresponding sentiments, and any sentence with one or more aspects having the same
sentiment is removed. the ACSA dataset is extracted for aspect sentiment categories.

The SemEval 14 Laptop Review dataset is only labeled with one version of ATSA, and
the “Laptop” dataset has many implicit sample expressions in the context of the word text.
However, the amount of specific data is very small, and it is very difficult to use.

In order to combine the capsule network and Bert model for correlation analysis study,
the three sentiment corpus evaluation datasets were processed and divided into training
and test sets. The tabular statistics of ATSA, ACSA, and Laptop review datasets are as
follows: Tables 1–3.
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Table 1. ATSA dataset table statistics.

Attribute Word
(Number)

Each Sentence Contains
Attributes (Number)

Each Sentence Contains
Aspects (Number)

Training set 3805 2475 2.61
Test set 955 619 2.62

Validation set 1898 1241 2.60

Table 2. ACSA dataset table statistics.

Attribute Word
(Number)

Each Sentence Contains
Attributes (Number)

Each Sentence Contains
Aspects (Number)

Training set 2459 1607 2.25
Test set 630 411 2.25

Validation set 1280 853 2.22

Table 3. Laptop review dataset table statistics.

Attribute Word
(Number)

Each Sentence Contains
Attributes (Number)

Each Sentence Contains
Aspects (Number)

Training set 3351 2134 2.52
Test set 1032 402 2.53

Validation set 1280 853 2.51

In the three evaluation datasets, the original data contains the labels of attribute words,
aspect categories and sentiment polarity categories, where “Opinion target” and “Aspect
term” both represent the meaning of sentiment analysis content attribute words. The
difference is that each attribute word polarity or contextual sentiment word sentence aspect
in the data has its own corresponding different aspect categories and different sentiment
word attribute classification labels [27–29]. According to the different characteristics of
contextual textual content lexicality, sentiment word polarity is divided into three judgment
criteria: positive, negative, and neutral.

The goal of the experiment is to accurately identify the polarity of the sentiment
category in the words of a comment sentence when the textual attribute words of the
sentiment sentence are known.

3.2. Model Design

Given an aspect term or an aspect category of a sentence, we want to extract the
lexical features of the target sentiment sentence, so the CapsNet-BERT model is proposed.
CapsNet-BERT combines the size of the local feature representation generated by the
sentiment lexicality of the text context with the feature representation related to the global
aspect sentence, and optimizes the target sentiment sentences by a soft classifier to simulate
learning the complex relationship between aspect and context.

The CapsNet-BERT model consists of four layers: embedding layer, encoding layer,
primary capsule layer, and category capsule layer. It combines the advantages of BERT
and a capsule network, we replace the embedding and encoding layers of CapsNet with
pre-trained BERT, and the CapsNet-BERT model takes [CLS]sentence[SEP]aspect[SEP] as
the input to get the embedding of each word directly. The model is shown in Figure 3.
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3.3. Methodology

We denote the set of sentences in the training data by D. Given a sentence S = {ws
1,

. . . ,ws
n}, an aspect term At = {wa

1, . . . ,wa
l }, an aspect category Ac, the aspect-level sentiment

analysis aims to predict the sentiment polarity g ∈ {1, . . . , N} of At or Ac in sentence
S. Denote by w a specific word, l the length of the aspect term t, and N the number of
sentiment categories.

3.3.1. Embedding Layer

At this layer, the input sentences and aspects are converted into word embeddings.
When the task is ATSA, aspect embedding is performed according to the average value
of aspect terms, which allows more semantic information to be stored intuitively [22,30].
When the task is ACSA, m is first initialized randomly and aspect embedding is followed
by learning. The output of the embedding layer is a matrix embedding of sentiment
word feature vector sentences with perceptual aspects, and we associate each word aspect
embedding m in the sentence with S. As shown in Formula (4):

Ei
sm= [E i; m] (4)

3.3.2. Encoding Layer

The aspect category embedding obtained by learning may not fully capture the se-
mantics, so try to embed words or introducing prior knowledge as a way to initialize the
aspect category embedding [31]. Then, the aspect-aware word embedding (Esm) is input
into BiGRU to obtain the hidden state H = [h1, . . . , hn] for each word corresponding to the
contextual sentiment semantics. Then, using the role of the residual connection function
in the model structure, the aspect-aware word embedding is added to all the structural
hidden states, such as Formula (5):

H= BiGRU(E sm) + Esm (5)

BiGRU and BERT mainly identify words related to the current aspect and embed
aspect information into the representation of the words. The method of aspect embedding
which carries the lexical features of aspect sentiment analysis is used so that the output of
the trained BiGRU can capture the information of different words under the current aspect.
Finally, the residual connection ensures that the aspect information is not lost in the model
training.
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3.3.3. Primary Capsule Layer

In the primary capsule layer, we obtain the primary capsule P = [Pi, . . . , Pn] and the
aspect capsule C by linear transformation and squeezing the activation function. Where
Wp, bp, Wa and ba are the learning parameters. The calculation Formula is as (6), (7).

primary capsule P : Pi = squash(W phi+bp) (6)

aspect capsule C : C = squash(W aa + ba) (7)

The primary capsule layer is calculated and each BiGRU hidden state corresponds
to produce a capsule, using the aspect embedding sentiment word feature attribute to
produce an aspect capsule. here, the capsule is finally produced by a linear transformation,
squeezing the activation function [32]. After making full use of the contextual represen-
tation method to get the main capsule P, the aspect ratio capsule is embedded using the
aspect ratio from the embedding layer. There are two mechanisms in this layer:

• Aspect aware normalization, in order to overcome the problem of training instability
due to variation in sentence length, we use aspect capsule to normalize the primary
capsule weights [33]. When applied to text, the uncertainty of text length can lead
to instability in the training process, which is a problem that needs to be addressed
by the capsule network. Specifically, when the text is long, the number of primary
capsules is large, which will cause the mold of the upper-layer capsule to become
larger, resulting in a higher probability of each upper-layer superstructure capsule
unit cell. Therefore, the standardization mechanism (scaling the values of a column of
numerical features in the training set to a mean of 0 and a variance of 1) is used in the
paper, and standardization in deep learning better maintains sample spacing. When
there are outliers in the samples, normalization may “crowd” the normal samples
together. For example, if there are three samples, and the value of a feature is 1, 2,
10,000, suppose 10,000 is an outlier, after using normalization, the normal 1 and 2 will
be “squeezed” together. If the classification labels of 1 and 2 are opposite, then when
we use gradient descent to train the classification model, it will take longer for the
model to converge because it requires more effort to separate the samples, whereas
standardization does a good job in this regard, at least it does not “squeeze” the
samples together. Standardization is more in line with the statistical assumption that
for a numerical feature, it is very likely to follow a normal distribution. Standardization
is actually based on the implicit assumption that the normal distribution is adjusted to
a standard normal distribution with mean 0 and variance 1. where Wt is the learning
parameter, as shown in Formula (8):

ui =
exp(piWtc)

∑ t
j=1 exp(pjWtc)

(8)

First each primary capsule in the capsule network is multiplied by the weight u, and
then the average weight is calculated by the attention mechanism method [25], which just
conceptually replaces the vector with a capsule. In addition, the attention mechanism here
plays the effect of extracting feature vectors normalization by text sentiment analysis [16]
and also plays the effect of soft attention by aspect to pick the primary capsule that is
relevant and important to it and then to calculate the upper capsule. This is why this model
works well.

• Capsule guided routing exploits the prior knowledge between sentiment contextual
text attribute categories to improve the routing process [18,34]. In the training process,
the sentiment matrix G ∈ Rc∗d is calculated by averaging the manually collected
word embeddings of similar sentiment words, and then the number of sentiment
categories C is obtained. d is the dimensionality of the sentiment embedding. The
input squeeze activation function to obtain the sentiment capsules Z = [Z1, . . . , ZC],
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and then the routing weight W is calculated by measuring the similarity between the
primary capsule layer and the sentiment capsule.

As shown in Formulas (9) and (10).

Zi = squash(G i) (9)

wij =
exp(piWrzj)

∑n
k=1 exp(piWrzk)

(10)

This method of routing is actually based on the existing results to find the correspond-
ing primary capsule related to the polarity of words in the text context.

3.3.4. Category Capsule Layer

Using primary capsules, aspect-aware normalized weights and capsule-guided routing
weights, the category capsule U = [U1, . . . , UC], Equation (11) is finally calculated as.

Category capsule Uj = squash(q∑n
i=1 wijuipi

)
(11)

where q is the learning ratio parameter for extending the connection weights.
We use margin loss as an aspect-based intelligent classification loss function [35].

where Tk = 1 when and only when category k exists. m+ and m− are the boundary
hyperparameters. In the experiments, m+, m− and λ is set to 0.9, 0.1, and 0.6. Margin Loss
is as in Equation (12):

L =
C

∑
k=1

Tkmax (0, m+−
∣∣∣∣vk

∣∣∣∣) 2
+ λ(1− Tk)max (0,

∣∣∣∣vk
∣∣∣∣−m−) 2 (12)

4. Experimental Details
4.1. Experimental Parameters

(1) Based on aspect term (Aspect_term_model) the experimental parameters areas in
Tables 4 and 5.

Table 4. Recurrent_capsnet setting parameters.

Recurrent_Capsnet Values

embed_size 300
dropout 0.5

num_layers 2
capsule_size 300
bidirectional True

optimizer Adam
batch_size 64

learning_rate 0.0003
weight_decay 0
num_epoches 20

Table 5. Bert_capsnet setting parameters.

Bert_Capsnet Values

bert_size 768
dropout 0.1

capsule_size 300
optimizer Adam
batch_size 32

learning_rate 0.00002
weight_decay 0
num_epoches 5
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(2) Based on aspect category (Aspect_category_model) the experimental parameters are
as in Tables 6 and 7.

Table 6. Recurrent_capsnet setting parameters.

Recurrent_Capsnet Values

embed_size 300
dropout 0.5

num_layers 2
capsule_size 300
bidirectional True

optimizer Adam
batch_size 64

learning_rate 0.0003
weight_decay 0
num_epoches 20

Table 7. Bert_capsnet setting parameters.

Bert_Capsnet Values

bert_size 768
dropout 0.1

capsule_size 300
optimizer Adam
batch_size 32

learning_rate 0.00003
weight_decay 0
num_epoches 5

4.2. Experimental Evaluation Metrics

To evaluate the performance of the model for textual aspect-level sentiment analysis,
we introduced accuracy and F1 measures as evaluation criteria.

4.2.1. Accuracy

The ratio of the number of samples correctly classified by the model to the total
number of samples is the accuracy rate, and generally speaking, the higher the accuracy
rate, the better. Formula (13) is described as follows (number of samples where TN true
sentiment is negative and correctly predicted, number of samples where FN true sentiment
is negative but incorrectly predicted, number of samples where TP true sentiment is positive
and correctly predicted, and number of samples where FP true sentiment is positive but
incorrectly predicted).

Accuracy =
TP + TN

TP + FN + FP + TN
(13)

4.2.2. Precision

The precision rate is the percentage of samples with a positive prediction result in
which the true label is also positive. Formula (14) is as follows.

Precision =
TP

TP + FP
(14)

4.2.3. Recall

Recall refers to the ratio of the number of samples in which the true sentiment is
positive and the prediction is correct to the total number of samples. Equation (15) is
described as follows.

Recall =
TP

TP + FN
(15)
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4.2.4. F1-Measure

Due to the mutual influence between the two evaluation index values of precision rate
and recall rate, the optimal value cannot be achieved at the same time. In order to make a
better overall evaluation of the model, the arithmetic mean of the precision rate and the
recall rate is calculated to obtain the new evaluation index F1 measure. The calculation
Formula (16) is as follows.

F1 =
Precision ∗ Recall ∗ 2

Precision + Recall
(16)

4.3. Model Performance Experimental Comparison Analysis

The CapsNet-BERT model is compared with three types of models in other papers:
LSTM-based is based on LSTM, CNN-based is based on CNN, and Attention-based is based
on attention. Finally, the effectiveness of the CapsNet-BERT combination is compared by
ablation studies. The paper evaluates the performance of the model with accuracy rate and
F1 measures through both ATSA and ACSA versions in the SemEval 14 Restaurant Review
dataset, and the Laptop Review dataset. The experimental results are shown in Table 8.

Table 8. Comparison of experimental results of aspect-level sentiment polarity analysis. %.

Models
ATSA ACSA Laptop Review

Accuracy F1 Accuracy F1 Accuracy F1

TextCNN 51.62 51.53 48.79 48.61 75.85 75.23
LSTM 50.46 50.13 48.74 48.65 75.83 75.01

TD_LSTM 75.49 73.38 - - 75.92 75.20
AT_LSTM 77.43 73.58 66.42 65.31 73.85 72.13

ATAE_LSTM 77.18 71.62 70.13 66.78 77.68 76.19
BiLSTM+Attn 76.18 70.62 66.25 66.16 77.47 77.12
AOA_LSTM 76.35 71.14 - - 81.25 81.06

CapsNet 79.80 73.47 73.54 67.25 80.58 80.12

BERT 82.25 79.41 84.68 75.52 79.68 78.29
CapsNet-BERT 83.49 80.96 85.69 76.32 80.62 79.62

CapsNet-DR 79.89 71.36 69.18 65.32 76.78 76.12
CapsNet-BERT-DR 82.95 80.07 79.73 75.42 79.53 78.23

• As described in Table 8, the Laptop Review dataset outperformed ATSA and ACSA
in the sentence sentiment classifiers TextCNN and LSTM, suggesting that ATSA and
ACSA can avoid degrading the dataset into sentence-level sentiment analysis.

• The SOTA ABSA method on the Laptop Review dataset performs poorly on ATSA
and ACSA, indicating that the ATSA and ACSA datasets are challenging to train the
corpus for textual contextual affective lexicality.

• Attention-based models without proper modeling of textual word sequences do not
perform well because the sequential information of sentences is lost, resulting in
inadequate processing of the ATSA and ACSA datasets, and therefore fail to link
context to aspects.

• On the datasets Laptop Review, ATSA, and ACSA, the combined CapsNet-BERT
performs better than its text feature word extraction model.

4.4. Ablation Study

CapsNet-DR and CapsNet-BERT-DR are included only for measuring the effectiveness
of capsule-guided wiring and are only used for simple comparison with CapsNet-BERT. If
standardized dynamic routing (DR) is utilized, it is easy to reduce the performance of the
model, and the performance of these two combinations is not as good as CapsNet-BERT.

5. Conclusions and Future Work

ABSA has become increasingly popular in recent years for a growing number of
practical applications. For example, it can help improve consumer demand and guide
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producers to improve their products. Aspect-level sentiment analysis is attempted to be
applied in image sentiment classification. Specifically, on the one hand, we can roughly use
the results of image saliency detection as the relative representation of different regions for
sentiment classification and obtain the final feature representation by weighting the local
features; on the other hand, we can let the network automatically determine the importance
of different regions for sentiment classification by training the network as a whole, and then
further obtain the weighted feature representation. These two methods, by optimizing the
feature generation mechanism, enhance the feature representation, thus further improving
the image sentiment classification accuracy.

Aspect-based sentiment analysis is divided into two subtasks, ACSA and ATSA. In
this paper, we label the SemEval 14 Restaurant Review dataset into two versions, ATSA and
ACSA, in which each sentence contains multiple aspects with different sentiment polarity,
avoiding degrading aspect-level sentiment analysis to sentence-level sentiment analysis
and promoting aspect-based sentiment analysis research. In addition, the CapsNet-BERT
model, has achieved good results in sentiment analysis user review sentiment lexical feature
extraction.

In the future, there are still some challenges in deeper semantic sentiment word
attribute extraction, which have not been satisfactorily addressed in the current research.
They include the problem of comparative level sentences, where it is difficult to judge
whether the attribute of a certain aspect and the polarity of the comment attitude are
preferred in comparative level textual contextual word feature extraction content related
sentences. In conditional sentences, it is difficult to extract emotions from an unknown,
unrealistic context, etc. In the future, we will continue research to develop models that can
tap deeper hidden relationships between texts.
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