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Abstract: In-Band enhanced Hybrid Domain Discovery Protocol (ieHDDP) is a novel integral ap-
proach for hybrid Software-Defined Networking (SDN) environments that simultaneously provides
a topology discovery service and an autonomous control channel configuration in the band. This
contribution is particularly relevant since, to the best of our knowledge, it is the first all-in-one pro-
posal for SDN capable of collecting the entire topology information (type of devices, links, etc.) and
establishing in-band control channels at once in hybrid SDN environments (composed by SDN/no-
SDN, wired /wireless devices), even with isolated SDN devices. ieHDDP facilitates the integration of
heterogeneous networks, for example, in 5G/6G scenarios, and the deployment of SDN devices by
using a simple exploration mechanism to gather all the required topological information and learn
the necessary routes between the control and data planes at the same time. ieHDDP has been imple-
mented in a well-known SDN software switch and evaluated in a comprehensive set of randomized
topologies, acknowledging that ieHDDDP is scalable in representative scenarios.

Keywords: hybrid; SDN; in-band control channel; topology discovery; OpenFlow

1. Introduction

The SDN paradigm is being embraced by the networking community due to the capa-
bilities and features given by a programmable control plane [1]. Some of the main pillars
of SDN are: (1) the separation of control and data planes, connected by a control channel;
(2) the full knowledge of the underlying network topology and data plane; (3) the possibil-
ity to manage and set up the data plane at any time, based on the desired requirements and
features of the control plane.

Concerning the first aspect, the SDN control channel is either based on dedicated
connections that make up an out-of-band control channel or shared connections with
regular data traffic, which is typically known as an in-band control channel. In-band control
channels can be manually configured or based on auto-configuration mechanisms such
as Amaru [2]. Regarding the knowledge of the underlying network topology, it is mostly
based on protocols that convey the topological information from the data plane, such as
the popular Open Flow Discovery Protocol (OFDP) [3]. Additionally, recent proposals also
obtain complementary information, e.g., Tree Exploration Discovery Protocol (TEDP) [4]
not only collects the topological information, but it also gathers routing information. Finally,
the management of the data plane also requires protocols that allow establishing the desired
rules to properly manage network traffic. These protocols can be OpenFlow or P4ARuntime
API (P4Runtime). However, all previously mentioned protocols are strictly applicable to
fully-SDN environments. For this reason, alternatives such as enhanced Hybrid Domain
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Discovery Protocol (eHDDP) [5] recently appeared to support hybrid SDN scenarios as a
direct consequence of the inclusion of wireless and other heterogeneous network devices
in the field. Nevertheless, the setup of SDN in-band control channels in hybrid SDN
topologies still remains an open issue. In particular, the main challenge is how to integrate
the capability to forward in-band control packets in non-SDN devices.

This article presents extended capabilities to our previous works Hybrid Domain
Discovery Protocol (HDDP) [6], which is only suitable for wired networks, and eHDDP [5],
which is suitable for hybrid wired/wireless networks, not only to convey topological
information in hybrid SDN scenarios but also to establish SDN in-band control channels.
Therefore, the proposal in this manuscript, ieHDDDP, is capable of providing an integrated
solution that allows effortless and plug-and-play use of SDN technology in any kind of
scenario. This novel solution has been named ieHDDP and breaks with the traditional
assumption in which the data plane is absolutely dependent on the control plane. This
disruption is motivated by the symmetry introduced by ieHDDP that consists of a balanced
coordination between the data and control planes. The data plane requires the control
plane to have an adequate configuration, while the control plane requires the data plane to
obtain the in-band control channel, which is key in hybrid heterogeneous networks where
an out-band control channel for all devices is not feasible. Hence, ieHDDP fills in the gap
by finding an integrated solution that performs both tasks (topology discovery and in-band
control channel setup) at the same time in hybrid environments SDN. To the best of our
knowledge, no work has merged both the topology discovery and in-band control channel
configuration for generalized networks (that is, networks comprised of both wired and
wireless links, and both SDN and non-SDN devices). Therefore, the main contributions of
this paper are:

*  The extension of eHDDP [5] (which already provides a topology discovery service)
into ieHDDP to also establish in-band control channels.

*  The implementation of the data plane part of ieHDDP in Basic OpenFlow User-space
Software Switch (BOFUSS) [7] for wired devices.

*  The implementation of the control plane part of ieHDDP in Open Network Operating
System (ONOS).

*  The evaluation of ieHDDP in wired hybrid SDN networks.

The paper is structured as follows. Section 2 presents the related work. Section 3
presents the necessary add-ons in ieHDDP to allow the exchange of SDN in-band control
traffic between the hybrid SDN control and data planes. Section 4 presents the most
relevant implementation details of the proposal, and Section 5 evaluates the proposal itself.
Finally, Section 6 summarizes the conclusions of the presented work.

2. Related Work

As mentioned above, one of the pillars of the SDN paradigm is the knowledge of
the underlying network of the data plane. This feature is covered for SDN-only networks
by OFDP [3] or advanced solutions such as TEDP [4], eTDP [8]. Jia et al. [9] focused on
improving its scalability and performance, which is a key issue in the field [10]. In the case
of hybrid SDN networks, in which SDN and other devices coexist, some works try to infer
the existence and connectivity of legacy devices (devices before the definition of the SDN
architecture with distributed functionalities). On the one hand, the work in [11] combines
Link Layer Discovery Protocol (LLDP) and Broadcast Domain Discovery Protocol (BDDP)
to discover legacy devices in hybrid SDN networks, but it does not work properly in
topologies containing loops of non-SDN devices. On the other hand, the work in [12] uses
Forwarding and Control Element Separation (ForCES) [13] to detect non-SDN neighbor
devices, but the proposal does not scale, since its passive mechanism based on LLDP
and Address Resolution Protocol (ARP) cannot deal with topologies containing loops of
non-SDN devices. Furthermore, the work in [14] attempts to solve the problem of link
failures in hybrid scenarios, with coexisting SDN and legacy devices, applying machine
learning-based policies. In this regard, the solution provided by eHDDP [5] allows the full
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discovery of hybrid SDN topologies by using a specific protocol in non-SDN devices that
conveys all the topological information to the SDN control plane even if loops of non-SDN
devices exist.

At the same time, all the previous aforementioned solutions require an SDN con-
trol channel to transmit information from the data plane to the control plane. Although
this channel might be deployed following either an out-of-band or in-band approach,
the possibility of establishing an in-band control channel, even as a backup option (if the
primary communication is out-of-band), significantly increases the resilience of SDN-based
environments [15,16] and might provide additional functionality, such as inter-controller
communication for distributed environments [17]. However, the dynamic establishment
of in-band control channels requires certain autonomous functionality and/or the use of
specific protocols to allow the correct exchange of SDN control traffic [18]. For example,
some proposals rely on Rapid Spanning Tree Protocol (RSTP) to establish the SDN in-band
control channel [19]. Additionally, reconfiguration after failure is also required and might
be planned based on local re-routing [20]. Other approaches with global rerouting are
as follows. Medieval [21] and FASIC [22] require manual configuration for the initial
in-band control channel setup and control plane configuration to provide alternative paths
in case of failures. FCCR [23] is a simulation-only study that creates the in-band control
channel asynchronously among SDN devices and the recovery mechanism for failures is
based on a complex mechanism based on failure detection in subrings. 1zzy [24] is also a
simulation-only study that requires a certain initial manual configuration and requires an
AODV-like mechanism to establish alternative control paths if failures occur. ConForm [25]
and Sakic et al. [19] build spanning tree-like in-band control channels rooted in the con-
troller; the latter also establishes alternative paths from the control plane. Finally, Amaru [2]
defines a novel discovery mechanism initiated by the control plane to obtain multiple paths
to reach the control plane, which allows the required redundancy in case of failures.

Finally, few works emphasize the possibility of leveraging a global service for both
topology discovery and in-band control bootstrapping, such as rXstp [26], and even fewer
focus on the specific case of in-band control for wireless SDN [27]. Furthermore, the es-
tablishment of in-band control channels is only the first step to properly make use of the
data plane. In this regard, additional considerations might be necessary for an optimized
data plane when in-band control is leveraged, such as the installation of SDN rules and
correct management of control traffic [28]. These considerations are complementary to the
proposed work and, therefore, not directly related with the topic covered in this manuscript.

The final objective of the related work presented in this section is to provide the
required functionality and the enabler technologies to integrate hybrid SDN scenarios
that make feasible use cases such as Internet-of-Things (IoT) mobile-edge computing
with enhanced capabilities, such as optimized task offloading [29], in which different
network technologies coexist. Our ieHDDP proposal goes a step further in the state of
the art toward the full-fledged integration of the SDN and IoT networking technologies,
among other examples.

3. Support of SDN In-Band Signaling with ieHDDP
3.1. Problem Statement

In order to support SDN in-band control, a bidirectional connection between the
control plane and an SDN device must be set up across the data plane. Since we consider
eHDDP the starting point for the design ieHDDP, let us first describe its foundations. The
eHDDP protocol [5] was designed to allow full topology discovery in hybrid networks,
made of SDN and non-SDN devices. The protocol is triggered by the control plane and
works in two phases. First, it explores the underlying network with a discovery message
broadcast from the control plane, and then, it conveys the topological information acquired
by the network devices during the exploration phase back to the control plane.

The original protocol, eHDDP, works on the basis that SDN devices already have an
active connection (either in-band or outbound) to the control plane, so non-SDN devices
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must only establish a path to reach an SDN device and from there the control plane,
but this no longer holds with ieHDDP. In this new scenario, SDN devices are stand-by
nodes; they cannot connect to the control plane because they lack the necessary knowledge
(the Controller Port and, probably, even the control plane network address) until they are
awakened by the discovery service exploration message. However, implementing the
former eHDDP in SDN devices would allow them to learn a path to the controller by
establishing the Controller Port to reach the control plane. Unfortunately, this is not enough
to set up an in-band control channel, since eHDDP by itself does not provide support for
the communication in the opposite direction, from the control plane to the network devices.
Hence, our first and main goal is to provide a way so that those devices in the path from a
given device toward the control plane (the chain of devices resulting from going back from
device to device through their corresponding Controller Port until the controller is reached)
learn the port pointing back to that specific device, thus conforming a bidirectional path
that supports the in-band channel.

Moreover, taking into account that SDN devices are activated after receiving the
discovery message, it is advisable that this message conveys certain information regarding
the control plane, such as the IP address, port, or transport protocol. This information can
also be preconfigured at devices as a primary control plane address, but its inclusion in
the discovery message ensures that more than one controller can coexist in the network,
and we grant additional flexibility in case it should be necessary for its dynamical update.
Thus, it is up to the device to decide to stick to its primary control plane address or to abide
by the address conveyed by the received discovery message.

3.2. Proposed ieHDDP Solution

In order to deal with the problems mentioned above, we propose ieHDDP, an exten-
sion of eHDDP, which is able to combine the topology discovery and support for in-band
operation in hybrid networks composed of both SDN and non-SDN devices.

The original protocol works in two phases: a Network exploration phase designed to
discover all the devices followed by a Confirmation phase in which the devices report back
to the control plane. Firstly, the SDN controller will trigger the topology discovery service
(the exploration phase in eHDDP). At this point, only SDN devices directly connected to
the controller will have a pre-existing channel and function as a gateway for the rest (no
matter if SDN or non-SDN, their control channel will be still inactive). At each step of the
standard topology discovery service, all SDN devices traversed by the discovery message
will be awakened, and this will trigger the creation of the in-band control channel back to
the source gateway and, hence, toward the SDN controller. At the same time, all devices
will have a twofold action, since they will also propagate the topology discovery service
message forwards to continue the exploration of network devices, as in eHDDP.

We propose two updates to the original exploration phase of eHDDP. On the one hand,
anew field is added to the discovery message to convey the address of the control plane
to devices, that is, to identify the controller that initiates the process. On the other hand,
when an SDN device learns which is the Controller Port (the first port that receives a copy
of the discovery message), it triggers the in-band channel setup process (awakes its SDN
capabilities) defined by ieHDDP. Non-SDN devices would learn the address of the control
plane and its corresponding forwarding port for later use in the in-band control channel.

The exploration phase is followed by the confirmation phase. Every device receiving
a late copy of the discovery message (at other ports) would report back to the control
plane with a reply message, thus announcing its presence in the network. The reply is sent
through the Controller Port (the one that received the first copy of the discovery message)
and will be forwarded toward the control plane by other devices on the path (once its own
presence on the path is added to the reply). No changes are needed in this phase for the
new protocol.

As we mentioned in the previous section, in that way, devices in the network are not
only discovered by the control plane, but they also learn the path to reach it. However,
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to set up the in-band channel, we also need a path in the opposite direction. To accomplish
this new functionality, a new logic has been added to the protocol.

This new logic relies on the ARP Request and Reply packet exchange triggered by
SDN devices to establish the connection with the control plane as soon as the Controller
Port is made available by the ieHDDP agent (although the ARP process is leveraged in
this case, as we consider a common IPv4 network, Neighbor Discovery Protocol (NDP)
would also be similarly applicable for IPv6-based networks). This packet exchange occurs
concurrently with the original eHDDP exploration and confirmation phases, but it can be
easily explained as a process composed of two additional phases called the In-band Channel
Learning phase and In-band Channel Confirmation phase.

During the In-band Channel Learning phase, the ARP Request packet (issued by the
SDN devices to learn the control plane Media Access Control (MAC) address before any
communication) is sent across the network. Any ieHDDP-enabled device will receive
the ARP Request and will learn the MAC address of the sending SDN device. Eventually,
the corresponding ARP Reply would be sent back from the control plane, following the
path previously set up by the original ARP Request. This ARP Reply is processed in every
intermediate device to learn the control plane MAC address (In-band Channel Confirmation
phase). At this point, every device in the path from an SDN device and the control plane
knows how to communicate with them in both directions, thus enabling the setup of the
in-band control channel.

3.3. ieHDDP Behavior Example

Figure 1 illustrates the operation of ieHDDP in a simple network made of four com-
bined SDN/ieHDDP devices (switches S1, S2, S5, and S6) and two ieHDDP-only devices
(switches S3 and S4). Only S1 can autonomously connect to the control plane, while S2, S5,
and S6 will set up an in-band control channel when enabled through the ieHDDP protocol.
For simplicity, only wired devices and the ieHDDP wired mode are considered in the
example, but a similar approach would also apply for bidirectional wireless links. Note
that at the beginning, only S1 is connected to the control plane (depicted in blue in the
figure), while 52, S5 &, and 56 have to wait for ieHDDP to finish before setting up their
SDN connection (they are depicted in white at the beginning), and S3 and 54 (depicted in
gray), which are not SDN nodes, will never turn into the connected state.
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Figure 1. Example of In-Band Channel creation in ieHDDP. (a) Network exploration phase. (b) Con-
firmation phase. (c¢) In-band Channel Learning phase. (d) In-band Channel Confirmation phase.
(e) ieHDDP learning tables.

3.3.1. Exploration Phase (Controller Port Learning)

The network exploration phase of ieHDDP (which is similar to the original phase in
eHDDP) is shown in Figure 1a. It is triggered by the SDN control plane by flooding an
ieHDDP Request message into the network through S1, as explained in [5]. The ingress
port of the first copy received at each switch is locked, which prevents the switch from
forwarding late copies of the same ieHDDP Request message received at other ports, to avoid
loops. Then, the locked port is marked as Controller port in every node except for the ones
already connected to the control plane (only S1 in our example), which also triggers the
In-band Channel Learning phase.

3.3.2. Confirmation Phase (Topological Information Gathering)

This phase remains unchanged; it works exactly as in eHDDP (see Figure 1b). When-
ever a late copy is received at a node, an ieHDDP Reply message is generated and sent
back via the ingress port of the late copy. Each switch receiving an ieHDDP Reply message
would update its contents to include itself on the route before relaying it toward the control
plane via its Controller Port. Finally, when the ieHDDP Reply message arrives at S1, which is
connected to the control plane, it is sent directly to it, via the corresponding PacketIn message,
with no further processing.

3.3.3. In-Band Channel Learning Phase

Together with the next phase, the process shown in Figure 1c implements a basic
learning switch in every combined SDN/ieHDDP device, so that a bidirectional path to the
control plane can be learnt. It is triggered when the port locked by the first copy received
from an ieHDDP Request message is marked as Controller Port at S2, S5, and S6. To set
up the connection to the control plane, they send, only via their Controller Port, an ARP
Request message looking for the MAC address of the control plane. Every intermediate
node would process the ARP Request message and store the tuple <source MAC address,
ingress port> into a Learning Table, before relaying the message, through its own Controller
Port, toward the control plane. Finally, when the ARP Request message arrives at S1, it is
processed in the same way and then sent directly to the server running the control plane.
In our example, after the ARP Request messages from S2, S5, and S6 have been completely
processed, a unidirectional path has been learned on the network, spanning from S1 to any
of them. These paths would become bidirectional after the In-band Channel Confirmation
and last phase.
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3.3.4. In-Band Channel Confirmation Phase (Controller MAC Learning)

After receiving an ARP Request message, the server running the control plane issues
the corresponding ARP Reply. S1 already knows how to reach the destination node of the
ARP Reply (either S2, S5, or S6), they are stored into its Learning Table (see Figure 1d), so it
simply forwards the ARP Reply to its destination. Now, the intermediate nodes on the path
would process the ARP Reply and update their corresponding Learning Table with a new
entry pointing to the control plane, the tuple <source MAC address of the reply, ingress port>,
before relaying it to the next switch in the path. In this way, every switch visited by the
ARP Reply would learn how to get to the control plane, thus transforming in a bidirectional
manner the path to the replied destination switch. Finally, the bidirectional paths from S2,
S5, and S6 to the control plane would be in place, and the in-band connections could be set
up so that these switches become connected (they change from white to blue in Figure 1d);
that means they can establish connections with the control plane as expected similarly to
SDN devices, since the in-band control channel is already established and functional.

The control plane must periodically trigger all previous phases by executing the initial
exploration phase. This periodicity guarantees both the detection of topology changes and
reestablishment of the in-band control channel in case of failures. Furthermore, alternative
in-band control paths may be established by the control plane, if necessary, as was proposed
by other solutions previously mentioned in Section 2.

4. Implementation

Figure 2 shows the flow diagram of our proof-of-concept implementation, which is
based on BOFUSS [7], a well-known SDN software switch.
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Figure 2. Implementation of the ieHDDP agent.
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The flow chart is organized into four branches (depicted in different colors and pat-
terns) that correspond to the four phases of the protocol, as explained in Section 3. When
the switch is connected to the control plane and the message received is not an ARP related
to the controller (either Request or Reply), the processing of incoming messages checks if it
belongs to ieHDDP or ARP protocols to process its contents; otherwise, the processing is
left to the default pipeline. Afterwards, two possibilities arise depending on whether they
carry a Request or a Reply packet, so we end up with four processing options, i.e., the four
branches just mentioned above.

The left branch of the flowchart, depicted in blue (and long dashed lines) in Figure 2,
shows the processing related to the Exploration phase of ieHDDP. It is triggered by the
reception of the first copy of an ieHDDP Request message. First of all, the agent locks the
ingress port to avoid processing late copies of the same ieHDDP Request as an original
request, which may produce loops. Then, the next operation depends on whether the
switch also features an SDN agent. If true, it checks if the Controller Port has already been
set (meaning an active connection to the control plane has been initiated and there is
nothing else to do) and otherwise sets the Controller Port as the ingress port of the iecHDDP
Request, which acts as a trigger to the SDN agent to initiate the connection. Finally, it checks
whether it is a single interface; if true, it forces an immediate ieHDDP Reply back to the
control plane (in our scheme, the flow moves to the next phase); otherwise, it broadcasts
the ieHDDP Request to ensure that it reaches every switch in the network. This last check is
compliant with eHDDP and allows to discover devices with only one interface sharing that
link with their only neighbor.

The middle-left branch of the flowchart, depicted in yellow in (and dashed lines)
Figure 2, shows the processing related to the Confirmation phase of ieHDDP. This phase
manages the ieHDDP Reply messages, either to generate and send them to the control plane
or to process the replies generated by other switches on their way to the control plane.
Whenever a late copy of an eHDDP Request is received, an ieHDDP Reply is created and
sent back through the ingress port of the eHDDP Request. The ieHDDP Reply carries the
information regarding the switch Id and the ingress port of the eHDDP Request; in this way,
it conveys the information about the link to the control plane. On the other hand, when
an ieHDDP Reply is received, it updates its contents by also including the tuple <switch Id,
ingress port> before forwarding it to the control plane through its Controller Port.

The right side of the flowchart covers the processing of ARP Request and Reply mes-
sages related to the Control Plane. The middle right branch of the flowchart, depicted in
purple (and doted lines) in Figure 2, shows the processing related to the In-band Channel
Learning phase of ieHDDP, which is triggered by the reception of an ARP Request message.
This message is broadcast in the network so multiple copies of the same packet could be
received at a given switch. When the first copy of the ARP Request is received, the switch
locks the ingress port to avoid broadcast loops and updates its Learning Table by inserting a
new entry pointing to the source MAC address of the ARP Request. If the switch features
an SDN agent, it also sends a message to force the insertion of the corresponding rule in
the SDN table. Finally, it forwards the ARP Request to the control plane. Otherwise, if the
ARP Request received is a late copy of a previous request, it is simply discarded to avoid
loops of broadcast traffic.

The last branch (and the rightmost one) of the flowchart, shown in green (and dash-
doted lines) in Figure 2, shows the processing of incoming ARP Reply messages. The switch
updates its Learning Table by inserting a new entry pointing to the source MAC address of
the reply (i.e., the controller MAC address). If the switch features an SDN agent, it also
sends a message to force the insertion of the corresponding rule into the SDN table. Finally,
it looks for the destination port in its Learning Table and forwards the ARP Reply.
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5. Evaluation

The evaluation of ieHDDP was performed on Intel(R) Core(TM) i7 CPUs (12 core)
and 24 GB of RAM servers, running ONOS as the SDN controller as well as the emulated
topologies. The network devices are deployed in independent Linux network namespaces
connected through virtual Ethernet interfaces. This setup allows the isolation of the em-
ulated network devices with respect to their host to ensure the communication with the
control plane through the in-band control channel.

The obtained results only show the performance of ieHDDP, since there is no other
solution that provides topology discovery and in-band control channel autoconfiguration
in hybrid SDN networks.

5.1. Proof-of-Concept

To verify the correct operation of the ieHDDP in-band selection process, a proof-of-
concept has been performed. This test was conducted on a 3 x 3 square mesh topology
composed of seven ieHDDP-only and two combined SDN-ieHDDP nodes. The controller
is connected to one of the combined SDN-ieHDDP nodes, while the other combined
node is located in the opposite corner of the mesh. We outlined this scenario as a worst-
case situation because several non-SDN nodes must be traversed to set up the in-band
control channel.

Figure 3a shows the 3 x 3 square mesh topology detected by the ONOS controller. The
combined SDN-ieHDDP nodes are depicted in dark blue, while ieHDDP-only nodes are
depicted in light blue. We can observe how the ieHDDP-only nodes are placed in the middle
of the topology (switches S2 through S8), while the combined SDN-ieHDDP nodes are
located at the opposite corners (switches S1 and S9). Therefore, with this proof-of-concept,
we prove that the controller can create the topology graph as expected. Furthermore, it is
demonstrated how the in-band control channel has been properly set up crossing multiple
ieHDDP-only nodes. Moreover, Figure 3b illustrates the devices detected by the controller
in more detail. The two devices with an ID consisting of “of:” followed by a Datapath
ID (DpID) represent the SDN-ieHDDP nodes, while the remaining, labeled as “sw:” plus a
DpID, are the ieHDDP-only nodes. Likewise, the number of ports of each device is shown
as well as a green tick that indicates all nodes are operational. Finally, Figure 3¢ depicts
additional information acquired by ONOS about both types of nodes.

(a)

Figure 3. Cont.
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Figure 3. Graphical interface of ONOS illustrating the topology and network devices. (a) Mesh
hybrid topolody discovered. (b) Devices detected by the ONOS controller. (c) Info on SDN devices
acquired by ONOS.

5.2. ieHDDP Protocol Performance

To assess the performance of our ieHDDP implementation, we designed and carried
out several experiments on random topologies, following the Barabdsi-Albert [30] and
Waxman [31] models of increasing size (10, 15, and 20 nodes). Only one node per topology
is directly connected to the control plane (acting as the gateway), while the rest of the nodes
will wait for the in-band control channel to be set up before connecting. Therefore, this is a
worst-case scenario in terms of both the number of control packets exchanged and the time
elapsed to establish the connection. For each topology size, three sets of 10 randomized
topologies were generated using BRITE, corresponding to average topology connectivity
degrees of 2, 4, and 6. Finally, each experiment was repeated at least 10 times to compute
95% confidence intervals by selecting a different node as a gateway in each run.

First, we measured the time required to perform the Controller Port selection (i.e.,
the exploration time in ieHDDP) and to complete the in-band control channel setup. The
left part of Figure 4 shows the exploration time, measured as the time elapsed from the
moment the first ietHDDP Request message is created in the control plane until it is received
by all nodes in the network. We observe that it is in the range of a few hundreds of
milliseconds and clearly increases with the network size (number of nodes), as the top
graph shows 10 nodes and the bottom one shows 20. At the same time, regarding the
network connectivity, we can see how the exploration time decreases with increasing
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node degree (three bars with three different colors). This is due to the tree-like nature of
the exploration process, producing trees that grow in breadth instead of in depth with
increasing node degree; i.e., higher connectivity degrees accelerate the exploration process.
Finally, regarding the network model, we can observe the influence of the hub-and-spoke
nature of Barab’asi-Albert’s model, which clearly reduces the exploration time (nodes are
located at fewer hops to the gateway), especially for low-degree nodes.

Exploration Time Avg. Connection Time Max. Connection Time
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Figure 4. ieHDDP exploration and connection times in various topologies.

In addition, in Figure 4, the center and right columns depict the results regarding the
connection time (both as an average and as maximum). The connection time is measured
as the time elapsed from the creation of the first ietHDDP Request message on the controller
until the OpenFlow connection between the controller and the node is up and running, that
is, until the HELLO, OFPT_FEATURES_REQUEST and OFPT_FEATURES_REPLY messages have
been exchanged. The average connection time ranges from around 600 ms to 1.5 s on
average and up to 3 s as maximum. They are strongly dependent on the number of nodes
because of two main factors: first, the processing times of protocol messages at nodes
and, second, the availability of processor cores in the emulation servers. In the case of
only 10 nodes, every switch process runs on a dedicated processor core (our hardware
possesses 12 CPU cores), but with 15 and 20 nodes, the effect of core swapping between
switch processes becomes non-negligible. Experiments with a larger number of nodes have
been conducted, but their results are not included, since they are not representative due to
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the aforementioned core swapping effect, which increases substantially as the number of
considered nodes increases.

Moreover, Figure 5 illustrates the number of control packets (Request and Reply) used.
It is important to notice that apart from the original message exchange in eHDDP, no
additional control messages are needed for the in-band control setup. We can observe that
both figures are proportional to the number of links in the topology, as expected.
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Figure 5. Number of exchanged ieHDDP control packets.

Finally, Figure 6 shows the number of ARP protocol (Request and Reply) packets
issued by nodes to learn the MAC address of the controller, which ieHDDP leverages to
learn the in-band path in the direction from the controller to the nodes. Again, these packets
are not generated by our protocol; they are part of the usual exchange of the TCP/IPv4
connection exchange. ieHDDP simply reuses them to learn the path for the in-band control
channel. In fact, ieHDDP not only benefits from it but also reduces the amount of ARP
Request packets, because they are sent in unicast through the Controller Port discovered in
the exploration phase, instead of flooding them as usual.
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Figure 6. Number of ARP protocol packets exchanged for the in-band control channel set up.

6. Conclusions

This paper has presented ieHDDP, which is an enhancement of eHDDP that cannot
only convey topological information but is also capable of establishing in-band control
channels in hybrid SDN domains in which SDN /no-SDN and wired / wireless devices coex-
ist. The in-band control channel establishment is based on an exploration process triggered
by the control plane, which reaches all devices via a controlled flooding mechanism that
allows discovering the port/next-hop to establish a path from each device to the SDN
controller(s), and at the same time, it recollects all the required topological information.
This path allows SDN devices to establish their connections with the SDN control plane.

The proposed mechanism to recollect the topological information (derived from
eHDDP) is described in Sections 3.3.1 and 3.3.2, while the mechanism to establish—in
parallel—the in-band control channel is detailed in Sections 3.3.3 and 3.3.4, by reusing the
ieHDDP Request that explores the network from the control to the data plane.

The implementation detailed in Section 4 has been evaluated for wired scenarios in
Section 5. The obtained results are promising since the required number of packets is
linearly proportional to the existing number of links in the randomized topologies of the
experiments, and exploration and connection times are also linearly proportional to the
diameter of the network topology (it increases with the number of devices and decreases
if the degree of the network increases), as expected. This behavior of ieHDDP grants
scalability in large-scale network scenarios.
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As future work, we plan to extend the experiments including wireless devices and design
the required enhancements for wireless topologies with unidirectional—non-bidirectional—
links, in which ieHDDP is not directly applicable to achieve a bidirectional path to the
controller, as currently defined.
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