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Abstract: The Oracle Bone Characters are the earliest known ancient Chinese characters and are an
important record of the civilization of ancient China.The interpretation of the Oracle Bone Characters
is challenging and requires professional knowledge from ancient Chinese language experts. Although
some works have utilized deep learning to perform image detection and recognition using the Oracle
Bone Characters, these methods have proven difficult to use for the interpretation of uninterpreted
Oracle Bone Character images. Inspired by the prior knowledge that there exists a relation between
glyphs fromOracle Bone Character images and images of modern Chinese characters, we proposed
a method of image translation from Oracle Bone Characters to modern Chinese characters based
on the use of a generative adversarial network to capture the implicit relationship between glyphs
from Oracle Bone Characters and modern Chinese characters. The image translation process between
Oracle Bone Characters and the modern Chinese characters forms a symmetrical structure, comprising
an encoder and decoder. To our knowledge, our symmetrical image translation method is the first of
its kind used for the task of interpreting Oracle Bone Characters. Our experiments indicated that our
image translation method can provide glyph information to aid in the interpretation of Oracle Bone
Characters.

Keywords: Oracle Bone Character interpretation; generative adversarial network; symmetrical image
translation

1. Introduction

The Oracle Bone Characters (OBCs), which were recorded on animal bones and turtle
shells, are defined as the earliest known form of Chinese writing and the most famous
writing system in the world [1–4]. The OBCs on animal bones and turtle shells record
the development of civilization in the Shang dynasty of ancient China. Therefore, ancient
Chinese language experts have tried to interpret the connotations of the OBCs to obtain
information about the Shang dynasty. After the unearthing of the oracle bones, research on
the OBCs has been carried out since the late 1890s, although the interpretation of OBCs is
difficult. Firstly, the amount of unearthed oracle bones and turtle shells is small. There are
only approximately 4500 different OBCs, which leads to a lack of sufficient OBCs to conduct
research. Secondly, detecting and organizing the raw OBCs among the unearthed animal
bones and turtle shells requires substantial labor costs. Above all, the great gap between
the OBCs and modern Chinese characters leads to difficulties in OBC interpretation, so
that only 2200 OBCs have been deciphered to date. To this day, many OBCs still cannot be
interpreted fully.
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Due to the success of artificial intelligence and deep learning in real-world applica-
tions [5,6], some researchers have utilize computers to aid research on the OBCs. Computer-
aided OBC studies related with OBC interpretation mainly include OBC detection tasks [7–10]
and OBC recognition tasks [11–14].

The task of OBC detection regards OBCs as a special kind of data object in order to
perform object detection using rubbing images. These methods detect the locations of
OBCs on rubbing images and then classify the OBC. Due to the presence of noise caused
by corrosion and excavation, the directly use of object detection methods will lead to poor
performance. Therefore, researchers [9] applied the YOLOv4 model to alleviate the problem
of noise present on rubbing images. In another study [8] the authors proposed a kind of
oracle bone inscription detector based on a single-shot multibox detector to improve the
performance of small-object detection in OBC detection tasks. The researchers in another
study [7] proposed a simpler but more effective detector for OBC detection based on a kind
of anchor-free scheme. These OBC detection methods can reduce the labor costs involved
in detecting OBCs in rubbing images.

The task of OBC recognition aims to classify OBCs based on a large-scale labeled OBC
dataset [2,3]. Due to the imbalanced distribution of classes in the OBC dataset, the direct
use of deep learning methods cannot obtain good performance. To solve the problem of the
unbalanced distribution of classes, some researchers [14] proposed a kind of deep metric
learning method to conduct classifications based on the nearest-neighbor rule. The authors
of another study [15] proposed a mix-up strategy, leveraging majority and minority classes
to augment samples and using the triplet loss function to overcome the problem of the
imbalanced distribution of classes. Another study [12] integrates self-supervised learning
and data augmentation in order to solve the problem of data limitation and imbalance.

The abovementioned studies on OBC detection and OBC recognition require a large-
scale labeled dataset to train a model to perform generalizations effectively on unlabeled
data. However, there are still nearly 2300 OBCs that need to be interpreted by ancient
Chinese language experts. Detection and recognition models can not perform well on these
unknown classes. The question of how to utilize deep learning methods to aid in OBC
interpretation is challenging and has been the subject of few studies. Due to the fact that
modern Chinese characters evolved from ancient Chinese characters, e.g., OBCs, there
exists a relation between modern Chinese characters and OBCs in terms of glyphs.Inspired
by the application of generative adversarial networks (GAN) in image translation, we
aimed to utilize the generative model to capture the relationship between modern Chinese
characters and OBCs. In particular, we trained the GAN model to translate the OBCs to
modern Chinese characters, aiming to capture the implicit relations between OBCs and
modern Chinese characters. Then, we used the GAN model to translate the unknown
OBCs into modern Chinese characters in order to provide glyph information for OBC
interpretation. Our method utilizes the symmetrical structure of encoding and decoding
to conduct image translation. Experiments performed on the OBC dataset indicated the
effectiveness of our symmetrical image translation method.

In summary, the contributions of our method are as follows:
(1) In contrast with the existing research, we focus on the more challenging task of

OBC interpretation for the under-interpreted OBCs.
(2) We propose a symmetrical method of image translation from OBCs to modern

Chinese characters to provide glyph information for OBC interpretation. To our knowledge,
this is the first work using the generative model to solve the task of OBC interpretation.

(3) The experimental results on the OBC dataset show that our method can capture the
glyph relations between OBCs and modern characters and provide information for OBC
interpretation.
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2. Materials and Methods
2.1. Related Work

There are some image generation methods [16–18] related with our method, including
the generative adversarial network (GAN) [18] and conditional generative adversarial
network (cGAN) [19,20].

2.1.1. Generative Adversarial Network

The generative adversarial network (GAN) is a generative model which captures
the data distribution by means of a minimax two-player game. A general framework
of GAN includes a generative model G and a discriminative model D. During training,
the generative model G tries to generate fake data to maximize the probability of D making
a mistake in distinguishing between real data and fake data. This procedure increases
the generative ability of the generative model G. On the contrary, the discriminative
model D tries to distinguish the real data and fake data to maximize the probability
of G generating fake data which is different from real data. By alternativelytraining the
generative model G and the discriminative model D on the two-player game, the generative
model G can capture the training data distribution and generate fake data which has a
similar distribution compared with the real data. The overall objective function of GAN
can be shown as in Equation (1):

min
G

max
D

V(D, G) = Ex∼pdata(x)[log D(x)] +Ez∼pz(z)[log(1− D(G(z)))], (1)

where the pz is a prior oninput noise variables z and G(z) is the mapping from z to the
data space. The GAN, which generates fake data similar to real data, has been widely used
in various unsupervised image generation applications [21–23].

2.1.2. Conditional Generative Adversarial Network

The conditional generative adversarial network (cGAN) improves the generative ad-
versarial network (GAN) by generating images conditioned on class labels. Similarly to the
framework of GAN, cGAN is also composed of a generative model G and a discriminative
model D. During training, the generative model G and the discriminative model D alterna-
tively confuse each other in a minimax two-player game in order to capture the conditional
distribution of training data.

Differently from GAN, the generative model G and discriminative model D are con-
ditioned on class labels by feeding class labels y into the generative model G and the
discriminative model D. The inputs of generative model G include a noise variable pz(z)
and a class label y. For the discriminative model D, x and the class label y are presented as
inputs. The objective function of cGAN can be shown as in Equation (2):

min
G

max
D

V(D, G) = Ex∼pdata(x)[log D(x|y)] +Ez∼pz(z)[log(1− D(G(z|y)))], (2)

The cGAN can generate images conditioned with class labels compared with GAN.
The cGAN has been widely used in supervised image translation applications [24–26].

2.2. Proposed Method
2.2.1. Problem Description

Character style conversion is a deep learning model designed to transform characters
from one style to another style. Convolutional neural networks are very suitable for all
kinds of image processing tasks, from feature mapping close to the input layer to feature
mapping close to the output layer, which can focus on describing the texture information
and content information of the image, respectively. The font style translation task is a
special type of image transfer task,performed automatically by the convolution neural
networkbased on the depth of high-level features the font style for migration. This will
greatly improve the efficiency of font style conversion tasks. Compared with manual
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geometric modeling and the non-automatic font design method, the design of an end-to-
end network framework without human intervention to handle font style transfer tasks has
very important guidance and research significance for a variety of Chinese font design tasks.

The model of oracle bone character evolution can be regarded as a model of character
style transformation. Since there is a special character evolution law between Oracle Bone
Characters and modern Chinese characters, this paper uses a generative adversarial neural
network (GAN) to complete the font style conversion from Oracle Bone Characters to
Chinese characters. GAN can be trained end-to-end using backpropagation algorithms
that do not require the use of traditional inefficient Markov chains or complex reasoning.
In addition, the gradient update information of the generator comes directly from the
discriminator, rather than from the data sample, providing a new way to generate models.
This paper uses a generative adversarial neural network to fit the evolution law of Oracle
Bone Characters to modern Chinese characters, simulates the evolution of Oracle Bone
Characters, and then achieves the effect of assisting in interpretation.

After years of development and evolution, the number of modern Chinese characters
has gradually increased with history to express new things. The Chinese Character Sea,
published in 1994, contains 87,019 characters, whereas the Chinese character database
developed by Beijing Guoan Consulting Equipment Company, which has been authenti-
cated by experts, contains 91,251 characters with provenance. However, the number of
Chinese characters corresponding to the oracle bones in terms of their examination and
interpretation is small, and most of the oracle bones that have not been examined and
interpreted correspond to other Chinese characters. As a result, if deep learning is used
to solve the problem of the interpretation of oracle-bone characters, the sample deviation
between the training set and the test set will be very large, and the Chinese character labels
corresponding to the test set and the training set will also be very different. Because of data
bias between training data and test data, models that learn from training data often do
not effectively generalize sample data from different distributions. In this case, we need to
improve the generator’s ability to generalize data outside of the training set.

2.2.2. Symmetrical Image Translation Based on Knowledge Expansion

There are three challenges in using GAN networks for the interpretation of Oracle
Bone Characters:

(1) Chinese characters have complex structures and different writing styles. It is
difficult for the generator to generate a Chinese character image without noise from some
skeleton features.

(2) Unlike English or Latin fonts, which contain only a small number of glyphs, even
the most commonly used Chinese character set (GB2312) is made up of 6763 characters.
The examined and interpreted Oracle Bone Characters correspond to only a small portion
of Chinese characters, so many Chinese characters do not appear in the training set, so the
generator needs to have some generalization ability.

(3) The gap between Oracle Bone Characters and modern Chinese characters is large,
so the generator needs a lot of training to learn some of the rules. However, due to the
lack of data on Oracle Bone Characters, too much training will lead to an over-fitting
phenomenon and affect the generalization ability of the generator.

Therefore, we need to use some constraints to balance these two results.
In this paper, we propose a structure-guided Chinese character generation system,

which combines the prior domain knowledge of Chinese characters with a deep neural
network to synthesize correct Chinese character images, as shown in Figure 1. We split the
font generation task into two independent processes, namely, font feature coding and font
rendering. In the first stage, each Oracle Bone Character is represented as a series of font
feature codes. We use a multi-stage CNN model to transform the character encoding of the
oracle bone script into the character skeleton of modern Chinese characters. In the second
stage, the synthesized character skeleton is rendered in a specific font style via a GAN
model to restore shape details on the outline of the glyph. Specifically, output fonts can be
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synthesized from a learned skeleton flow vector that represents how corresponding pixels
in the input are mapped to corresponding pixels in the output. In this way, we not only
make the learning problem more manageable and avoid learning to generate characters
from noise but also provide a natural way to preserve the information and structure of
the symbol.

As shown in Figure 1, we use a generative model to simulate the evolution process
from OBC to modern Chinese characters. The realization of symmetrical image transla-
tion based on GAN is more accurately based on cGAN (also called conditional GAN),
because cGAN can guide image generation by adding conditional information, so in sym-
metrical image translation, the input image can be taken as a condition to learn the mapping
between the input image and output image in order to obtain the specified output image.

Figure 1. The process of two-stage training, utilizing the symmetrical structure of an encoder and
a decoder. In the first stage, the pairs of Oracle Bone Characters and model Chinese characters are
used to train the encoder and decoder via adversarial training to translate Oracle Bone Characters
into modern Chinese characters. In the second stage, to generate unseen modern Chinese characters,
we replace the encoder with a randomly initialized encoder and use the unseen modern Chinese
character to fine-tune the decoder by means of adversarial training.

The model needs to use paired input images x and y during training. x is used as
the input of the generator G to obtain the generated image G(x), and then G(x) and y
are simultaneously input into discriminator D. Finally, as the input of discriminator D,
the predicted probability value is obtained, which indicates whether the input is a pair
of real images. Thus, the goal of discriminator D is to output a small probability when
the input is not a pair of real images, and a large probability when the input is a pair of
real images. The goal of generator G is to make the probability value of the output of
discriminator D as large as possible when the generated G(x) and y are used as inputs
to the discriminator D, which is equivalent to successfully deceiving the discriminator D.
Therefore, the adversarial loss can be defined as follows:

Ladv = Ex[log D(x, y)] +Ex[log(1− D(G(x), y))] (3)

where x is the input Oracle Bone Character image and y is the is the corresponding image
of modern Chinese characters.

Because the generator of the GAN algorithm is based on the use of random noise to
generate images, it is difficult to control the output, so the image generation process is
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guided by other constraints. In this paper, we use the distance L1 to constrain the difference
between the generated image and the real image. L1 is used instead of L2 to reduce the blur
of the generated image.

L1(G) = Ex,y[‖y− G(x)‖1] (4)

where x is the input Oracle Bone Character image and y is the is the corresponding image
of modern Chinese characters.

Therefore, the loss function of generator G in the first stage can be expressed as follows:

LG = arg min
G

max
D
Ladv + L1(G) (5)

The next step is the training setup for the second stage. Through the second stage
of training, the decoder learns more about skeleton flow and modern Chinese character
correspondence. In the first stage of training, not all modern Characters were able to take
part. This is because the existing images of OBC cannot correspond to all modern Chinese
character images. A large proportion of the oracle images have thus not been interpreted.
Therefore, to ensure that the model is not limited to the modern Chinese character images
in the training set, knowledge expansion is carried out on the generator in the second
stage. We fine-tune the decoder by replacing the encoder in the generator G with another
encoder with the same structure. As shown in Figure 1, we replace the encoder with another
encoder.Then, the modern Chinese character images are used as the input for training.
In this way, we fine-tune the decoder to expand the scope of knowledge of the decoder.
The loss functions are shown as follows:

L′adv = Ex[log(1− D(G(x′), x′))] (6)

where x′ is the input image of modern Chinese characters.

L′1(G) = Ex′ [
∥∥x′ − G(x′)

∥∥
1] (7)

where x′ is the input image of modern Chinese characters.

L′G = arg min
G

max
D
L′adv + L′1(G) (8)

3. Results

To demonstrate the effectiveness of our method, we split the OBC images data set
into three parts: the training set, test set, and uninterpreted data set, to conduct the image
translation task for OBC interpretation.

(1) Training set: The training set contains 19,526 OBC images. These OBC images have
been interpreted as 1205 traditional Chinese characters by ancient Chinese language experts.

(2) Test set: The test set contains 1520 OBC images. These OBC images have been
interpreted as 50 traditional Chinese characters by ancient Chinese language experts,
and these 50 traditional Chinese characters do not appear in the training set.

(3) Uninterpreted data set: this data set contains the uninterpreted OBC images, a total
of 20,927 OBC images. The uninterpreted OBC images have not been interpreted by ancient
Chinese language experts.

We trained the image translation model on the training set and evaluated its per-
formance on the test set to verify the effectiveness of our method. In the training set
and test set, we used ground truth labels of the OBC images, enabling us to evaluate the
effectiveness of image translation according to classification accuracy or the L1 distance
between the translated images and the ground truth traditional Chinese characters. As a
practical problem of OBC interpretation, there were several uninterpreted OBC images,
which lacked ground truth labels. We aim to assist the ancient Chinese language experts
to interpret these uninterpreted OBC images by utilizing our image translation method.
So an additional uninterpreted data set was used in our experiments. We translated the
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uninterpreted OBC images to traditional Chinese characters, and the results were evaluated
by ancient Chinese language experts, using their professional knowledge.

In our experiments, we used convolution layers to construct the backbone for the
encoder and discriminator, as shown in Figure 1. Deconvolution layers were used to
construct the backbone for the decoder in our method. The L1 loss was used in our method
for image generation, and the binary cross-entropy loss was used for the discriminator.
For the practical computer vision problem, non-linear deep neural networks can achieve
better performance compared with linear models.

To achieve a dynamic balance in the system between the encoder, decoder, and discrim-
inator, we conducted a ‘two-player’ game during training. First, we fixed the discriminator
and trained the encoder and decoder for better performance in image generation. Then,
we fixed the encoder and decoder to train the discriminator for better discrimination per-
formance using real images and the generated fake images. By training the generator and
discriminator alternately in the ‘two-player’ game, the generator can achieve better gener-
ation performance, and the discriminator can achieve better discrimination performance
in this dynamic system. Finally, the system achieved stability during training, and we
used the encoder and decoder to translate the OBC images into modern Chinese character
images. The discriminator was not used in the inference stage.

In our experiments, we first demonstrated the performance of our method on the
training set. The results are shown in Figure 2. Our model was able to accurately generate
the same modern Chinese characters for the OBC images. In Figure 2, the input of OBC
images is shown on the left, and the output of modern Chinese characters is shown on
the right. For the OBC images in the training set, our model was able to achieve good
generalization ability, and each input OBC image could be translated to its corresponding
modern Chinese character image.

Figure 2. Results of our method on the training set.

To indicate that our method has sufficient generalization ability on the training set,
we conducted the second experiment on the training set. We have reported the retrieval
results of the top N and calculated the retrieval accuracy of the top N. The experimental
results are shown in Table 1.
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Table 1. The retrieval accuracy(%) of our method on the training set.

Top N 10 20 30 50 100 200

Accuracy 90.8 93.5 96.3 96.7 97.9 99.4

Then, we tested our model on the test set. We selected some of the experimental results
shown in Figure 3. The experimental results in Figure 3 show that the method was effective
in analyzing uninterpreted OBC images. The ground truth refers to the modern Chinese
character images corresponding to the inputs of the OBC images. We can observe that the
output of this model showed consistency with the ground truth images.

Figure 3. Results of our method on test set.

To further illustrate the results of this experiment in a quantitative way, we report
the L1 distance between the output of the model and the ground truth images on the test
set for every 50 epoch during training. The experimental results are shown in Table 2.
The distance L1 between the outputs of the model and the ground truth images decreased
and then increased during training, which was caused by the overfitting problem after
100 epochs.

Table 2. L1 distance of our method on test set.

epoch 0 50 100 150

L1 244.2 180.7 173.6 178.3

To verify the reasoning ability of this method for uninterpreted OBC images, we used
L1 distance for the output results to retrieve the modern Chinese characters in the test set.
We report the retrieval results of the top N and calculated the retrieval accuracy of the top
N. The experimental results are shown in the Table 3.
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Table 3. The retrieval accuracy (%) of our method on the test set.

Top N 10 20 30 50 100 200

Accuracy 10.4 15.5 23.1 27.5 35.6 49.0

Finally, we attempted to make inferences using uninterpreted data sets. We obtained
some good results, which are presented in Figure 4. As we can see, the OBCs and modern
Chinese characters translated using our method are similar in terms of their glyphs, which
indicates that our method was able to capture the glyph information between OBC images
and modern Chinese characters images. This glyph information can be used to assist ancient
Chinese language experts to interpret these uninterpreted OBC images. The results of these
translated images were used by ancient Chinese language experts for the interpretation of
the uninterpreted OBC images.

Figure 4. Results of our method on the uninterpreted dataset.

To demonstrate the effectiveness of our method in a practical scenario, we have
selected a specific result as an example. As is shown in Figure 5, with the uninterpreted
OBC image as the input, the model output a special character, which is similar to a modern
Chinese character. This shows that the model exhibited an inference ability and was able
to translate the OBC images to modern Chinese characters according to the learned glyph
relation between the OBC images and modern Chinese character images. Due to huge
gap in terms of glyphs between the OBC images and modern Chinese character images,
the effectiveness of translating OBC images to modern Chinese character images still
needs to be improved. Translating the unseen uninterpreted OBC images will lead to
blurred outputs in some scenarios. However, these blurred outputs also provide important
information for interpreting the OBC.

Figure 5. Specific example of results obtained using the uninterpreted dataset.
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4. Discussion

We focused in this study on the under-explored task of OBC interpretation. As shown
in the experiments, the interpretation of hitherto uninterpreted OBC images is difficult
for ancient Chinese language experts. There are large differences in glyphs between
OBCs and modern Chinese characters. To assist ancient Chinese language experts in the
interpretation of the OBCs, we tried to use the artificial intelligence technology to interpret
the uninterpreted OBC images. To capture the glyph relationshipsbetween the OBCs and
modern Chinese characters, we have proposed a symmetrical image translation method
based on a generative adversarial network. For the uninterpreted OBCs, our symmetrical
image translation model was able to provide glyph information for the interpretation of
the OBCs. As shown in our experiments, the uninterpreted OBC images can be translated
to modern Chinese characters based on the presence of similar glyph information, which
can guide ancient Chinese language experts to interpret the OBC images. The partial
results of additional experiments on uninterpreted OBC images have provided important
information on the relationships between the OBCs and modern Chinese characters for
ancient Chinese language experts.

5. Conclusions

In this paper, we proposed a symmetrical image translation method for the OBC
interpretation task. By utilizing a deep generative model in computer vision, we were able
to capture the glyph relationships between OBCs and modern Chinese characters, which is
important for interpreting OBC images. Our experiments demonstrated the ability of our
method to capture glyph information. However, there is a great gap between OBCs and
modern Chinese characters in terms of glyphs. In the future, we will translate the OBCs
into other interpreted ancient Chinese characters, which have a smaller gap in terms of
glyphs with OBCs, in order to obtain better performance.
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