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Abstract: In this current study, we aim to give some results for third-order differential subordina-
tion and superordination for analytic functions in U = {z € C: |z| < 1} involving the generalized
operator Ii, 8 f. The results are derived by investigating relevant classes of admissible functions.
Some new results on differential subordination and superordination with some sandwich theorems
are obtained. Moreover, several particular cases are also noted. The properties and results of the
differential subordination are symmetry to the properties of the differential superordination to form
the sandwich theorems.
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1. Introduction

Indicate by H = H(U) the collection of analytic functions in the open unit disc U that
have the form:

Mian) = {f € HU): £2) = a+ 02 + a2 022 4o )
(@eCneN=1{123..})

and indicate by A(n) the subclasses of H(U) comprising of functions

flz)=z+ i akzk,

k=n+1

(zel).

Publisher’s Note: MDPI stays neutral Note that A(1) = A. Further, let the functions f; and f; be in the class H (U). It is said

that the function f; is subordinate to f or f; is superordinate to f1, if there exists a Schwarz
function «(z) (k(0) =0, |x(z)| < 1, z € U) analytic in U such that

f(2) = fa(k(2))-

This subordination is indicated by f1(z) < f2(z). Specifically, if the function f; is
univalent in U, then we obtain (see [1])
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fi(z) < f2(z) & f1(0) = f2(0) and f1(U) C f2(U).

Now, we will recall the generalized operato IZ(, g on A as below [2].
Suppose that > 0 and « is a real number with (a + ) > 0. Then for j € Ng = NU {0}
and f € A, the operator Ii’ﬁ is defined by
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105f(2) = f(2)

I pf(2) = O

1 f(2) = Lo (I f(2)).

We see that I] wp’ A— Aisalinear operator and

zx kB.J
I] _Z+Zk2 +ﬁ 4z

If f € A(n), then the operator IZ( pis expressed by the infinite series:

i [eS) k j
Ii,‘gf(z) =24 4 ( D;J:_ /f) az" 1)

It is derived from (1) that

B2(ll f(2)) = (a+ B f(2) — all 4f (2).

Further, for the particular values of « and 8, Swamy [2] point out that the operator
Ii 8 f(z) reduces to various operators. Some of them are illustrated below:

o f@)=fG)
. 1]417 8,3 f(z) = ng f(z),(B > 0), known as Al-Oboudi differential operator [3];
. Ii/lf(z) = ILf(z), (x > —1), investigated by Cho and Srivastava [4], Cho and Kim [5];

. erlfﬁ,ﬁf(z) = I]%ﬁf(z), (y > —1,B > 0), studied by Catas [6].

Antonino and Miller [7] (also [8,9]) have expanded the concept of second-order differ-
ential subordination and superordination in U established by Miller and Mocanu [1,10,11]
to the third-order case. They derived features of functions p that fulfill the third-order
differential subordination:

{I/J(p(z),zp’(z),zzp” (z),zSp’” (z);z) 1z € LI} cQ,

and also for third-order differential superordination:

QOcC {tp(p(z),zp’(z),zzp“ (z),z3p’” (z);z) 1z € U},

where Q) is a set in C, p is an analytic function and ¢ : C* x U — C.

Recently, several authors studied some applications on the concept of second-order
differential subordination and superordination and established some sandwich outcomes,
like, (see [12,13]) and third-order for different classes (see [8,9,14]). For some interesting
applications related to the differential subordination and superordination in other subjects
of mathematics, we may refer to [15-17].

In order to demonstrate our outcomes, we shall give several definitions and theo-
rems below.

Definition 1. (See [7]) Let ¢ : C* x U — C and assume h is univalent in U. If the function p is
analytic in U and fulfills

9(p(2),20' (), 22" (2),2°p" (2)iz) < h(2), @)
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then the function p is named a solution of the differential subordination. A univalent function q is
named a dominant of the solution of the differential subordination if p(z) < q(z) for all p satisfying
(2). A dominant q(z) that fulfills q~ (z) < q(z) for all dominants q of (2) is named best dominant.

Definition 2. (See [9]) Let ¢ : C* x U — C and assume h is analytic in U. If the functions p,

¥(p(2),20' (), 22" (2), 2" (2);)

are univalent in U and fulfill

hz) < 9 (p(2)2p' (2), 229" (2), 2" (2);2), 3)

then function p is named a solution of the differential superordination. Further, an analytic
function q is named subordinant of the solutions of the differential superordination, or more simply
a subordinant if q(z) < p(z) for all p satisfying (3). A univalent subordinant q~ (z) that fulfills
q(z) < q~ (z) for all subordinants q of (3) is named the best subordinant.

Definition 3. (See [7]) Indicate by Q. the set of all functions q(z) that are analytic on U\E(q),
where ,

) = {2: ¢ €U imgz) = o0},

and are such that q'({) # 0 for { € OU\E(q). Further, indicate by Q(a) the subclass of Q consisting
of functions q for which q(0) = a. Note that by Q1 = Q(1) = {q(z) € Q: q(0) =1}.

Definition 4. (See [7]) Assume Q) be a set in C, g € Q and n € N\{1}. The class of admis-
sible functions ¥,,[Q), q] consists of those functions ¢ : C* x U — C that fulfill the following
admissibility condition:

P(r,s,t,u;2) € Q,

whenever

r=4q(0), s=kiq'(Q), Re{; +1} > kRe{l + Cj/“(é@)) }, Re{%} > sze{ Czqtz/gg()@},

(ze U, €dU\E(q) and k > n).
Definition 5. (See [9]) Let Q) be a set in C,q € H[a, n] with q'(z) # 0and n € N\{1}. The

class of admissible functions ¥!,[Q), q] consists of those functions ¢ : C* x U — C that satisfy the
following admissibility condition:

Y(r,s, tu;z) € Q,

whenever

r=q(z), S:zq;(f)/ Re{£+1}§%.Re{1+ZZ;/(S)}, Re{%}giRe{M},

(zelU,edld m> n> 2).

Theorem 1. (See [7]) Assume p € H[a,n]| (n > 2). Further, let g € Q(a) fulfill the conditions:
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od 810 zp'(2)
]Q{q%O }20’ q(0)

If QisasetinC, ¢ € ¥,[Q, q] and

<k (zelU, {€dU\E(gq) and k > n).

¥(p@),2p'(2), 2" (), 2" (2):2) € Q,
then

p(z) <4(z) (zel).

Theorem 2. (See [9]) Let ¢ € ¥}, [, q]. If ¢(p(z),2p'(2),22p" (2),23p" (2); 2) is univalent in
U, p € Q(a) and q € H|a,n] fulfill

(i) oo

/
Zq;j((éz))‘ <m(ze€U feol andm >n2>2),

then

Qc {lP(P(Z)/ZP/(Z),ZZP” (z),22p" (z);z) 1z € U},
implies that

q(z) < p(z) (z€U).

The current paper utilizes the techniques on the third-order differential subordination
and superordination outcomes of Antonino and Miller [7], Ali et al. [18] and Tang et al. [9],
respectively and different conditions (see [19,20]). Certain classes of admissible functions
are investigated in this current paper, some properties of the third-order differential subor-

dination and superordination for analytic functions in U related to the operator Ii 8 f are
also mentioned.

2. Third-Order Differential Subordination Properties
This part includes third-order differential subordination properties are derived for
analytic involving the generalized operator Iil 8 f.

Definition 6. Let g € Qo NH and Q be a set in C . The class of admissible functions ®;1[(, q]
consists of those functions ¢ : C* x U — C that fulfill the admissibility condition:

o(u,v,x,y;2) ¢ Q,

whenever
_ _ kZBq'(2) +aq(0)
M—q(g), 0= (a+ﬁ) 7
(& + B)*x — 2a(ve + vB) + a2u 2q"(2)
Re{ B(o(a + B) — au) 1} = wwef T )
and

B*(v(a + B) —au)

e E550)

Re { (a4 B)%y — (B +3B) (a + B)*x + 9220 + 6avp2 — 302up — a’u + 3a3v N 2}
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wherez € U, € 0U\E(q), B > 0and k € N\{1}.

Theorem 3. Let p € Op1[Q,q]. If f € A(n) and g € Qo N H fulfills the conditions

Re{ T > 0, [t B A(2) ~ atlpf )] < k0 @) @
and

{o(Lpf @15 F@ LI f@)z) iz u} c q, )
then

1L of(z) <q(z) (€U, {€aU\E(g), p>0andke N\{1}).

Proof. Let us put
w(z) = I ,f (). (©6)
By differentiating (6) with respect to z and from (1), we find

Bzw' (z) + aw(z)
a+p .

1 fe) =

Further computations give

2y = B )+ (B4 2 ) + ()
lop f12) = (1B

and

I]+3f( ) = B3z3w" (z) + (3af? + 3B°%)Z2w" (z) + (Sr;czﬁ + 3% + B3z’ (z) + alw(z) '
(a+B)

Now, we will establish a transformation from C* to C by

u(r,s, t,e) =r, o(r,ste)= f:j:g’)’ 2(r,5,t,¢) = B2t + (/3(1—:—2‘[;34)/3)54-04 r )
and
(r,s,t,¢) = Poe+ (3ap” +3p°)t + (30p + 3up? + B%)s + a’r (8)
’ (a+p)°
Next, suppose

+ar B+ (B +2aB)s + o?

P(r,s,tez) = p(u,v,x,y;2) = P(r, (ﬁ: - Z;, P (5(a - g)ﬁ;)s o’r
Bet (Buf? +3F)t + (B2 1 3up + ) +adr ) ©)

(a +p)°

It follows from (9) and Theorem 1 that

9 (w20 (2), 220 (2), 20" (2)i2) = @ (1 pf (), 1L f(2), L7 (2), L f2):2). (10)
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Hence, the inclusion (5) leads to
lp(w(z),zw’(z),zzw” (z),22w" (z),‘z) c Q.

Moreover, in view of (7) and (8), we get
t (a + B)*x — 2a(va + vB) 4 a2u
§+1: B(v(a+ B) —au) —L

and
e (a+t B’y — (3 + 3B) (a + B)*x + 9020 + 6avp? — 302up — a®u + 3630 vy

s B2(v(a+ B) — au)

Therefore, the admissibility condition in Definition 6 for ¢ € ®;1[(), g] is equivalent to
the condition for i € ®,[(), gq] as given in Definition 4 for n = 2. Hence, by making use of
(4) and applying Theorem 1, we see that

1L of(2) < q(2).

O
The next outcome is a direct conclusion of Theorem 3.

Theorem 4. Let ¢ € Py1[h,q|. If the functions f € A(n)and q € Qo fulfill the following conditions

Ref L > 0, Jiat py1fy ) - atl 2] < el @),

and
{1 of (2 1L f2) L f () L f(2):2) sz € U < h(z),

then

1L of(2) < q(2).

Proof. It is clear that by using Theorem 3, we arrive at the desired outcome. [J

The next corollaries are extensions of Theorem 3 to the case where the behavior of 4(z)
on oU is not known.

Corollary 1. Assume Q) C C and q(z) is univalent in U with q(0) = 1, ¢ € ®11[Q, q,] for some
p € (0,1) where q,(z) = q(pz). If f(z) € A(n)and q, € Qo fulfill

Re{gjf((g)} >0, |(@+ B f(z) — all o f(2)] < kB|ap(@)],
and
o{ Lpf(2) Uy F@L L f(2), U f()iz) iz U} e
then

1L sf(2) < 4p(2).

Proof. Theorem 3 yields Ii, sf(2) < q(z). The outcome is now deduced from g,(z) < q(z). O
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l/) <M6i9,

Corollary 2. Let Q) C C and suppose that q(z) is univalent in U with q(0) =1, ¢ € Py 1[C, q,]
for some p € (0,1), where qp(z) = q(pz). If f(z) € A(n) and q, € Qo fulfill

Re{gj,:((;)}zo, (a4 B ) —all ()] < kB |40
and
o(1pf @) L f2) L @), U F2)z) < i), (1)
then

1L sf(2) < q(2).

Proof. The outcome is similar to the proof of ([17], Theorem 2.3d, p. 30) and is therefore
omitted. O

Theorem 5. Let i : C* x U — C, h be univalent function in U and  be given by (9). Assume

9(7(2),24'(2), 229" (2), 224" (2);2) = h(2),
has a solution q(z) € Qo N H. If the function f € A(n) fulfill (4) and

o (L pf @ 1 @ 1 (@), 1 F(2)i2), > 0
is analytic in U, then (11) implies that

1L of(2) < 4(2),

and q(z) is the best dominant.

Proof. From Theorem 3, we find that g(z) is a dominant (11) since g(z) fulfills

9 (q(2),20'(2), 29" (2), 29" (2)2) = (),

it is also a solution of the above differential equation and therefore g(z) will be dominated
by all dominants. Hence, g4(z) is the best dominant. [

According to Definition 6 and for q(z) = Mz, (M > 0), the class of admissible func-
tions ®11[Q), q] = Pr1[Q), M| is expressed below.

Definition 7. The class of admissible functions ®11[Q), M] consists of those functions
¢: C* x U — C such that

’

’

(a+BIMe® BPL+ ((B2+20B)k +02) Me® BN + (3up? + 3F)L + ((303B + 3n 2 + B2)k + o%) Me™® ) /0

(a+p)

(a+p)? (a+p)’
wherez € U, B >0, Re(Le %) > (k—1)kM, and for all 6 € R and k € N\ {1}.

Corollary 3. Let i € ®;1[Q), M|. If the function f € A(n) fulfills the conditions:

|(a+ B f(2) =l o f(2)] < kBM,

and

¢ (U pf 15 £, LE () L5 F()i2) €0,
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then

Iilﬁf(z)) <M

IfQ =qU) = {w:|w <M (M >0)}, then the class ®;1[M] is represented by

q)I,l [Q/ M]

Corollary 4. Let i € ®p1[M)]. If the functionf € A(n) fulfills

@+ B F(z) — Ll 1 (2)| < kBM,

and

(1 pf (), L F2) L2 F(2) G F(2)iz) | < M,
and '

(Lpf )15 F@, 1 @), 1 fz)2) € 0
then

1, f(z)‘ <M

Corollary 5. Let M > 0,k € N\{1}, B > 0 and (« + B) > 0. If the function f € A(n). fulfills

the following conditions:

282 M + 2apM
(a +p)?

Lf@ -1 fe)] <

then

I f(z)‘ <M

Proof. We put ¢(u,v,x,y;z) = x —v. According to Corollary 3 with 3 =

h(z) = % , (z € U), we shall present that { € ®;1[Q2, M]. Since

0 (a+pMei® BPL+((B?+2ap)k+a>) M
¢<M€l ’ a (@+P) d ’ (D<+/3)2 ’
BN+ (3ap?+3) L+ ((302B+3a p2+p3 ) k+a®) Me? .

(a+p)° ’

_ | BPL+ apkMe”

(a+p)°

_ | BPLe”" + apkM

(& + B)2e—i

- B?Re(Le™ ) + k|ap| M
(a+p)?

/32/\/1 + 20 M

(at+p)?

4

the proof is completed. [J
Now, we establish the next admissible class.

h(U) and
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Definition 8. Assume q € Q1 N'H and QY is a set in C. The class of admissible functions @1 [, q]
consists of those functions ¢ : C* x U — C that fulfill the admissibility conditions:

o(u,v,x,y;2) € Q,

whenever

_ kZBq'(Z) + (x + B)q(0)
(a+p) '

(a4 B)2x — B2u + a®(u — 20) — 2aBv B 29" (2)
Re{ B+ o — (a+ P)u) 2} > kel S 1),

u=4q(), v

(a+ B)*y — (3a + 6B) (a + B)*x + 156420 + 1208%0 + 300 — a¥u—

Re

6apu’ + 5% gq" (0)
B (o(a+ ) — (at B)u) = sze{ }

where k € N\{1}, p >0, { € oU\E(q) and z € U.

Theorem 6. Let p € O1,[Q), q|. If the function f € A(n) and g € Q1 N'H fulfills the following

conditions
) [t _7
ref 401 >, <a+ﬁ>( [ f(z)) <Kp q’(@)‘ 12)
and
i [t 2 73
{ 4)( /() Lre) L3re) 1 (z)}z) :Zeu} co 13)
z z z z
then
1L sf(2)
= <)
Proof. Let put
Isf(2)
w(z) = ﬁ? (14)

Then, by differentiating (14) with respect to z and from (1), we find that

Ly f) _ pruf(2) + (a + wz)
z (x+pB) '

Further computations give

Lgf() 2w (2) + (3% + 2u)zw () + (o + B) w(2)
z (a+B)°

7
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and

]+3 B3z3w" (z) + (3ap? + 68%) 22w’ (z) + (9af? + 3a2B + 7B%)zw’ (2)+
Lg f(2) (a + B)>w(z)

z (x+p)’°

Now, we will express a transformation from C* to C by

u(r,s,te) =r, v(rs te) = W' x(r,5,be) = B2t + (382 taziﬁ;;ﬂL (w+p)°r , (15)
and
J(rs,te) = BPe + (3ap> + 6°)t + (9a2B + 3a>B +7B%)s + (a + B)°r 6)
(a+B)°
Next, suppose that
+(a+ 2t+ (3% +20B)s + (x + B)°
B b e2) = p,0, %,y 2) = ¢<r, Bs (w(iﬁ)ﬁ)r, B+ (3p = iﬁ;z (e+8)r
Be+ (30p” + 68°)t + (907 + 30 +7B%)s + (a +p)°r ) (17)
(a+p)°
It follows from (17) and Theorem 1 that
I] I]+1 1]+2 I]+3
p(w(@), ' (@), 2w (@), 2w (2)2) = 4>( ’J S f 2% f 2,k f 2, ) (18)

Hence, (13) leads to
(/)(w(z),zw’(z),zzw” (z),22w" (Z);z) c Q.
Moreover, in view of (15) and (16), we get

(a4 B)*x — B2u + o®(u — 20) — 20Bv
B((a+ B)o — (a+ p)u)

t
11 = -2
s

and

g:(aﬂs) — (Ba +6B)(a + B)*x + 158020 4 12020 + 3a3v — adu — 6apu> + 5%u +11

s p(o(a+B) — (a + Bu)

Therefore, the admissibility condition in Definition 8 for € ®1,[(), q] is equivalent
to the condition for ¢y € ¥,[(), g] as given in Definition 4 for n = 2. According to (4) and
Theorem 1, we see that

I
w(e) = 22 © .

If O # Cis a simply connected domain and Q) = h(U) for some conformal mapping h
of U onto (), then the class 1, [ (U), g] is expressed by @[k, g]. O

Theorem 7. Let ¢ € ®;[h,q|. If the functions f € A(n)and g € Q1 NH fulfill

" j+1 gl
Re{gq <a>}20, (“+ﬁ)(1 5 f(2) I,sf())

< kBlq' (D)1,

q7(¢) z
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and
i It f(2) T2 () 177
¢( wpf () D f2) L () Lug f (Z);z) < n(z), (19)
z z z z
then
I f(2)
,ﬁi =< q(z).

Proof. It is clear that from Theorem 6, we arrive at the outcome. [

The next corollaries are extensions of Theorem 6 to the case where the behavior of g
on dU is not known.

Corollary 6. Let Q) C C and suppose that q(z) is univalent function in U with g(0) = 1. Let
¢ € P12[Q, q,] for some p € (0,1), where q,(z) = q(pz). If f € A(n)and g, € Qo fulfills

: L f(2) = 1f (2
Re{ 5558}20, - m( 510 ,ﬁf<z) e
and
1of) L5 f(2) UFfz) 15f(z)
4)( a,ﬁz ’ mﬁz ’ a’ﬁz , a'ﬁz ;Z) €Q,
then
L of ()
" <4q(2),

(ze U, {€0U\E(qp), p>0andk e N\{1}).

i
Proof. As a consequence of Theorem 6, that £ f(z) = qp(z).

Now, the outcome may be deduce from g,(z) < g(z)
The proof of Corollary 6 is complete. [

Corollary 7. Let QO C C and suppose that q(z) is univalent function in U (q(0) = 1). Let
¢ € P11[Q, q,] for some p € (0,1), where q,(z) = q(pz). If f € A(n) and q, € Qo fulfills

" j+1 _ ]
Re{ azp@)}zol ‘ <a+5>(’“’ﬁ (2) Ia,ﬁﬂz))

AT . < kBlgp (0],
0

and

4 7

¢(Iz;,,g§<z> 4910 fz;;j<z>,fifj<z>;z) ),

then
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(ze U, £ €0U\E(qp), p>0andk e N\{1}).

Theorem 8. Assume ¢ : C* x U — C, h is univalent in U and y is given by (9). Assume the
differential equation

p(4(2),20'(2), 247 (2), 247 (2):2) = h(2)
has a solution q(z) € Q1 N'H. If the function f € A(n) fulfills the condition (19) and

7 7 7

is analytic in U, then (19) implies that

and q(z) is the best dominant.

Proof. From Theorem 6, we find that 4(z) is a dominant (19) since g(z) fulfills:

9(1(2),24'(2), 29" (2), 29" (2);2) = h(z),

it is also a solution of the above differential equation and therefore g(z) will be dominated
by all dominants. [J

3. Third-Order Differential Superordination Properties

This part analyzes the third-order differential superordination properties.

Definition 9. Let Q) be a set in C, q € H with q'(z) # 0 and m € N\{1}. The class of admissible
functions @} ,[Q), q] consists of those functions ¢ : C* x U — C which fulfill the admissibility

condition
lp(u’ 0, X, y’ g) € Q/
whenever
u=q(z), o= SR L),
(a + B)*x — 2a(va + vB) + a2u 1 2q" (z)
Re{ B(o(a + B) — au) ‘1} <okl T 1
and

Re{ (a4 B)%y — (Ba +3B) (a + B)*x + 9220 + 6avp2 — 302up — a3u + 3a3v N 2} 1 { z2q" (z) },

< —Re

B (v(a + p) —au) q'(2)

(zelU, p>0and €dU, me N\{1}).

Theorem 9. Let ¢ € ' 1[Q), q]. If the functions f € A(n), B > 0and Ii,ﬂf(z) € Qo fulfills the
following conditions

q(z) (20)

RO 20 a0 et o] <mp
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and

¢ (Lpf @1 F@ 0 F @), 1 F(2);2)
is univalent in U, then
O {¢(1Lpf @) 15 f2) U F @)L f(2)2) 2 e ul, 1)
implies that

9(2) < 1L 4f ().

Proof. Let the function w(z) be given by (6) and ¢ be given by (9). Since ¢ € @} ,[Q, q], the
Equations (10) and (21) imply that

Qc w(w(z),zw/(z),z2w” (z),22w" (Z);z).
This follows easily from (9), the admissible condition for ¢ € @} [, q] in Definition

9 is equivalent to the admissible condition for ¢ € V] ,[Q), q] as given in Definition 5 for
n = 2. Hence, by using the conditions in (20) and from Theorem 2, we obtain

q(z) < w(z),

or, equivalently

9(2) < I sf(2).

If O # Cis a simply connected domain and 2 = h(U) for some conformal mapping
of U onto 0, then the class @7 [1(U), ] is expressed by @1 ;[I, q]. Proceeding similarly as
in the previous section, the following outcome is a consequence of Theorem 9. [

Theorem 10. Let ¢ € @}, [h,q] and assume h is analytic in U. If the functions f € A(n) and
I 5 (2) € Qo fulfill the condition (20) and

o(1,f @), 1Y F2), U F(2), 1 F(2);2)

is univalent inU, then

h(z) < 9 (L pf (2), 1 £(2), U5 F(2), 1 f (2):2) (22)

implies that
1) < I ,f2).

Proof. The proof is deduce from Theorem 9. [
Next, we will give the existence of best subordinant of (22) for a suitable .

Theorem 11. Let ¢ : C* x U — C be given by (9) and h be analytic in U. Assume the differential
equation:

¥ (9(2),24'(2), 22" (2), 20" (2):2) = h(z),

has a solution q(z) € Qo.If f(z) € A(n) and Ii sf (2) € Qo satisfy the conditions (20) and
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] j+1 j+2 i+3
¢ (Lpf) LY F@ (), L f():2),8 >0,
is univalent in U, then (20) implies that
1) < 1 ,f(2)
and q(z) is the best subordinant.
Proof. From Theorem 9, we find that g(z) is a subordinant (22) since g(z) fulfills

9(1(2),29'(2), 29" (2), 29" (2)2) = h(z),

itis also a solution of the above differential equation and therefore g(z) will be subordinated
by all subordinants. [
The following sandwich-type result is obtained by combining Theorem 4 and Theorem 10.

Theorem 12. Let the functions hy, q1 be analytic in U, hy be univalent in U, q2(z) € Qo with
71(0) = q2(0) = 1and ¢ € @p1[,ha,q2] NP} [ 11, qu]. If the functions f € A(n),

Iilﬂf(z) € QoNH and cp(Ii’ﬁf(z), Ii;l (2), IZ:; (2), Ii;Sf(z);z> is univalent in U, the con-
ditions (4), (20) are satisfied, then

m(z) < ¢ (1 pf @I F) LRI f()32) < (),
gives that

n(z) < Isf(2) < qa(2).

Proof. The result follows from Theorem 4 and Theorem 10, respectively. [
Next, we establish a new admissible class ] ,[(, g] below.

Definition 10. Let Q) be a set in C and g € H (q'(z) # 0). The admissible functions class
@ ,[Q, q] consists of those functions ¢ : C* x U — C which fulfill the admissibility condition

Y(u,v,x,y,0) € Q

whenever
u=q(z), v= Zﬁq/(Z)Z(fzﬁr)ﬁ)q(Z) )
(/x+/3)2x7/52u+a2(u72v)72a/3v . 1 zq" (2)
Re{ BB apu) 2} < jRe{ 5! +1
and

(a+ B)>y — (Ba + 6B) (a + B)x + 158420 + 12ap%v + 3030 — aPu — 6apu® + 56%u

Re

1 [ ()
F(o(a+p)— (@ + p)u) 1 SWRQ{ }

(zelU, p>0and ¢ e€oU, me N\{1}).

i
Theorem 13. Let ¢ € P),[Q,q|. If the functions f € A(n), “/ﬁf(z)

(4 (z) # 0) fulfill the following conditions:

€ Qrand g € H
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7@, B>0 (23

<m
. <mp

I]Jrl _ I/
<a+m< f(2) ﬁﬂ>)

¢($ﬂ@>ﬂ“ﬂ)1”7()ﬂ”ﬂ) )

is univalent in U, then

i ey P j+2 j+3
QC{(P(Ia'ﬁg(),I f()ll f(),l Zf();Z):ZEU}r (24)
implies
I f(2)
a,p
q(z) < ———

Proof. Let the function w(z) be given by (14) and ¢ be defined by (17). Since
¥ € @1,[Q), q], the Equations (24) and (18) imply
Qc lp(w(z),zw’(z),zzw” (z), 22w (z);z).

This follows easily from (17) that the admissible condition for ¢ € @7 ,[(), ¢] in Defini-
tion 10 is equivalent to the admissible condition for ¢ € ‘I”m [}, g] as given in Definition 5 for
n = 2. Hence, by using the conditions in (23) and applying Theorem 2, we find

q(z) < w(z).

If O # Cis a simply connected domain and Q) = h(U) for some conformal mapping
of U on to (), then the class ¢ € ®],[h(U),q] is expressed by ¢ € @} ,[h,q]. O

Theorem 14. Let ¢ € @, [h, q] and h be analytic in U. If the functions f € A(n) and
Lsf(2)
z

€ Q1 fulfills the condition (23) and

¢(¢ﬁf@>fﬁ3ﬂ) L) LEfE) )

7 7 7

4 zZ zZ 4

is univalent in U, then

f2) ) 1) 15f)
()<¢( w7 e, ), (25)
implies
j
q(z) < Ia’ﬁf(Z),ﬁ > 0.

Proof. It is clear that by using Theorem 13, we find the desired outcome. []

Theorem 15. Let ¢ : C* x U — C, the function h be analytic in U and  be defined by (17).
Assume that the differential equation
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#(9(2), 24 (2), 20" (2), 20" (22) = h(2)
1 ,f(2)

has a solution q(z) € Q1. If f € A(n) and

luﬂﬂﬂ“ﬂ>ﬂ”ﬂ>ﬂ%ﬂ)

€ Qq fulfills the condition (23) and

is univalent in U, then (25) gives that

and q is the best subordinant.
Proof. The proof is similar to that of Theorem 8. [
The next sandwich-type outcome is obtained by combining Theorem 7 and Theorem 14.

Theorem 16.  Let the functions hy, q1 be analytic in U, hy be univalent in U,
g2 € Q1 (q1(0) = q2(0) = 1) and ¢ € P@pa[hy, q2] N P[] If f(z) € A(n),

j z
/@ ¢ o) A3 and

7 4 /

z

1@ﬂ4ﬂ“ﬂ>ﬂ”ﬂ>ﬂ”ﬂ>

is univalent in U, the conditions (12), (23) are satisfied, then

j e j+1 j+2 j+3
o) <o (200 BBSE) BE) 1O N

implies that

4. Conclusions and Future Work

We aim to give some outcomes for third-order differential subordination and su-
perordination for analytic functions in U = {z € C: |z| < 1} involving the generalized
operator Iil 8 f. The outcomes are derived by investigating relevant classes of admissible
functions. Some new outcomes on differential subordination and superordination with
some sandwich theorems are expressed. Moreover, several particular cases are also noted.
The properties and outcomes of the differential subordination are symmetry to the prop-
erties of the differential superordination to form the sandwich theorems. The outcomes
included in this current paper reveal new ideas for continuing the study, and we open some
windows for researchers to generalize the classes to establish new outcomes in univalent
and multivalent function theory.
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