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Abstract: Decision time, also known as choice reaction time, has been frequently discussed in the
field of psychology. The Hick-Hyman Law (HHL) has been a fundamental model that has revealed
the quantitative relationship between the mean choice reaction time of human and the information
entropy of stimuli. However, the HHL is only focused on rule-based behavior in which rules for
selecting response according to stimulus are certain and neglects to model the knowledge-based
behavior in which choices are uncertain and influenced by human belief. In this article, we explored
the decision time related to one basic knowledge-based behavior—uncertain binary choice, where
selections of response are determined by human belief degrees but not by stimuli uncertainties. Two
experiments were conducted: one for verifying the HHL and the other for uncertain binary choice.
The former (experiment) demonstrated the effectiveness of the HHL, and the latter one indicated that
there is an exponential relationship existing between decision time and entropy of belief degree in
uncertain binary choice. Moreover, data obtained from both experiments showed that the disturbance
term of decision time should not be seen as probabilistic as existing studies have assumed, which
highlighted the necessity and advantage of uncertain regression analysis.

Keywords: decision time; choice reaction time; Hick-Hyman Law; entropy; human belief degree;
uncertainty theory; uncertain regression analysis

1. Introduction

Decision time, also known as choice reaction time, is one of the important indexes
used to characterize human performance [1]. In the 1950s, Hick [2] and Hyman [3] applied
information theory to conduct several experiments and proposed a famous law called
the Hick-Hyman Law (HHL). It demonstrated that the mean choice reaction time of
humans would increase linearly as corresponding information entropy of stimuli raises.
The inspiration for founding the HHL is intuitive, which is based on the fact that the
more complex decisions always require longer time to initiate [1]. Consequently, the HHL
has been widely accepted by the academic community and been used in fields involving
assessment of human decision-making, such as psychology [4,5], neuroscience [6-9], and
ergonomics [10,11]. Methods of improving and refining the HHL [4,5,12] have also been
frequently discussed.

In a broad sense, researchers are used to dividing human behavior into three pat-
terns: skill-based, rule-based, and knowledge-based [13]. Skill-based behavior refers to
sensory-motor behavior achieved without using attention resources, rule-based behavior
refers to procedural behavior using certain “If-then” rules pre-stored in the brain, and
knowledge-based behavior refers to purposeful behavior that involves planning and rea-
soning. Essentially, the HHL and its improved versions are only effective in rule-based
behavior [1] because, in this type of behavior, it has to be assumed that there are certain
rules for selecting responses according to stimulus and they are well known to subjects
(human) [14,15]. In other words, the HHL is not suitable for knowledge-based behavior in
which choices are uncertain and influenced by human belief degrees.
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Understanding how decision time performs in knowledge-based behavior is meaning-
ful, because it can support us in predicting human performance time and further apply it to
related fields, e.g., human reliability analysis [16], especially considering that knowledge-
based behavior accounts for a large part of human behavior in practice. It is intuitive
that the more uncertain (or complex) decisions always require a longer time to initiate in
knowledge-based behavior. In this article, we mainly explored the decision time in a basic
knowledge-based behavior—uncertain binary choice—and tried to reveal the quantitative
relationship between decision time and difficulty of choice.

To do so, we newly designed an experiment with uncertain binary choice as its main
content, in which subjects (human) needed to choose between two responses based on their
belief degrees. Meanwhile, uncertainty theory [17] was used to express subjects’ belief
degrees in the experiment, and correspondingly, the difficulty of choice was evaluated
by the entropy [18] defined in the uncertainty theory. The reasons are clear: It has been
demonstrated in several studies that, compared with other theories such as subjective
probability [19], evidence theory [20], and possibility theory [21], uncertainty theory is more
suitable for expressing human belief degree because it leads to a more robust, rigorous, and
clear result that can significantly facilitate decision-making processes [22-25]. In addition,
replacing the original guessing question of uncertain binary choice as its complementary
question does not essentially change the difficulty of choice, which can be well reflected
by the entropy in uncertainty theory that satisfies the property of symmetry. Along with
the experiment of uncertain binary choice, we also conducted another experiment as a
verification for HHL.

As a preview of the results, we found that the disturbance term of decision times
obtained from two experiments could not be seen as white noise in the sense of probability.
The existing studies on the HHL have rarely discussed this heteroscedasticity. Specifically,
in Mordkoff’s work [4], as well as in the original work of Hick [2] and Hyman [3], the mean
decision time was directly modeled without considering variations of data. Similarly, in the
studies revealing the effects of factors that influence human decision time, such as response
uncertainty [5], aging [8,26], misalignment [11], and cognitive control networks [12], the
F-test or its extensions, e.g., analysis of variance (ANOVA), were widely used, which means
that they directly assumed that the variation is a white noise in the sense of probability. In
fact, researchers should handle this heteroscedasticity very carefully, because ignoring it
may lead to biased conclusions, especially when working on prediction and comparison.
Motivated by this, we used uncertain regression analysis [27], which is essentially not
limited by the white-noise restriction mentioned above, instead of probabilistic regression
tools in this article.

The remainder of the article is structured as follows. The preliminaries are presented
in Section 2. Then, in Section 3, the procedures of the two experiments are clearly explained.
Results and their analyses are shown in Section 4. Finally, related discussions are placed
in Section 5, where we propose a conjecture on the general relationship between decision
time and difficulty of choice in knowledge-based behavior.

2. Preliminaries
2.1. Hick-Hyman Law

In the 1950s, Hick and Hyman conducted several experiments and claimed that the
mean choice reaction time (RT) of subjects (human) is a linear function of information
entropy of stimuli. This finding, which is known as the Hick-Hyman Law, has already
been a significant theory and been widely used in the fields of psychology, ergonomics,
and human-machine systems. The central idea of the HHL can be described as:

RT = a+ bH, 1)
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where RT represents the mean choice reaction time of the subject, 2 and b represent the
regression constants that can be estimated from experiment data, and H (the units are bits)
represents the information entropy of stimuli that is defined as follows:

H =~} p(i)log, p(i), @)

where p(i) refers to the occurrence probability of one of the stimuli to which the subject
can respond. In the case where the number of stimuli is 7 and all probabilities of stimuli
are equal, its corresponding information entropy can be calculated from:

1 1
H= —n—log, ~ —log, n.
n-—log, — =log, n (©)

2.2. Uncertainty Theory and Uncertain Regression Analysis

The uncertainty theory was developed by Liu [17] in 2007. In uncertainty theory, a
concept of uncertain measure is used to model human belief degrees, which is defined
as below:

Definition 1. (Uncertain measure [17]). Let I' be a nonempty set, and L be o-algebra over I'. A set
function is called an uncertain measure (represented by M) if it satisfies the following axioms:

Axiom 1. (Normality Axiom). M{T'} = 1 for the universal set I'.
Axiom 2. (Duality Axiom). M{A} + M{A°} =1 for any event A € L.

Axiom 3. (Subadditivity Axiom). For every countable sequence of event A, Ay, - -,
we have:

m{Baf< iM{Ai}. @

The triplet (I', £, M) is called an uncertainty space. The product uncertain mea-
sure was proposed by Liu [18] in 2009, and thus the fourth axiom of uncertainty theory
was produced.

Axiom 4. (Product Axiom). Let (T, £, M) be uncertainty spaces for k = 1,2,--- The
product uncertain measure, M, is an uncertain measure satisfying:

M{ Ak} = A Mi{A, )
k=1 -

where Ay, are arbitrarily chosen events from £y fork = 1,2, - - -, respectively.

Definition 2. (Uncertain variable [17]). An uncertain variable is a function, ¢, from an uncertainty
space (I', L, M) to the set of real numbers such that {¢ € B} is an event for any Borel set, B, of
real numbers.

Definition 3. (Uncertainty distribution [17]). The uncertainty distribution, ®, of an uncertain
variable, ¢, is defined by:
P(x) = M{¢ < x} (6)

for any real number x.

Example 1. Take an uncertainty space (I', L, M) to be (1, y2) with power set and M{y1} = 0.8,
M{v2} = 0.2. Then, the uncertain variable

0, ify=
5('”‘{1 rem @)
’ 1f’7*’72
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has an uncertainty distribution:
0, if x <0
D(x) =408, if0<x<l1 ®)
1, if x> 1.

Definition 4. (Normal uncertainty distribution [28]) An uncertain variable, ¢, is called normal if
it has a normal uncertainty distribution

d(x) = (1 +exp<n(\e/§_0x))>_l, xeR, )

denoted by N (e, 7), where e and o are real numbers with o > 0. A normal uncertainty distribution
is called standard if e = 0 and o = 1.

Definition 5. (Regular uncertainty distribution [28]) An uncertainty distribution, ®(x), is said
to be regular if it is a continuous and strictly increasing function with respect to x at which
0<P(x) <1,and

lim ®(x) =0, lim ®(x) =1 (10)

X——00 X——+00

Definition 6. (Inverse uncertainty distribution [28]) Let ¢ be an uncertain variable with regular
uncertainty distribution, ®(x). Then the inverse function, ®~(a), is called the inverse uncertainty
distribution of ¢.

Example 2. The inverse uncertainty distribution of normal uncertain variable, N (e, o), is

V3

3ln o

O (a) =e+ —=
(o) =e+ p

(11)

Definition 7. (Expected value [17]) Let ¢ be an uncertain variable. Then the expected value of ¢ is
defined by

Bl = [ M@z xhdx— [ Mg < xhx )

provided that at least one of the two integral is finite.

Definition 8. (Variance [17]) Let ¢ be an uncertain variable with finite expected value, e. Then the
variance of ¢ is

Vg = E[(E—e)]. (13)

Example 3. A normal uncertain variable, & ~ N (e, o), has an expected value, e, and a variance, o2

Definition 9. (Entropy [18]) Suppose that ¢ is an uncertain variable with uncertainty distribution,
d. Then its entropy is defined by

HiE = [ s(@()ax (14)

where S(t) = —tInt— (1 —t) In(1—t).
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Example 4. Let ¢ be the uncertain variable defined in Example 1. It then follows from the definition
of entropy that

H[E(y)] =—/°, (0ln0+1In1)dx
— [1(0.8110.8+0.2 1 0.2)dx
- 1+°°(1 In1+401n0)dx
— 0.5004.

Uncertain regression analysis was developed to discover the relationship between
explanatory variables and response variables [27]. Mathematically, the functional relation-
ship between the explanatory variables (xl, X, + v+, xp) and the response variable, y, is
expressed by an uncertain regression model:

y:f<xl/x2/"'/xp|,8)+£, (15)

where S is a vector of parameters, and ¢ is an uncertain disturbance term, i.e., an uncertain
variable [29]. After defining the uncertain regression model, several steps can be conducted
to analyze the relationship between explanatory variables and response variables.

Step 1. Parameter estimation [27]. Assume a set of observed data, (xﬂ, Xi2,* o Xip, yi),
i=1,2,---,n,is obtained. The least squares estimate of B in the uncertain regression
model is the solution, f, of the minimization problem:

2

n
rrgn Y (vi— flxia,xi,,xip|B))° (16)
i=1
Thus, the fitted regression model is
flxr,x2, -, xp|B). (17)

Definition 10. (Residual [30]) Let (xl-l, Xin, ", xip,yi), i=1,2,---,n beaset of observed data,
and let Equation (17) represents the fitted regression model. Then, for eachindex,i (i=1, 2,--- ,n),
the term

& =vi — f(xi, X, -+, Xip| B) (18)
is called the i-th residual.
Step 2. Residual analysis [30]. The residuals €1, ¢y, - - - , &4 calculated from Equation

(18) are regarded as the samples of the uncertain disturbance term, ¢, in the uncertain
regression model. The expected value of ¢ can be estimated as the average of residuals, i.e.,:

i & (19)
i=1

é:

S| =

And the variance can be estimated as

o =

S|~

f(si — )% (20)
i=1

Therefore, the estimated disturbance term, ¢, is an uncertain variable with expected
value, é, and variance, 2.
Step 3. Uncertain hypothesis test [31]. If we further assume that & follows the normal

uncertainty distribution, N/ (¢, ), then we will obtain an uncertain regression model:

y=flxx, x5l + N (@0). (21)
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After this, the uncertain hypothesis test can be used to see if the uncertain regression
model fits the observed data well. Two hypotheses should be established:

Hy:e=¢éando=0vs.Hy:e#éoro # 0,

where ¢ and o2 represent the mean and variance of uncertain disturbance term ¢, re-
spectively. Given a significance level of a (e.g., 0.05), the test for the hypotheses can be
developed, which is:

W = {(z1,22,- -+ ,zn) : there are at least « of indexes i's with 1 < i
< nsuchthatz;< ®1(§) orz; >®~1(1- %)},

where @1 is the inverse uncertainty distribution of N(é0), ie.

(22)

For the n determined residuals, €1,¢€,- - - , &y, if (€1,€2,- -+ ,€1) € W, then we reject
Hy. If (e1,€3,- - - ,en) & W, then we accept Hy. In this case, it can be concluded that the
uncertain regression model expressed as Equation (21) is a good fit to the observed data.

3. Methods

The stimulus-Organism-Response (5-O-R) paradigm [32] is a basic explanation of
human behavior mechanisms in psychology. The “O” part, which happens between stimu-
lus and response, is commonly seen as human information processing, which essentially
represents the process of human cognition; see Figure 1. Human information processing
is a process that shows different patterns in different circumstances. In Reason’s SRK
framework [33], human information processing is classified into three kinds of pattern:
skill-based, rule-based, and knowledge-based. The skill-based pattern appears in particu-
larly familiar tasks for human, during which the control of human behavior is entrusted to
a pre-stored action sequence mode, so that the subject needs no attention resources in this
pattern. The rule-based pattern dominates when the subject is performing routine tasks
that require the subject to consciously use the “If-then” rules stored in the brain with a
certain amount of attention. Finally, the knowledge-based pattern happens in unfamiliar
or unexpected situations for the subject. In this pattern, the subject must consume great
attention resources on the current task to decide the best response. Reasoning is seen as a
typical knowledge-based pattern.

The HHL, essentially, is proposed for revealing the characteristics of choice reaction
time related to rule-based behavior pattern [1]. Conventionally, in experiments related to
the HHL, it is assumed that the occurrences of stimuli are random. But the right choice
response that should be made according to each stimulus is certain and is well known
to subjects, i.e., there are certain “If-then” rules and they are clear to the subjects. This
property is expressed by the mark “Belief degree = 1”7 in the lower left of Figure 1. Through
this setting, a high degree of compatibility is established between stimuli and responses,
and thus the entropy of stimuli is inherited to the entropy of human responses without
introducing any extra bias [5]. As a result, a connection is achieved between an objective
index—information entropy of stimuli—and a basic property of human behavior—choice
reaction time.

However, such connections break in knowledge-based behavior. In the knowledge-
based pattern, there are no certain choice rules between stimuli and responses, and a
subject’s choice as a response to any stimulus is totally determined from his/her belief
degree. To explore how this belief degree affects human decision time in knowledge-based
behavior, we designed an experiment called uncertain binary choice. The basic idea of
uncertain binary choice is shown in the lower right of Figure 1. In every round of this
experiment, one stimulus would be displayed, which can be regarded as a clue regarding a
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truth, and what subjects needed to do was to choose between two responses, as a guess
at the truth. Obviously, the choice was based on the subject’s belief degree. We used the
uncertain measure to represent this belief degree and tried to understand the relationship
between the decision time and difficulty of choice, in which the difficulty was evaluated
by the entropy of uncertain measure. The detailed explanation of the uncertain binary
choice experiment is shown in Section 3.2. Before this, another experiment that was the
same as conventional HHL experiments had been conducted. The procedures of these two
experiments are explained in the following.

\\\ e
-

~ « 1 ammem——
e S Organism g T
R . .
< Stimulus > ’ (Human information * t  Response )}
~ -
~ P \\ ’I

processing) S

|

Decision time

Interest of
this article

Uncertain binary choice: Uncertain rule

Belief degree a

’,’/I’;)ﬁ-'l ief

o degree 1-b

Belief degree

lief degree 0

|
|
|
|
i
i V.S. .
|
|
|
|
|
|

Figure 1. Main difference between Hick-Hyman-Law experiments and uncertain binary choice.

3.1. Experiment 1: Hick-Hyman Law

The aim of Experiment 1 was to demonstrate the HHL. To do so, we developed an
experimental computer program based on Psychtoolbox-3 [34]. The detailed description of
this experiment is shown as follows.

3.1.1. Apparatus and Participants

The apparatus of Experiment 1 consisted of a computer, a 24-inch visual display
(screen), and a mouse. The experimental program, whose function was to present stimuli
on the visual display and to record the subjects’ choice reaction times, had been pre-installed
on the computer before the experiment. Subjects’ selections as responses to stimuli were
achieved by clicking the mouse; the rules of selection will be explained in the next section.
Three participants (subjects), all around the age of 28, were involved in the experiment.
All of them were postgraduates at Beihang University and volunteered in this experiment.
Similar to the works of Hick [2], Hyman [3], and Wifall [5], the purpose of this paper is to
reveal the basic characteristics of decision time, in which intervention and comparison are
not involved. Therefore, we believed that the number of participants would not significantly
change the characteristics of the data. Meanwhile, the fact that the data of the three subjects
had the same characteristics has also supported this point.

3.1.2. Procedure

Each trial began with the presentation of circles (stimuli) with different colors and
sizes on the screen; see Figure 2. Here, the possible colors of circles included black, red,
green, blue, pink, light green, yellow, and purple. In each trial, the number of circles was
an integer randomly generated from numbers between 1 and 8. In addition, the sizes of
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the circles were randomly determined, and the generated circles were randomly arranged
at positions in the intersection of 6 rows and 6 columns (rows and columns are invisible)
settled in the middle of the screen. The purposes of such arrangement were (a) to avoid
any obvious grouping of circles, (b) to obviate the subjects’ learning of the positions of
circles, and (c) to avoid any needs for apparent eye movements that may increase choice
reaction times.

Screen

Requested color:

BLUE

Possible positions
{The lines are invisible.)

Figure 2. An illustration of displays in Experiment 1 (8 circles in this case).

In each trial, the color of one of the generated circles was randomly selected as a
request that would be presented at the top of screen, as shown in Figure 2, and what
subjects needed to do was to click the mouse on the target circle corresponding to the
requested color as a response. Participants were instructed to respond as quickly and
accurately as possible. Each subject participated in 30 trials at a time, followed by a ten-
minutes break. Three subjects participated in a total of 300 trials, in which one of them did
120 trials and the other two did 90 trials, respectively.

Because the probabilities of occurrence of stimuli (circles with different colors) are
equal in each trial, we used Equation (3) presented in Section 2.1 to evaluate the entropy of
stimuli. For example, if 4 circles of different colors appeared in a trial, then the entropy of
stimuli in this trial would be 2 bits. Furthermore, the time interval between the beginning
of a trial and the subject’s corresponding response was recorded as a choice reaction time.
As a result, a total of 300 different combinations of stimulus entropy and choice reaction
time were collected at the end of Experiment 1.

3.2. Experiment 2: Uncertain Binary Choice

We designed Experiment 2 for the purpose of exploring the relationship between
decision time and entropy of human belief degree under uncertain binary choice. We
developed an experimental computer program based on Psychtoolbox-3 [34] to conduct
this experiment. Descriptions of Experiment 2 are presented as follows.

3.2.1. Apparatus and Participants

The apparatus of Experiment 2 was the same as that of Experiment 1, i.e., it included a
computer, a 24-inch visual display (screen), and a mouse. The experimental program had
been pre-installed on the computer and its function was to present stimuli on the screen
and to record subjects” decision times. Subjects’ selections as responses to stimuli were also



Symmetry 2022, 14, 201

90f17

achieved by clicking the mouse. The three participants in Experiment 1 were selected as
the subjects in Experiment 2.

3.2.2. Procedure

The basic idea of uncertain binary choice experiment was that: One stimulus would
be displayed as a clue about a truth in each trial, and what subjects needed to do was to
choose one between two responses as a guess at the truth, where the subjects’ choices were
based on their belief degrees. We used uncertain measure to express the subjects’ belief
degrees and tried to find how the difficulty of choice affects decision time, in which the
difficulty of choice was evaluated by the entropy of uncertain measure.

The guessing process of our experiment is shown in Figure 3. Before the trial,
25 squares were placed in 5 rows and 5 columns at the middle of the screen, of which the
reverse sides (in grey) were facing to subjects. Meanwhile, the obverse side (invisible to
the subjects) of each of these squares was painted in one of two optional colors at random.
It should be noted that the two optional colors were also determined randomly for each
trial, i.e., they were not the same in different trials. Because the subjects could only see
the reverse sides of squares, they were unaware of information regarding the assignment
of colors in the obverse sides of these squares, as well as which color had more squares.
These constituted the default setting of a trial. Here is a simple example to improve un-
derstanding: If in a random assignment of a trial, orange and green are selected as the
optional colors and obverse sides of 9 of the 25 squares happened to be painted in orange,
then the obverse sides of the remaining 16 squares will be in green (but this information
is unknown to the subjects). When the trial began, as shown in Screen 1 in Figure 3, the
program randomly selected a number (1 to 25) of squares to flip, which led to obverse
sides of the flipped squares faceing the subjects so that the subjects would be aware of
the determined colors of these flipped squares. This was regarded as the stimulus in each
trial. After the display of stimulus, the subjects were asked the question—"Which color
might have more squares in all of 25 squares?”—and were required to show their selection
by clicking on one of two big colored squares presented at the bottom of screen. Because
the number of possible responses was two, we called this experiment as uncertain binary
choice. We defined the decision time as the time interval between the beginning of the
trial and the time point when a subject selected a response in Screen 1. After subjects had
made a choice, the program turned to the next part, i.e., Screen 2 in Figure 3, where the
subjects were asked to show their belief degree on the choice already made. This was done
by choosing one of six numbers ranging from 0.5 to 1.

In each trial, the two selectable options for the subject were described by an uncer-
tain variable, ¢, where ¢ = 0 represented the subject’s selection being made and { = 1
represented the other, i.e.,:

. 1 .
= {O, subject’s selection, (23)
1, the other.

If j represent the value of the subject’s belief degree chosen on Screen 2 in Figure 3, the
uncertainty distribution of ¢ would be:

0, ifx <0
P(x)={j, fo<x<1, (24)
1, ifx > 1.

where j = 0.5, 0.6, - -, 1. Correspondingly, the entropy of the subject’s belief degree can
be determined from Equation (14). The relationship between belief degree and entropy
obtained from this step is shown in Table 1. It should be noted that, in this experiment, if
we change the question to “which color might have fewer squares?”, the difficulty of choice
will not change in essence. Fortunately, such change does not affect the value of entropy
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Default
setting

shown in Table 1 as well, because the S(t) involved in Equation (14) strictly satisfies the
property of symmetry, which highlights that the definition of entropy in uncertainty theory
is quite reasonable.

goreen 1

gtimulus
(cllIE) l
Whic&"r a

possible
responses
(Tobeselec®

(Tobe selected)

Gelected

1esponse
in Screen

d)

= =

Figure 3. The procedure of uncertain binary choice experiment.

Table 1. The relationship between belief degree and entropy.

Belief Degree j 0.5 0.6 0.7 0.8 0.9 1
Entropy 0.6931 0.6730 0.6109 0.5004 0.3251 0

The subjects were instructed to respond as earnestly as possible. Similar to Experiment
1, each subject participated in 30 trials at a time, followed by a ten-minutes break. Three
subjects participated in a total of 300 trials, in which one of them did 120 trials and the
other two did 90 trials, respectively. As a result, a total of 300 different combinations of
entropy and decision time were collected at the end of Experiment 2.

4. Results
4.1. Experiment 1

The observed data of Experiment 1 consisted of 300 combinations of stimuli entropy
and choice reaction time, which can be represented as

(xfl)ryfl)), i=1,2,---300,

(1) (1)

where x;’ and y;’ represent stimuli entropy and choice reaction time in the i-th trial,
respectively. The amount of data corresponding to different numbers of stimuli are shown
in Table 2. The observed data are plotted in Figure 4a.

Table 2. Number of data in each case.

Numbers of Stimuli

One Two Three Four Five Six Seven Eight

Entropy
Amount of data

0 1 1.5850 2 2.3219 2.5850 2.8074 3
40 38 36 38 36 38 34 40
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Figure 4. Results of Experiment 1: (a) Observed data and fitted regression model; (b) Residuals of
data; (c) Normal probability density distributions of residuals regarding different cases; (d) Residuals
and upper and lower bounds given a significance level of 0.05.

According to Equation (16), we used the linear equation
y=pBx+0 (25)
to fit the data and eventually determine the fitted regression model, i.e., the best fitting line:
y() = 0.1854-x() + 0.6366, (26)

where x(1) refers to information entropy of stimuli and y(!) refers to choice reaction time.

It should be noted that the value of parameter 6 in Equation (25) was set to be equal to
the mean—0.6366—of choice reaction times of the case in which the number of stimuli is
one. The reason for this is that, in the HHL, the constant is regarded as the sum of those
processing latencies that are unrelated to the reduction of uncertainty [1], e.g., the time
spent on encoding the stimulus and executing the response, and this should be the mean
choice reaction time in the case in which only one stimulus occurs.

According to Equation (18), we calculated the residuals of data (sgl), 8(21), e, 8%)0),
and plotted them in Figure 4b. It can be clearly seen from the figure that there is obvious
heteroscedasticity existing in the residuals plot. To make it clearer, we plotted the normal
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probability density distributions of these residuals regarding different entropy in Figure 4c,
ranging from six standard deviations below the mean to six standard deviations above
the mean, and these distributions clearly showed that the disturbance term of these data
could not be seen as white noise in the sense of probability. Therefore, we concluded that
probability-based regression tools were not suitable for analyzing the disturbance term of
these data.

Considering this, we regarded the disturbance term as an uncertain variable, 8(1),

whose samples are (sgl), 8(21) PR 8(3%))0). By using Equations (19) and (20), we assumed that

the estimated disturbance term, é(l), follows uncertainty distribution A (0.0030,0.2222).
That is to say, the estimated relationship between choice reaction time and information
entropy of the stimuli, i.e., the uncertain regression model in Experiment 1 could be
represented as:

yM = 0.1854-x(1) 4 0.6366 + N (0.0030,0.2222). 27)

Then, we used the uncertain hypothesis test to see if the uncertain regression model
fitted the observed data well. Correspondingly, two hypotheses were established:

Hy : eM = 0.0030 and oV = 0.2222 versus H; : eV # 0.0030 or o)) £ 0.2222,

where (1) and ¢(!) represent, respectively, the mean and standard deviation of the uncertain
disturbance term, ¢(1). Given a significance level & = 0.05, a test for the hypotheses was
developed, which was:

wl = {(z1,22, -+ ,z300) : there are at least 15 of indexes i's with 1 < i < 300 such that z; < —0.4458 or z; > 0.4518}.

Because only 11 of the choice reaction times were involved in W) (See Figure 4d), we
have (8(11), 8(21), cee, sé&) ¢ W), Thus, the uncertain regression model (27) can be seen as

a good fit to the observed data, which demonstrates that the linear relationship claimed in
the HHL is effective.

4.2. Experiment 2
The observed data of Experiment 2 consisted of 300 combinations of entropy of belief

degree and decision time, which can be expressed as:

(x@),yi@)), i=1,2,---300,

1

where xfz) and ygz) represent entropy of belief degree and decision time in the i-th trial,
respectively. Amount of data corresponding to different belief degree are shown in Table 3.

The observed data are plotted in Figure 5a.

Table 3. Amount of data in each case.

Belief Degree § 0.5 0.6 0.7 0.8 0.9 1
Entropy E() 0.6931 0.6730 0.6109 0.5004 0.3251 0
Amount of data NU) 40 57 63 76 44 20
We used
y=f(x) = 0P (28)

to fit the data and eventually determined the fitted regression model, i.e., the best fit-
ting curve,

y® = 1.2008-¢"4327, (29)

where x() refers to entropy of belief degree and y(?) refers to decision time.
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Figure 5. Results of Experiment 2: (a) Observed data and fitted regression model; (b) Residuals of
data; (c) Normal probability density distributions of residuals regarding different cases; (d) Residuals,
upper, and lower bounds given a significance level of 0.05.

It should be noted that the value of parameter 6 in Equation (28) was set to be equal to
the mean—1.2908—of the decision times of the case in which belief degree is equal to 1. The
reason for this is that we believed that the constant should be the sum of those processing
latencies that are unrelated to the reduction of uncertainty, e.g., the time spent on encoding
the stimulus and executing the response, and this should be equal to the decision time
in the case in which no uncertainty exists, i.e., belief degree is equal to 1. Furthermore,
because there are significant differences between amounts of data, N () (see Table 3), we
used the weighted least squares method in the regression to eliminate the possible bias
that could be caused by the obvious differences, of which the minimization equation and
weights are shown as follows:

300 ’
mﬁinEWi-(]/i—f(xilﬁ)) , (30)
i=1
where 6
W; = o, (i) € (G )l = VY. (31)

NG
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According to Equation (18), we calculated the residuals of data (8(12),8(22),' . ,8%)0)

and plotted them in Figure 5b. It can be clearly seen from the figure that there is obvious
heteroscedasticity existing in the residuals plot. For clarity, we plotted the normal prob-
ability density distributions of these residuals regarding different entropy in Figure 5c,
ranging from six standard deviations below the mean to six standard deviations above
the mean, and these distributions clearly showed that the disturbance term of these data
could not be seen as white noise in the sense of probability. Therefore, we concluded that
probability-based regression tools were not suitable for analyzing the disturbance terms of
these data.

Considering this, we regarded the disturbance term as an uncertain variable, (%),
whose samples are (8(12), egz), cee, eg%)o). By using Equations (19) and (20), we assumed that
the estimated disturbance term, £(2), follows uncertainty distribution N (—0.2095,0.9530).
That is to say, the estimated relationship between choice reaction time and information en-
tropy of stimuli, i.e., the uncertain regression model, in Experiment 2 could be represented
as follows:

Y@ = 1.2908-¢1432x% | A7(-0.2095,0.9530). (32)

Then, we used the uncertain hypothesis test to see if the uncertain regression model
fitted the observed data well. Correspondingly, two hypotheses were established:

Hy: e® = —0.2095 and @ = 0.9530 versus Hj : e!?) # —0.2095 or o® £ 0.9530,

where e(?) and ¢(?) represent the mean and standard deviation of uncertain disturbance
term, £(?), respectively. Given a significance level a = 0.05, a test for the hypotheses was
developed, which was:

w@ = {(z1,2z2, -+ ,z300) : there are at least 15 of indexes i's with 1 < i < 300 such that z; < —2.1345 or z; > 1.7155}.

Because only 12 of the choice reaction times were involved in W(2) (See Figure 5d), we

(2) .(2) (

have (81 JEy ,83%)0) ¢ W2, Thus, the uncertain regression model (30) can be seen

as a good fit to the observed data. This indicated that there is an exponential relationship
existing between decision time and entropy of belief degree in uncertain binary choice.

5. Discussion

Experiment 1 has validated that, as shown in the HHL, the relationship between
choice reaction time and stimuli entropy is linear in rule-based behavior, and Experiment
2 has shown that decision time would increase exponentially as the entropy of human
belief increases in knowledge-based behavior. One apparent phenomenon that we found
from the conducted experiments was that there was obvious heteroscedasticity existing
in the scatter of data so that we could not consider the disturbance terms of data as white
noises in the sense of probability. We stated that probability-based regression tools were no
longer suitable for analyzing these data, because such heteroscedasticity is possible to bring
non-negligible bias to their further reasoning and conclusions. For instance, it will reduce
the rationalities of analysis of variance (ANOVA) that was used in references [8,11,12,26].
In fact, the existence of heteroscedasticity should be the general case of experiment data,
especially for those in which humans are acting as subjects, because human behavior is
very sensitive to influencing factors such as emotion, fatigue, learning, attention, stress,
and environmental events, and is more prone to change compared to devices, and it is
not easy to control stably. Furthermore, the ultimate use of these data is concentrated on
practical applications, of which the environmental contexts vary continuously, and in turn,
these contexts may significantly change the habits of human behavior. Thus, there would
be no reason to assume that the disturbance term of decision time is in line with white
noise in the sense of probability. We used uncertain regression analysis instead in this
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article because the uncertain regression analysis is essentially not limited by the white-noise
restriction mentioned above. In addition, by loosening the restriction, the predictive result
(extrapolation) of uncertain regression analysis is supposed to be closer to the actual result
in the future, which, obviously, will benefit its corresponding decision-making processes
and will avoid potential risks caused by being too radical.

As stated, in our experiment, there is an exponential relationship existing between
decision time and entropy of belief degree. We have not yet found whether this relationship
still works in other situations, e.g., uncertain multi-choice. However, we would like to pose
our guess regarding the relationship in general cases here, which is:

y = f(x)=0-ef (33)

where x represents entropy of belief degree, y represents decision time, and 6, B, and w
represent the influencing parameters. The reasons for such a guess are simple: First, there
should be a simple decision time corresponding to absolute belief degree (entropy equals
0), and this can be represented by the parameter 6 in Equation (33). Second, the exponential
expression is based on the finding of this article, where both  and w are used to describe
how decision time varies as the entropy changes. Third, we found from Figure 5a that
decision time rapidly increases when the belief degrees on all responses are equal. This
phenomenon is understandable because, in this circumstance, there is no driving force that
pushes people to make a certain choice. In other words, in the cases that belief degrees
on responses are equal, the time that a person with absolute rationality spent on deciding
should be infinite. However, decision times in practice are always finite, because some
factors, say the request that experiments must be finished, force people to make a choice. We
added the parameter w in Equation (33) to involve the possible influences of such factors.

6. Conclusions

In this work, we mainly explored the relationship existing between decision time and
difficulty of choice in one basic knowledge-based behavior—uncertain binary choice. The
main contributions and conclusions of this article are shown as follows:

(1) Two experiments were designed and conducted: one for verifying the HHL and the
other for exploring uncertain binary choice.

(2) Inthe experiment of uncertain binary choice, uncertainty theory was used to express
subjects’ belief degrees, and correspondingly, the difficulty of choice was evaluated
by the entropy defined in uncertainty theory.

(3) The advantage of entropy of uncertainty theory is well reflected by its property of sym-
metry that replaces the original guessing question of uncertain binary choice because
its complementary question does not essentially change the difficulty of choice.

(4) The main finding of this work is that there is an exponential relationship existing
between decision time and entropy of belief degree in uncertain binary choice. Based
on this, we also provided a reasonable model for evaluating human decision time in
more general cases.

(5) Data obtained from both experiments showed that the disturbance term of decision
time should not be seen as probabilistic as existing studies have assumed, which
highlighted the necessity and advantage of uncertain regression analysis.

One limitation of this study is that the number of participants was small, and diversity
factors, such as gender, background, ethnicity, and experience with IT technologies, were
not discussed in detail, which could have introduced some biases to the results. Several
issues could be worthwhile for further works. One of them is to introduce psychological
factors (e.g., stress and fatigue) or external factors (e.g., reward and loss) into the choice
experiment to reveal how these factors affect decision time under knowledge-based behav-
ior. Furthermore, the law of uncertain multi-choice could also be of considerable interest in
future works, and the exponential relationship obtained in this article indicates a possible
solution for these works. Finally, a broader and equally interesting application direction
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lies in the cross application of the conclusion of this article to other fields, including Human
Reliability analysis [35-38] and Computer Science [39,40].
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