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#### Abstract

The construct of Pythagorean fuzzy distance measure (PFDM) is a competent measuring tool to curb incomplete information often encountered in decision making. PFDM possesses a wider scope of applications than distance measure under intuitionistic fuzzy information. Some Pythagorean fuzzy distance measure approaches (PFDMAs) have been developed and applied in decision making, albeit with some setbacks in terms of accuracy and precision. In this paper, some novel PFDMAs are developed with better accuracy and reliability rates compared to the already developed PFDMAs. In an effort to validate the novel PFDMAs, some of their properties are discussed in terms of theorems with proofs. In addition, some applications of the novel PFDMAs in problems of disease diagnosis and pattern recognition are discussed. Furthermore, we present comparative studies of the novel PFDMAs in conjunction to the existing PFDMAs to buttress the merit of the novel approaches in terms of consistency and precision. To end with, some new Pythagorean fuzzy similarity measuring approaches (PFDSAs) based on the novel PFDMAs are presented and applied to solve the problems of disease diagnosis and pattern recognition as well.
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## 1. Introduction

The process of decision making, which involves choice making by identifying, information gathering, and evaluation of alternative resolution, is a challenging procedure due to incomplete information. A dependable method for carrying out decision making is by means of fuzzy set because of incomplete information in the process. Pattern recognition, decision making, medical diagnosis, and selection process, among others, have been explored with the instrumentality of fuzzy logic. By definition, a fuzzy set [1] defined in a set $\mathbb{U}$ is categorized by a membership degree symbolized by $\beta$, which associates numbers from an interval, $I=[0,1]$ to the elements of $\mathbb{U}$. Nonetheless, fuzzy set is inadequate since it considers only the degree of membership without minding any other deciding parameters. As a follow-up to this weakness, Atanassov [2] developed a concept called intuitionistic fuzzy set (IFS), which considers a degree of membership $\beta$ in addition to a degree of nonmembership $\gamma$ such that either $1-\beta \neq \gamma$ or $1-\gamma \neq \beta$. Several applications of IFSs has been discussed based on various information measures. Pattern recognition problems [3,4] and medical diagnosis [5] have been carried out based on intuitionistic fuzzy similarity measures. Other sundry approaches such as intuitionistic fuzzy distance
measures, intuitionistic fuzzy relations, and intuitionistic fuzzy correlation measures in have been used to crack a number of problems in pattern recognition [6,7] and decision making [8], among others. A method of group decision making by means of intuitionistic fuzzy aggregation operators has been deliberated [9]. A number of applicable distance measures under IFSs were considered in [10-12].

The clear drawback of IFS is its restriction that the summation of the degrees of membership and nonmembership must not be bigger than one. Consequentially to this inadequacy, the term IFS of second type (IFSST) [8,13] was constructed, which was mostly called Pythagorean fuzzy sets (PFSs) $[14,15]$. In PFS, the aggregate of the degrees of membership and nonmembership might be bigger than one. PFS finds numerous significances in the models of hands-on problems. Sundry operators such as Einstein t-norm, Einstein operator, and Einstein t-conorm were studied under PFSs and applied in decision making [16,17]. An approach for cracking multiattributes decision making (MADM) was discussed [18] via interval-valued Pythagorean fuzzy linguistic information. A variant of linguistic PFSs was discussed in [19] and applied to MADM. More so, in [20], a new extension of the technique of TOPSIS for multiple criteria decision making (MCDM) based on hesitant PFSs was discussed. Sundry utilizations of Pythagorean fuzzy information measures in hands-on decision making have been studied [15,21,22], pattern recognition [23], MCDM [24-26], etc. Some Pythagorean fuzzy information measures were developed with their applications in real-world problems [27-29]. In recent times, various uses of PFSs were discussed using assorted approaches [30-35].

In addition, similarity and distance measures have been studied in linear Diophantine fuzzy sets, linguistic linear Diophantine fuzzy sets, and interval-valued bipolar q-rung orthopair fuzzy sets with applications [36-38]. In [39,40], the applications of complex PFSs and Pythagorean fuzzy soft sets were used for MCDM, TOPSIS, VIKOR, and MADM, respectively. Methods for data classification have been discussed using distance-based similarity measures under fuzzy parameterized fuzzy soft matrices [41,42], aggregation operator of fuzzy parameterized fuzzy soft matrices [43], and fuzzy parameterized soft k-nearest neighbor classifier [44].

As earlier stated, the applications of PFSs have been possible using several measures. Distance operator is a tool for computing distance between PFSs drawn from the similar space. Lots of studies on PFDMAs and practical applications have been conducted. Zhang and $\mathrm{Xu}[24]$ pioneered the research on PFDM by introducing a PFDMA and applied it to MCDM. Li and Zeng [45] developed a PFDMA with application to the solution of real-life problems. Assorted PFDMAs were developed and characterized in [46], which were the extended versions of the fuzzy distance approaches [47] and intuitionistic fuzzy distances approaches [11], respectively. The PFDMA in [24] was fortified in [48] to enhance accurate measure. Numerous PFDMAs have been explored and used to decide group MCDM [49,50]. In recent times, Hussain and Yang [51] developed a dissimilar PFDMA via Hausdorff metric with fuzzy TOPSIS application, and Xiao and Ding [52] developed a PFDMA by modifying a PFDMA in [46] and discussed its application in the diagnostic process. Most recently, Mahanta and Panda [53] developed a novel PFDMA and elaborated several of its applications.

The PFDMAs in $[24,46,48,52]$ defaulted in the matter of precision, although they take cognizance of the whole parameters of PFSs unlike the PFDMAs in [51,53]. The PFDMA in [51] does not consider the whole parameters of PFSs, and it is also based on maximum extreme value without minding the influence of the other values. The PFDMA in [53] is defective because the whole parameters of PFSs were not accounted for. By taking all these shortcomings into consideration, it is then necessary to develop new PFDMAs that resolve the shortcomings in the hitherto PFDMAs to foster reliability and precision. In a recap, in this paper, we introduce two PFDMAs and their associated PFSMAs with outstanding advantage in terms of accuracy and reliability. The main objectives of the article are to

- develop new PFDMAs (and their associating PFSMAs) and show their computational processes,
- authenticate the new PFDMAs (and their associated PFSMAs) by describing their properties in consonant with the axiomatic descriptions of similarity and distance operators,
- apply the new PFDMAs (and their associated PFSMAs) to the problems of diagnosis and patterns recognition, and
- give comparative studies of the new PFDMAs with some existing PFDMAs to showcase the importance of the newfangled PFDMAs.
The article's outline by sections is as follows: in Section 2, we give some fundamentals of PFS and definitions of distance and similarity operators on PFSs; in Section 3, we present the new PFDMAs (and their associated PFSMAs), their computation example, and applications to the problems of patterns recognition and diseases diagnosis; in Section 4, we discuss the comparative studies of the new PFDMAs in conjunction with some other PFDMAs; and in Section 5, we sum up the paper with directions for future studies.


## 2. Preliminaries

Certain fundamentals of PFSs were presented in [14,15]. Foremost, we describe IFS as following.

Definition 1 ([2]). An IFS in a set $\mathbb{U}$ symbolized by $\mathbb{F}$ is defined by

$$
\begin{equation*}
\mathbb{F}=\left\{\left\langle u, \beta_{\mathbb{F}}(u), \gamma_{\mathbb{F}}(u)\right\rangle \mid u \in \mathbb{U}\right\} \tag{1}
\end{equation*}
$$

where $\beta_{\mathbb{F}}, \gamma_{\mathbb{F}}: \mathbb{U} \rightarrow[0,1]$ describe the grades of membership and nonmembership of $u \in \mathbb{U}$ such that $0 \leq \beta_{\mathbb{F}}(u)+\gamma_{\mathbb{F}}(u) \leq 1$. In IFS $\mathbb{F}$ in $\mathbb{U}, \delta_{\mathbb{F}}(u)=1-\beta_{\mathbb{F}}(u)-\gamma_{\mathbb{F}}(u)$ is the margin of hesitation of $\mathbb{F}$.

Definition 2 ([14]). A PFS in $\mathbb{U}$ symbolized by $\mathbb{k}$ is defined by

$$
\begin{equation*}
\mathbb{k}=\left\{\left\langle u, \beta_{\mathbb{k}}(u), \gamma_{\mathbb{k}}(u)\right\rangle \mid u \in \mathbb{U}\right\} \tag{2}
\end{equation*}
$$

where $\beta_{\mathbb{k}^{k}}, \gamma_{\mathbb{k}}: \mathbb{U} \rightarrow[0,1]$ describe the grades of membership and nonmembership of $u \in \mathbb{U}$ such that $0 \leq \beta_{\mathbb{k}}^{2}(u)+\gamma_{\mathbb{k}}^{2}(u) \leq 1$. If $\beta_{\mathbb{k}}^{2}(u)+\gamma_{\mathbb{k}}^{2}(u) \leq 1$, then there is a function $\delta_{\mathbb{k}}(u) \in$ $[0,1]$ defined by $\delta_{\mathbb{k}}(u)=\sqrt{1-\beta_{\mathbb{k}}^{2}(u)-\gamma_{\mathbb{k}}^{2}(u)}$, which is called grade of indeterminacy of $u \in \mathbb{U}$ to $\mathbb{k}$.

We can write a PFS $\mathbb{k}$ in $\mathbb{U}$ as $\mathbb{k}=\left(\beta_{\mathbb{k}}(u), \gamma_{\mathbb{k}}(u), \delta_{\mathbb{k}}(u)\right)$ for easy expression. Now, we recall the basic operations on PFSs.

Definition 3 ([15]). If $\mathbb{k}, \mathbb{k}_{1}$, and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}$, then
(i) $\mathbb{k}_{1} \preceq \mathbb{k}_{2}$ iff $\beta_{\mathbb{k}_{1}}(u) \preceq \beta_{\mathbb{k}_{2}}(u)$ and $\gamma_{\mathbb{k}_{1}}(u) \preceq \gamma_{\mathbb{k}_{2}}(u) \forall u \in \mathbb{U}$,
(ii) $\mathbb{k}_{1}=\mathbb{k}_{2}$ iff $\beta_{\mathbb{k}_{1}}(u)=\beta_{\mathbb{k}_{2}}(u)$ and $\gamma_{\mathbb{k}_{1}}(u)=\gamma_{\mathbb{k}_{2}}(u) \forall u \in \mathbb{U}$,
(iii) $\mathbb{k}_{1} \subseteq \mathbb{k}_{2}$ iff $\beta_{\mathbb{k}_{1}}(u) \leq \beta_{\mathbb{k}_{2}}(u)$ and $\gamma_{\mathbb{k}_{1}}(u) \geq \gamma_{\mathbb{k}_{2}}(u) \forall u \in \mathbb{U}$,
(iv) $\overline{\mathbb{k}}=\left\{\left\langle u, \gamma_{\mathbb{k}}(u), \beta_{\mathbb{k}}(u)\right\rangle \mid u \in \mathbb{U}\right\}$,
(v) $\mathbb{k}_{1} \cap \mathbb{k}_{2}=\left\{\left\langle u, \min \left\{\beta_{\mathbb{k}_{1}}(u), \beta_{\mathbb{k}_{2}}(u)\right\}, \max \left\{\gamma_{\mathbb{k}_{1}}(u), \gamma_{\mathbb{k}_{2}}(u)\right\}\right\rangle \mid u \in \mathbb{U}\right\}$,
(vi) $\mathbb{k}_{1} \cup \mathbb{k}_{2}=\left\{\left\langle u, \max \left\{\beta_{\mathbb{k}_{1}}(u), \beta_{\mathbb{k}_{2}}(u)\right\}, \min \left\{\gamma_{\mathbb{k}_{1}}(u), \gamma_{\mathbb{k}_{2}}(u)\right\}\right\rangle \mid u \in \mathbb{U}\right\}$.

Now, we present the definition of Pythagorean fuzzy distance operator (PFDO) as in [46].
Definition 4 ([46]). If $\mathbb{k}, \mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}$, then PFDO between $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ represented by $\mathbb{D}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$ is a function, $\mathbb{D}: P F S \times P F S \rightarrow[0,1]$ satisfying the ensuing conditions
(i) $\mathbb{D}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \in[0,1]$ (boundedness),
(ii) $\mathbb{D}\left(\mathbb{k}_{1}, \mathbb{k}_{1}\right)=0, \mathbb{D}\left(\mathbb{k}_{2}, \mathbb{k}_{2}\right)=0$ (reflexivity),
(iii) $\mathbb{D}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0 \Leftrightarrow \mathbb{k}_{1}=\mathbb{k}_{2}$ (separability),
(iv) $\mathbb{D}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\mathbb{D}\left(\mathbb{k}_{2}, \mathbb{k}_{1}\right)$ (symmetry),
(v) $\quad \mathbb{D}\left(\mathbb{k}_{1}, \mathbb{k}\right) \leq \mathbb{D}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)+\mathbb{D}\left(\mathbb{k}_{2}, \mathbb{k}\right)$ (triangle inequality).

As $\mathbb{D}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$ tends to 0 , it indicates that $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are more associated, and as $\mathbb{D}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$ tends to 1 , it shows that $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are not associated.

Since distance operator is a dual of similarity operator, we now present the definition of Pythagorean fuzzy similarity operator (PFSO) as following.

Definition 5 ([46]). Suppose $\mathbb{k}, \mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}$, then PFSO between $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ represented by $\mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$ is a function, $\mathbb{S}: P F S \times P F S \rightarrow[0,1]$ satisfying the ensuing conditions
(i) $\mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \in[0,1]$,
(ii) $\mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}_{1}\right)=1, \mathbb{S}\left(\mathbb{k}_{2}, \mathbb{k}_{2}\right)=1$,
(iii) $\mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1 \Leftrightarrow \mathbb{k}_{1}=\mathbb{k}_{2}$,
(iv) $\mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\mathbb{S}\left(\mathbb{k}_{2}, \mathbb{k}_{1}\right)$,
(v) $\mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}^{2}\right) \leq \mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)+\mathbb{S}\left(\mathbb{k}_{2}, \mathbb{k}\right)$.

As $\mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$ tends to 1 , it indicates that $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are more associated, and as $\mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$ tends to 0 , it shows that $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are not associated.

Some Existing PFDMAs/PFSMAs
For arbitrary PFSs $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ in $\mathbb{U}=\left\{u_{1}, u_{2}, \cdots, u_{N}\right\}$, we enumerate some approaches of distance measures (and associated similarity measures) under PFSs. Before enumerating the distance/similarity measures, we write the difference of $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$, denoted by $\mathbb{k}_{1}-\mathbb{k}_{2}$ in two forms as follow:
(i) $\mathbb{k}_{1}-\mathbb{k}_{2}=(A, B, C)$, and
(ii) $\mathbb{k}_{1}-\mathbb{k}_{2}=(\tilde{A}, \tilde{B}, \tilde{C})$,
where

$$
\begin{aligned}
& A=\beta_{\mathbb{k}_{1}}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}\left(u_{j}\right), B=\gamma_{\mathbb{k}_{1}}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}\left(u_{j}\right), C=\delta_{\mathbb{k}_{1}}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}\left(u_{j}\right), \\
& \tilde{A}=\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right), \tilde{B}=\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right), \tilde{C}=\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right) .
\end{aligned}
$$

The existing distance/similarity measures for PFSs $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ in $\mathbb{U}$ are:

- Approach in [24]

$$
\begin{align*}
& \mathbb{D}_{1}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{1}{2} \Sigma_{j=1}^{N}(|\tilde{A}|+|\tilde{B}|+|\tilde{C}|)  \tag{3}\\
& \mathbb{S}_{1}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-\frac{1}{2} \Sigma_{j=1}^{N}(|\tilde{A}|+|\tilde{B}|+|\tilde{C}|) .
\end{align*}
$$

The PFDMA $\mathbb{D}_{1}$ is developed based on Hamming distance function.

- Approaches in [46]

$$
\begin{align*}
& \mathbb{D}_{2}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{1}{2} \Sigma_{j=1}^{N}(|A|+|B|+|C|)  \tag{4}\\
& \mathbb{S}_{2}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-\frac{1}{2} \sum_{j=1}^{N}(|A|+|B|+|C|) \\
& \mathbb{D}_{3}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\sqrt{\frac{1}{2} \sum_{j=1}^{N}\left(A^{2}+B^{2}+C^{2}\right)} \\
& \mathbb{S}_{3}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-\sqrt{\frac{1}{2} \Sigma_{j=1}^{N}\left(A^{2}+B^{2}+C^{2}\right)}  \tag{5}\\
& \mathbb{D}_{4}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{1}{2 N} \Sigma_{j=1}^{N}(|A|+|B|+|C|)  \tag{6}\\
& \mathbb{S}_{4}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-\frac{1}{2 N} \Sigma_{j=1}^{N}(|A|+|B|+|C|),
\end{align*}
$$

$$
\begin{align*}
\mathbb{D}_{5}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =\sqrt{\frac{1}{2 N} \sum_{j=1}^{N}\left(A^{2}+B^{2}+C^{2}\right)} \\
\mathbb{S}_{5}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =1-\sqrt{\frac{1}{2 N} \sum_{j=1}^{N}\left(A^{2}+B^{2}+C^{2}\right)} . \tag{7}
\end{align*}
$$

The PFDMAs $\mathbb{D}_{2}$ and $\mathbb{D}_{4}$ are developed based on Hamming distance function and normalized Hamming distance function, respectively. $\mathbb{D}_{3}$ and $\mathbb{D}_{5}$ are developed based on Euclidean distance function and normalized Euclidean distance function, respectively.

- Approach in [48]

$$
\begin{align*}
\mathbb{D}_{6}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =\frac{1}{2 N} \sum_{j=1}^{N}(|\tilde{A}|+|\tilde{B}|+|\tilde{C}|)  \tag{8}\\
\mathbb{S}_{6}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =1-\frac{1}{2 N} \Sigma_{j=1}^{N}(|\tilde{A}|+|\tilde{B}|+|\tilde{C}|)
\end{align*}
$$

The PFDMA $\mathbb{D}_{6}$ is developed based on normalized Hamming distance function.

- Approach in [51]

$$
\begin{align*}
& \mathbb{D}_{7}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{1}{N} \Sigma_{j=1}^{N}(\max \{|\tilde{A}|,|\tilde{B}|\}),  \tag{9}\\
& \mathbb{S}_{7}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-\frac{1}{N} \Sigma_{j=1}^{N}(\max \{|\tilde{A}|,|\tilde{B}|\}) .
\end{align*}
$$

The PFDMA $\mathbb{D}_{7}$ is developed based on Hausdorff distance function.

- Approach in [52]

$$
\begin{align*}
& \mathbb{D}_{8}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\sqrt{\frac{1}{2 N} \Sigma_{j=1}^{N}\left(\tilde{A}^{2}+\tilde{B}^{2}+\tilde{C}^{2}\right)}  \tag{10}\\
& \mathbb{S}_{8}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-\frac{1}{2 N} \Sigma_{j=1}^{N}\left(\tilde{A}^{2}+\tilde{B}^{2}+\tilde{C}^{2}\right)
\end{align*}
$$

The PFDMA $\mathbb{D}_{8}$ is developed based on normalized Euclidean distance function.

- Approach in [53]

$$
\begin{align*}
& \mathbb{D}_{9}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{\Sigma_{j=1}^{N}(|\tilde{A}|+|\tilde{B}|)}{N\left(\sum_{j=1}^{N}\left(\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right)+\Sigma_{j=1}^{N}\left(\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right)\right)}, \\
& \mathbb{S}_{9}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-\frac{\sum_{j=1}^{N}(|\tilde{A}|+|\tilde{B}|)}{N\left(\sum_{j=1}^{N}\left(\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)\right)+\Sigma_{j=1}^{N}\left(\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right)\right)} . \tag{11}
\end{align*}
$$

The PFDMA $\mathbb{D}_{9}$ is developed based on cosine distance function.

## 3. Enhanced Distance-Similarity Measuring Approaches for PFSs

For PFSs, $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ in $\mathbb{U}=\left\{u_{1}, u_{2}, \cdots, u_{N}\right\}$, the enhanced distance measuring approaches are

$$
\begin{equation*}
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{1}{N}\left(\Sigma_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right)\right) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{\sum_{j=1}^{N}\left(\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} \tag{13}
\end{equation*}
$$

where

$$
\begin{aligned}
& \sum \mathbb{k}_{1}^{2}=\Sigma_{j=1}^{N}\left(\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)+\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right), \\
& \sum \mathbb{k}_{2}^{2}=\Sigma_{j=1}^{N}\left(\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)+\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right),
\end{aligned}
$$

and $A v g$ stands for average.
Certainly, $\sum \mathbb{k}_{1}^{2}=N=\sum \mathbb{k}_{2}^{2}$ and hence, (13) can be rewritten as

$$
\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{1}{2 N^{2}} \Sigma_{j=1}^{N}\left(\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|\right) .
$$

The associated PFSMAs are given by (14) and (15) as

$$
\begin{gather*}
\hat{\mathbb{S}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-\frac{1}{N}\left(\sum_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right)\right),  \tag{14}\\
\hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-\frac{\sum_{j=1}^{N}\left(\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} \tag{15}
\end{gather*}
$$

Now, we apply the new PFDMAs and PFSMAs to find the distance and similarity between two PFSs.

### 3.1. Computation Example

The new distance techniques between PFSs are developed to resolve the setbacks in the approaches in [24,46,48,51-53]. The PFDMA in [24] is unreliable because it is not normalized, although $\tilde{A}, \tilde{B}$, and $\tilde{C}$ are presented in Pythagorean fuzzy setting. The PFDMAs $\mathbb{D}_{2}$ and $\mathbb{D}_{3}$ in [46] are not normalized, so they cannot yield dependable results. In addition, $A, B$, and $C$ in $\mathbb{D}_{2}, \mathbb{D}_{3}, \mathbb{D}_{4}$, and $\mathbb{D}_{5}$ are not presented in Pythagorean fuzzy setting but intuitionistic fuzzy setting; thus, their results cannot be trusted.

Although the PFDMA $\mathbb{D}_{6}$ in [48] seems to be well developed, it does not capture the frequency of $|\tilde{A}|,|\tilde{B}|$, and $|\tilde{C}|$, hence its result cannot be trusted. The PFDMA $\mathbb{D}_{7}$ in [51] cannot produce a reasonable result because it uses only maximum extreme value of $|\tilde{A}|$ and $|\tilde{B}|$ and discards the influence of hesitation margin.

Though the PFDMA $\mathbb{D}_{8}$ in [52] seems to be well structured, it does not incorporate the frequency of $\tilde{A}^{2}, \tilde{B}^{2}$, and $\tilde{C}^{2}$, and so the result cannot be reasonable for a reliable interpretation. The PFDMA $\mathbb{D}_{9}$ in [53] cannot be trusted because it does not consider the influence of the hesitation margin, which can leads to exclusion error. In the following example, we show the effect of these setbacks on the outcome by juxtaposing the results with that of the new PFDMAs.

Suppose $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}=\left\{u_{1}, u_{2}, u_{3}\right\}$ defined by

$$
\mathbb{k}_{1}=\left\{\left\langle u_{1}, \frac{5}{10}, \frac{5}{10}\right\rangle,\left\langle u_{2}, \frac{7}{10}, \frac{3}{10}\right\rangle,\left\langle u_{3}, \frac{1}{10}, \frac{8}{10}\right\rangle\right\}
$$

$$
\mathbb{k}_{2}=\left\{\left\langle u_{1}, \frac{4}{10}, \frac{4}{10}\right\rangle,\left\langle u_{2}, \frac{6}{10}, \frac{2}{10}\right\rangle,\left\langle u_{3}, 0.0, \frac{8}{10}\right\rangle\right\} .
$$

The hesitation margins for $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are

$$
\begin{gathered}
\delta_{\mathbb{k}_{1}}\left(u_{1}\right)=0.7071, \delta_{\mathbb{k}_{1}}\left(u_{2}\right)=0.6481, \delta_{\mathbb{k}_{1}}\left(u_{3}\right)=0.5916, \\
\delta_{\mathbb{k}_{2}}\left(u_{1}\right)=0.8246, \delta_{\mathbb{k}_{2}}\left(u_{2}\right)=0.7746, \delta_{\mathbb{k}_{2}}\left(u_{3}\right)=0.6 .
\end{gathered}
$$

From this example, we see that $\mathbb{k}_{2} \subseteq \mathbb{k}_{1}$, and they are closely related. By deploying the new distance measuring techniques, we get their distance as follows (using Table 1):

Table 1. Computation Procedures.

| $\mathbb{U}$ | $\mid \beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-$ | $\mid \gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-$ | $\mid \delta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{\beta}_{\mathbb{K}_{2}}^{2}\left(u_{j}\right) \mid$ | $\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right) \mid$ | $\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right) \mid$ | $\mathbb{K}_{1}^{2}$ | $\mathbb{k}_{2}^{2}$ |  |
| $u_{1}$ | 0.09 | 0.09 | 0.18 | 1 | 1 |
| $u_{2}$ | 0.13 | 0.05 | 0.18 | 1 | 1 |
| $u_{3}$ | 0.01 | 0 | 0.01 | 1 | 1 |

Thus, we have

$$
\begin{gathered}
\sum_{j=1}^{3}\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|=0.23, \sum_{j=1}^{3}\left|\gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|=0.14, \\
\quad \sum_{j=1}^{3}\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|=0.37, \sum \mathbb{k}_{1}^{2}=3, \text { and } \sum \mathbb{k}_{2}^{2}=3 .
\end{gathered}
$$

Using (12) and (13) for $N=3$, we have

$$
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.0800, \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.0600
$$

For the similarity, we have

$$
\hat{\mathbb{S}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-0.08=0.9200, \hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1-0.06=0.9400 .
$$

These results show that $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are closely related because their distance is small (large for the case of similarity measure), in agreement with the initial observation. Using the existing PFDMAs, we have

$$
\begin{aligned}
& \mathbb{D}_{1}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.3600, \mathbb{D}_{2}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.3220, \mathbb{D}_{3}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.1868, \\
& \mathbb{D}_{4}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.1073, \mathbb{D}_{5}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.1079, \mathbb{D}_{6}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.1200, \\
& \mathbb{D}_{7}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.0733, \mathbb{D}_{8}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.1294, \mathbb{D}_{9}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.0667 .
\end{aligned}
$$

Using their corresponding PFSMAs, we have

$$
\begin{gathered}
\mathbb{S}_{1}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.64, \mathbb{S}_{2}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.6780, \mathbb{S}_{3}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.8132, \\
\mathbb{S}_{4}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.8927, \mathbb{S}_{5}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.8921, \mathbb{S}_{6}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.8800, \\
\mathbb{S}_{7}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.9267, \mathbb{S}_{8}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.8706, \mathbb{S}_{9}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0.9333 .
\end{gathered}
$$

These results show the effects of the setbacks in the existing PFDMAs/PFSMAs. Despite the fact that the PFDMAs/PFSMAs, $\mathbb{D}_{7} / \mathbb{S}_{7}[51]$ seems to be more precise than $\hat{\mathbb{D}} / \hat{\mathbb{S}}$, it cannot be reliable due to the omission of hesitation margin. In addition, the new PFDMAs/PFSMAs, $\hat{\mathbb{D}}_{*} / \widehat{\mathbb{S}}_{*}$, which is the enhanced version of $\mathbb{D}_{9} / \mathbb{S}_{9}[53]$ by the inclusion of the hesitation margin, gives the more precise and reliable result in consonant with the real relation between the considered PFSs. With these, we can say that the new PFDMAs/PFSMAs
are the most reliable approaches because they include all the parametric information of PFSs and yield the most precise results.

### 3.2. Some Theoretic Results of the New PFDMAs/PFSMAs

What follows are some of the properties of the novel PFDMAs and PFSMAs to authenticate their consistency.

Proposition 1. If $N=3$, then $\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)}{2}$ and $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=2 \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$.
Proof. Suppose $N=3$; then, we have $\sum \mathbb{k}_{1}^{2}=3$ and $\sum \mathbb{k}_{2}^{2}=3$. Assume

$$
\begin{gathered}
\sum_{j=1}^{N}\left(\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)=\alpha, \Sigma_{j=1}^{N}\left(\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)=\theta, \text { and } \\
\Sigma_{j=1}^{N}\left(\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)=\sigma .
\end{gathered}
$$

So, we have

$$
\begin{aligned}
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =\frac{1}{3} \Sigma_{j=1}^{3}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right) \\
& =\frac{\operatorname{Avg}\{\alpha, \theta, \sigma\}}{3} \\
& =\frac{\alpha+\theta+\sigma}{9},
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =\frac{\Sigma_{j=1}^{N}\left(\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} \\
& =\frac{\alpha+\theta+\sigma}{3 \times 6} \\
& =\frac{1}{2}\left(\frac{\alpha+\theta+\sigma}{9}\right) \\
& =\frac{\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)}{2} .
\end{aligned}
$$

Similarly, it follows that $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=2 \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$.
Corollary 1. If $N=3$, then $\hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{\hat{\mathbb{S}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)}{2}$ and $\hat{\mathbb{S}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=2 \hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$.
Proof. Similar to the proof of Proposition 1.
Proposition 2. For PFSs $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ in $\mathbb{U}$, we have
(i) $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\hat{\mathbb{D}}\left(\mathbb{k}_{2}, \mathbb{k}_{1}\right)$,
(ii) $\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{2}, \mathbb{k}_{1}\right)$,
(iii) $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\hat{\mathbb{D}}\left(\overline{\mathbb{k}_{1}}, \overline{\mathbb{k}_{2}}\right)$,
(iv) $\quad \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\hat{\mathbb{D}}_{*}\left(\overline{\mathbb{k}_{1}}, \overline{\mathbb{k}_{2}}\right)$.

Proof. We show the proof of (i) thus

$$
\begin{aligned}
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right) \\
& =\frac{1}{N} \sum_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|-\left(\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right)\right|,\left|-\left(\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right)\right|,\right.\right. \\
\mid & \left.\left.-\left(\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)\right) \mid\right\}\right) \\
& =\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right|,\left|\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)\right|\right\}\right) \\
& =\hat{\mathbb{D}}\left(\mathbb{k}_{2}, \mathbb{k}_{1}\right) .
\end{aligned}
$$

Similarly, (ii) follows.
The proof of (iii) holds since

$$
\begin{aligned}
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =\frac{1}{N} \sum_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right) \\
& =\frac{1}{N} \sum_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right|,\left|\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right|\right\}\right) \\
& =\hat{\mathbb{D}}\left(\overline{\mathbb{k}_{1}}, \overline{\mathbb{k}_{2}}\right) .
\end{aligned}
$$

Similarly, (iv) holds.

Proposition 3. If $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}$. Then,
(i) $\hat{\mathbb{S}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\hat{\mathbb{S}}\left(\mathbb{k}_{2}, \mathbb{k}_{1}\right)$,
(ii) $\hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\hat{\mathbb{S}}_{*}\left(\mathbb{k}_{2}, \mathbb{k}_{1}\right)$,
(iii) $\mathbb{S}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\widehat{\mathbb{S}}\left(\overline{\mathbb{k}_{1}}, \overline{\mathbb{k}_{2}}\right)$,
(iv) $\hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\hat{\mathbb{S}}_{*}\left(\overline{\mathbb{k}_{1}}, \overline{\mathbb{k}_{2}}\right)$.

Proof. Similar to the proof of Proposition 2.
Remark 1. The definitions of intersection and union of PFSs in terms of the new PFDMAs are as follows:

$$
\begin{array}{r}
\hat{\mathbb{D}}\left(\mathbb{k}_{1} \cup \mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)=\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|\max \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}-\min \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|,\right.\right. \\
\left.\left.\left|\min \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}-\max \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|,\left|\delta_{\mathbb{k}_{1} \cup \mathbb{k}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{1} \cap \mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right), \\
\hat{\mathbb{D}}\left(\mathbb{k}_{1} \cap \mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|\min \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}-\max \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|,\right.\right. \\
\left.\left.\left|\max \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}-\min \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\}\right|,\left|\delta_{\mathbb{k}_{1} \cap \mathbb{k}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{1} \cup \mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right), \\
\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1} \cup \mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)=\frac{1}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} \Sigma_{j=1}^{N}\left(\mid \max \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}-\min \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right),\right.\right.  \tag{18}\\
\left.\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\left|+\left|\min \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}-\max \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|+\left|\delta_{\mathbb{k}_{1} \cup \mathbb{k}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{1} \cap \mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right),
\end{array}
$$

$$
\begin{array}{r}
\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1} \cap \mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\frac{1}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} \sum_{j=1}^{N}\left(\mid \min \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}-\max \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right),\right.\right.  \tag{19}\\
\left.\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\left|+\left|\max \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}-\min \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|+\left|\delta_{\mathbb{k}_{1} \cap \mathbb{k}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{1} \cup \mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right) .
\end{array}
$$

Theorem 1. For PFSs $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ in $\mathbb{U}$, we have
(i) $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)=\hat{\mathbb{D}}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)$,
(ii) $\quad \hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\hat{\mathbb{D}}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)$.

Proof. The results are established by assuming that $\delta_{\mathbb{k}_{1} \cup \mathbb{k}_{2}}\left(u_{j}\right)=\delta_{\mathbb{k}_{2}}$ and $\delta_{\mathbb{k}_{1} \cap \mathbb{k}_{2}}\left(u_{j}\right)=\delta_{\mathbb{k}_{1}}$. Then $\left|\delta_{\mathbb{K}_{1} \cup \mathbb{K}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)\right|=0=\left|\delta_{\mathbb{K}_{1} \cap \mathbb{K}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|$. By using (16) and (17), we have $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)=\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\min \left\{\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|\right.\right.$,

$$
\left.\left.\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\max \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|\right\}\right)
$$

$$
=\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\mid \beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\left(\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)+\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)-\max \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\} \mid\right),\right.\right.
$$

$$
\left.\left.\mid \gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\left(\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\min \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\} \mid\right)\right\}\right)
$$

$$
=\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{{\mathbb{k _ { 2 }}}^{2}}^{2}\left(u_{j}\right)+\max \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|\right.\right.
$$

$$
\left.\left.\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)+\min \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|\right\}\right)
$$

$$
=\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|-\left(\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\max \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\}\right)\right|\right.\right.
$$

$$
\left.\left.\left|-\left(\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\min \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\}\right)\right|\right\}\right)
$$

$$
=\frac{1}{N} \sum_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\max \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|,\right.\right.
$$

$$
\left.\left.\left|\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\min \left\{\gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\}\right|\right\}\right)
$$

$$
=\hat{\mathbb{D}}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)
$$

which shows (i).

Next, for the proof of (ii), we have

$$
\begin{aligned}
& \hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\max \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\}\right|,\right.\right. \\
& \left.\left.\left|\gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\min \left\{\gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\}\right|\right\}\right) \\
& =\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\mid \beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\left(\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)+\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\min \left\{\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\} \mid\right),\right.\right. \\
& \left.\left.\mid \gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\left(\gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\max \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\} \mid\right)\right\}\right) \\
& =\frac{1}{N} \sum_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)+\min \left\{\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|,\right.\right. \\
& \left.\left.\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)+\max \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|\right\}\right) \\
& =\frac{1}{N} \sum_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|-\left(\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\min \left\{\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\}\right)\right|,\right.\right. \\
& \left.\left.\left|-\left(\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\max \left\{\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\}\right)\right|\right\}\right) \\
& =\frac{1}{N} \sum_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\min \left\{\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right\}\right|,\right.\right. \\
& \left.\left.\left|\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)-\max \left\{\gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right), \gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right\}\right|\right\}\right) \\
& =\hat{\mathbb{D}}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right) \text {. }
\end{aligned}
$$

Theorem 2. Assume that $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}$ and $\delta_{\mathbb{k}_{1} \cap \mathbb{k}_{2}}\left(u_{j}\right)=\delta_{\mathbb{k}_{1} \cup \mathbb{k}_{2}}\left(u_{j}\right)$; then, we have $\hat{\mathbb{D}}\left(\mathbb{k}_{1} \cap \mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\hat{\mathbb{D}}\left(\mathbb{k}_{1} \cup \mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)$.

Proof. It follows that $\left|\delta_{\mathbb{k}_{1} \cup \mathbb{k}_{2}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{1} \cap \mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|=0$ since $\delta_{\mathbb{k}_{1} \cap \mathbb{k}_{2}}\left(u_{j}\right)=\delta_{\mathbb{k}_{1} \cup \mathbb{k}_{2}}\left(u_{j}\right)$. Synthesizing (16) and (17), we get

$$
\begin{aligned}
& \hat{\mathbb{D}}\left(\mathbb{k}_{1} \cap \mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|\min \left(\beta_{\mathbf{k}_{1}}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}\left(u_{j}\right)\right)-\max \left(\beta_{\mathbb{k}_{1}}\left(u_{j}\right), \beta_{\mathbb{k}_{2}}\left(s_{i}\right)\right)\right|\right.\right. \\
& \left.\left.+\left|\max \left(\gamma_{\mathfrak{k}_{1}}\left(u_{j}\right), \gamma_{\mathfrak{k}_{2}}\left(u_{j}\right)\right)-\min \left(\gamma_{\mathbf{k}_{1}}\left(u_{j}\right), \gamma_{\mathfrak{k}_{2}}\left(u_{j}\right)\right)\right|\right\}\right) \\
& =\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\mid\left[\beta_{\mathbf{k}_{1}}\left(u_{j}\right)+\beta_{\mathbb{k}_{2}}\left(u_{j}\right)-\max \left(\beta_{\mathbf{k}_{1}}\left(u_{j}\right), \beta_{\mathbf{k}_{2}}\left(u_{j}\right)\right)\right]\right.\right. \\
& -\left[\beta_{\mathbf{k}_{1}}\left(u_{j}\right)+\beta_{\mathbf{k}_{2}}\left(u_{j}\right)-\min \left(\beta_{\mathbf{k}_{1}}\left(u_{j}\right), \beta_{\mathbf{k}_{2}}\left(u_{j}\right)\right] \mid\right. \\
& +\mid\left[\gamma_{\mathbf{k}_{1}}\left(u_{j}\right)+\gamma_{\mathbb{k}_{2}}\left(u_{j}\right)-\min \left(\gamma_{\mathfrak{k}_{1}}\left(u_{j}\right), \gamma_{\mathfrak{k}_{2}}\left(u_{j}\right)\right)\right] \\
& \left.\left.-\left[\gamma_{\mathfrak{k}_{1}}\left(u_{j}\right)+\gamma_{\mathbf{k}_{2}}\left(u_{j}\right)-\max \left(\gamma_{\mathbf{k}_{1}}\left(u_{j}\right), \gamma_{\mathbf{k}_{2}}\left(u_{j}\right)\right)\right] \mid\right\}\right) \\
& =\frac{1}{N} \Sigma_{j=1}^{N}\left(\operatorname { A v g } \left\{\left|\max \left(\beta_{\mathbf{k}_{1}}\left(u_{j}\right), \beta_{\mathbf{k}_{2}}\left(u_{j}\right)\right)-\min \left(\beta_{\mathbf{k}_{1}}\left(u_{j}\right), \beta_{\mathbf{k}_{2}}\left(u_{j}\right)\right)\right|\right.\right. \\
& \left.\left.+\left|\min \left(\gamma_{\mathfrak{k}_{1}}\left(u_{j}\right), \gamma_{\mathbf{k}_{2}}\left(u_{j}\right)\right)-\max \left(\gamma_{\mathfrak{k}_{1}}\left(u_{j}\right), \gamma_{\mathfrak{k}_{2}}\left(u_{j}\right)\right)\right|\right\}\right) \\
& =\hat{\mathbb{D}}\left(\mathbb{k}_{1} \cup \mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right) \text {. }
\end{aligned}
$$

Corollary 2. For PFSs $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ in $\mathbb{U}$, we have
(i) $\hat{\mathbb{S}}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)=\hat{\mathbb{S}}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)$,
(ii) $\hat{\mathbb{S}}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\hat{\mathbb{S}}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)$,
(iii) $\hat{\mathbb{S}}\left(\mathbb{k}_{1} \cap \mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\hat{\mathbb{S}}\left(\mathbb{k}_{1} \cup \mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)$.

Proof. Similar to the proof of Theorems 1 and 2.
Proposition 4. For any two PFSs $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ in $\mathbb{U}$, we have
(i) $\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)=\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)$,
(ii) $\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)$,
(iii) $\quad \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1} \cap \mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1} \cup \mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)$.

Proof. Using (18) and (19), and the logic in Theorems 1 and 2, the proof follows.
Corollary 3. For any two PFSs $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ in $\mathbb{U}$, we have
(i) $\hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)=\hat{\mathbb{S}}_{*}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)$,
(ii) $\widehat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\hat{\mathbb{S}}_{*}\left(\mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)$,
(iii) $\quad \hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1} \cap \mathbb{k}_{2}, \mathbb{k}_{1} \cup \mathbb{k}_{2}\right)=\widehat{\mathbb{S}}_{*}\left(\mathbb{k}_{1} \cup \mathbb{k}_{2}, \mathbb{k}_{1} \cap \mathbb{k}_{2}\right)$.

Proof. Similar to the proof of Proposition 4.
Proposition 5. If $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}$, then $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0$ and $\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0$ if and only if $\mathbb{k}_{1}=\mathbb{k}_{2}$.

Proof. First, assume $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=0$. Then,

$$
\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|=0,\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|=0,
$$

and

$$
\left|\delta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|=0 .
$$

Hence,

$$
\beta_{\mathbb{k}_{1}}\left(u_{j}\right)=\beta_{\mathbb{k}_{2}}\left(u_{j}\right), \gamma_{\mathbb{k}_{1}}\left(u_{j}\right)=\gamma_{\mathbb{k}_{2}}\left(u_{j}\right)
$$

and

$$
\delta_{\mathbb{k}_{1}}\left(u_{j}\right)=\delta_{\mathbb{k}_{2}}\left(u_{j}\right),
$$

and so $\mathbb{k}_{1}=\mathbb{k}_{2}$.
Second, if $\mathbb{k}_{1}=\mathbb{k}_{2}$, then

$$
\begin{aligned}
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =\frac{\sum_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|,\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right)}{N} \\
& =0,
\end{aligned}
$$

which completes the proof.
The proof of the second part is similar.
Proposition 6. If $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}$, then $\widehat{\mathbb{S}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1$ and $\hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=1$ if and only if $\mathbb{k}_{1}=\mathbb{k}_{2}$.

Proof. Similar to the proof of Proposition 5.
Theorem 3. Suppose $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}$; then, $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right), \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \in[0,1]$.
Proof. To establish $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \in[0,1]$, we show that
(i) $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right), \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \geq 0$,
(ii) $\quad \hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right), \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \leq 1$.

The proof of (i) follows since

$$
\left|\beta_{\mathfrak{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right| \geq 0,\left|\gamma_{\mathfrak{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right| \geq 0 \text { and }\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right| \geq 0 .
$$

Next, we proof (ii) as thus. Assume that

$$
\begin{gathered}
\Sigma_{j=1}^{N}\left(\left|\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)=\alpha, \Sigma_{j=1}^{N}\left(\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbf{k}_{2}}^{2}\left(u_{j}\right)\right|\right)=\theta \text {, and } \\
\Sigma_{j=1}^{N}\left(\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)=\sigma .
\end{gathered}
$$

Hence

$$
\begin{aligned}
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{K}_{2}\right) & =\frac{\Sigma_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right)}{N} \\
& \leq \frac{\operatorname{Avg}\left\{\Sigma_{j=1}^{N}\left|\beta_{\mathfrak{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|, \Sigma_{j=1}^{N}\left|\gamma_{\mathfrak{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbf{k}_{2}}^{2}\left(u_{j}\right)\right|, \Sigma_{j=1}^{N}\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right\}}{N} \\
& =\frac{\operatorname{Avg}\{\alpha, \theta, \sigma\}}{N} \\
& =\frac{\alpha+\theta+\sigma}{3 N} .
\end{aligned}
$$

Then

$$
\begin{aligned}
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)-1 & =\frac{\alpha+\theta+\sigma}{3 N}-1 \\
& =\frac{\alpha+\theta+\sigma-3 N}{3 N} \\
& =-\frac{(3 N-\alpha-\theta-\sigma)}{3 N} \\
& \leq 0 .
\end{aligned}
$$

Thus, $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)-1 \leq 0$ implies $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \leq 1$.
Similarly,

$$
\begin{aligned}
\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =\frac{\Sigma_{j=1}^{N}\left(\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} \\
& \leq \frac{\left(\Sigma_{j=1}^{N}\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\sum_{j=1}^{N}\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\sum_{j=1}^{N}\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} \\
& =\frac{(\alpha+\theta+\sigma)}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)-1 & =\frac{(\alpha+\theta+\sigma)}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)}-1 \\
& =\frac{(\alpha+\theta+\sigma)-N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} \\
& =-\frac{\left(N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)-(\alpha+\theta+\sigma)\right)}{N\left(\sum \mathbb{k}_{1}^{2}+\sum \mathbb{k}_{2}^{2}\right)} \\
& \leq 0,
\end{aligned}
$$

which implies that $\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \leq 1$. Hence $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right), \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \in[0,1]$.
Corollary 4. Suppose $\mathbb{k}_{1}$ and $\mathbb{k}_{2}$ are PFSs in $\mathbb{U}$; then, $\hat{\mathbb{S}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right), \hat{\mathbb{S}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \in[0,1]$.
Proof. Similar to the proof of Theorem 3.
Theorem 4. Suppose $\mathbb{k}_{1}, \mathbb{k}_{2}$, and $\mathbb{k}$ are PFSs in $\mathbb{U}$; then, the triangle inequality exists for $\hat{\mathbb{D}}$ and $\hat{\mathbb{D}}_{*}$, respectively.

Proof. We can rewrite $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)$ as

$$
\begin{aligned}
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) & =\frac{1}{N}\left(\sum_{j=1}^{N}\left(\operatorname{Avg}\left\{\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|,\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right\}\right)\right) \\
& =\frac{1}{3 N}\left(\sum_{j=1}^{N}\left(\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|\right)\right) .
\end{aligned}
$$

We need to prove that $\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}\right) \leq \hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)+\hat{\mathbb{D}}\left(\mathbb{k}_{2}, \mathbb{k}\right)$ and $\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}\right) \leq \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)+$ $\hat{\mathbb{D}}_{*}\left(\mathbb{K}_{2}, \mathbb{k}\right)$, respectively.

Suppose

$$
\begin{aligned}
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}\right) & =\max _{1 \leq j \leq N}\left\{\frac{1}{3 N}\left(\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}}^{2}\left(u_{j}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{k}}^{2}\left(u_{j}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{k}}^{2}\left(u_{j}\right)\right|\right)\right\} \\
& =\frac{1}{3 N}\left(\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\beta_{\mathbb{k}}^{2}\left(u_{l}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\gamma_{\mathbb{k}}^{2}\left(u_{l}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\delta_{\mathbb{k}}^{2}\left(u_{l}\right)\right|\right),
\end{aligned}
$$

for some fixed $l \in j=1,2, \cdots, l, \cdots, N$. Then

$$
\begin{aligned}
& \left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\beta_{\mathbb{k}}^{2}\left(u_{l}\right)\right| \leq\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)\right|+\left|\beta_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)-\beta_{\mathbb{k}}^{2}\left(u_{l}\right)\right|, \\
& \left|\gamma_{\mathfrak{k}_{1}}^{2}\left(u_{l}\right)-\gamma_{\mathbb{k}}^{2}\left(u_{l}\right)\right| \leq\left|\gamma_{\mathfrak{k}_{1}}^{2}\left(u_{l}\right)-\gamma_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)\right|+\left|\gamma_{\mathbf{k}_{2}}^{2}\left(u_{l}\right)-\gamma_{\mathbb{k}}^{2}\left(u_{l}\right)\right|, \\
& \left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\delta_{\mathbb{k}}^{2}\left(u_{l}\right)\right| \leq\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)\right|+\left|\delta_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)-\delta_{\mathbb{k}}^{2}\left(u_{l}\right)\right|,
\end{aligned}
$$

and

$$
\hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right) \leq\left|\beta_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\gamma_{\mathbb{K}_{2}}^{2}\left(u_{l}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{l}\right)-\delta_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)\right|,
$$

$$
\begin{aligned}
& \hat{\mathbb{D}}\left(\mathbb{k}_{2}, \mathbb{k}\right) \leq\left|\beta_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)-\beta_{\mathbb{k}}^{2}\left(u_{l}\right)\right|+\left|\gamma_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)-\gamma_{\mathbb{k}}^{2}\left(u_{l}\right)\right|+\left|\delta_{\mathbb{k}_{2}}^{2}\left(u_{l}\right)-\delta_{\mathbb{k}}^{2}\left(u_{l}\right)\right| . \\
& \text { Hence, } \hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}\right) \leq \hat{\mathbb{D}}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)+\hat{\mathbb{D}}\left(\mathbb{k}_{2}, \mathbb{k}\right) \text {. } \\
& \text { Since } \\
& \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)=\frac{\sum_{j=1}^{N}\left(\left|\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|+\left|\delta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|\right)}{N\left(\sum_{j=1}^{N}\left(\beta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)+\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)\right)+\sum_{j=1}^{N}\left(\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)+\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)+\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right)\right)} \\
& =\frac{1}{2 N^{2}} \Sigma_{j=1}^{N}\left(\left|\beta_{\mathbb{K}_{1}}^{2}\left(u_{j}\right)-\beta_{\mathbb{k}_{2}}^{2}\left(u_{j}\right)\right|+\left|\gamma_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\gamma_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|+\left|\delta_{\mathbb{k}_{1}}^{2}\left(u_{j}\right)-\delta_{\mathbb{K}_{2}}^{2}\left(u_{j}\right)\right|\right), \\
& \text { then the proof of } \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}\right) \leq \hat{\mathbb{D}}_{*}\left(\mathbb{k}_{1}, \mathbb{k}_{2}\right)+\hat{\mathbb{D}}_{*}\left(\mathbb{k}_{2}, \mathbb{k}\right) \text { is similar. }
\end{aligned}
$$

Corollary 5. If $\mathbb{k}_{1}, \mathbb{k}_{2}$, and $\mathbb{k}$ are PFSs in $\mathbb{U}$, then the triangle inequality exists for $\mathbb{S}$ and $\hat{\mathbb{S}}_{*}$, respectively.

Proof. Similar to the proof of Theorem 4.
Remark 2. We observe that (i) (12) extends (9) and modifies it to avoid information loss, and (ii) (13) extends (11) by taking account of hesitation margins.

### 3.3. Decision Making Applications

This section discusses the processes of patterns recognition and ailments diagnosis based on the new PFDMAs and PFSMAs. The concept of Pythagorean fuzzy distance and similarity measures are explicated in this article because

- PFS has a wider scope of application equipped to curb incomplete information in decision making, and
- they have been proved to be efficient soft computing devices appropriate for making worthwhile decisions.

Now, we present the procedure to aid the utilization of the new PFDMAs and PFSMAs, respectively. Supposing there are $N$ choices represented as PFSs $\mathbb{A}_{j}$ for $j=1,2, \cdots, N$ drawn from the space, $\mathbb{U}=\left\{u_{1}, u_{2}, \cdots, u_{N}\right\}$. In addition, if there is an unknown sample symbolized as PFS $\mathbb{B}$, which is to be connected with $\mathbb{A}_{j}$, then

$$
\begin{equation*}
\hat{\mathbb{D}}\left(\mathbb{A}_{j}, \mathbb{B}\right)=\min \left(\hat{\mathbb{D}}\left(\mathbb{A}_{1}, \mathbb{B}\right), \hat{\mathbb{D}}\left(\mathbb{A}_{2}, \mathbb{B}\right) \cdots, \hat{\mathbb{D}}\left(\mathbb{A}_{N}, \mathbb{B}\right)\right) \tag{20}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{\mathbb{D}}_{*}\left(\mathbb{A}_{j}, \mathbb{B}\right)=\min \left(\hat{\mathbb{D}}_{*}\left(\mathbb{A}_{1}, \mathbb{B}\right), \hat{\mathbb{D}}_{*}\left(\mathbb{A}_{2}, \mathbb{B}\right), \cdots, \hat{\mathbb{D}}_{*}\left(\mathbb{A}_{N}, \mathbb{B}\right)\right) \tag{21}
\end{equation*}
$$

decides the grouping of $\mathbb{A}_{j}$ and $\mathbb{B}$.
In the same vein,

$$
\begin{equation*}
\hat{\mathbb{S}}\left(\mathbb{A}_{j}, \mathbb{B}\right)=\max \left(\hat{\mathbb{S}}\left(\mathbb{A}_{1}, \mathbb{B}\right), \hat{\mathbb{S}}\left(\mathbb{A}_{2}, \mathbb{B}\right), \cdots, \hat{\mathbb{S}}\left(\mathbb{A}_{N}, \mathbb{B}\right)\right) \tag{22}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{\mathbb{S}}_{*}\left(\mathbb{A}_{j}, \mathbb{B}\right)=\max \left(\hat{\mathbb{S}}_{*}\left(\mathbb{A}_{1}, \mathbb{B}\right), \hat{\mathbb{S}}_{*}\left(\mathbb{A}_{2}, \mathbb{B}\right), \cdots, \hat{\mathbb{S}}_{*}\left(\mathbb{A}_{N}, \mathbb{B}\right)\right) \tag{23}
\end{equation*}
$$

decides the grouping of $\mathbb{A}_{j}$ and $\mathbb{B}$.

### 3.3.1. Pattern Recognition

First and foremost, we discuss pattern recognition based on the new PFDMAs and PFSMAs due to the uncertainties in classifying patterns. In fact, the approach of pattern recognition via PFSs is outstanding for a dependable patterns association.

Assuming there are three patterns $\mathbb{P}_{1}, \mathbb{P}_{2}$, and $\mathbb{P}_{3}$, exemplified as PFSs in $\mathbb{U}=$ $\left\{u_{1}, u_{2}, u_{3}\right\}$. If there is an unknown pattern $\mathbb{Q}$ represented as PFS in $\mathbb{U}$. We look forward to categorize $\mathbb{Q}$ into any of $\mathbb{P}_{1}, \mathbb{P}_{2}$, and $\mathbb{P}_{3}$, by deploying the new PFDMA and PFSMA, respectively. The patterns are given by Table 2.

Table 2. Patterns under PFSs.

| Patterns vs. Sample <br> Space | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| :---: | :---: | :---: | :---: |
| $\mathbb{P}_{1}$ | $\left(\frac{1}{10}, \frac{1}{10}\right)$ | $\left(\frac{5}{10}, \frac{1}{10}\right)$ | $\left(\frac{1}{10}, \frac{9}{10}\right)$ |
| $\mathbb{P}_{2}$ | $\left(\frac{5}{10}, \frac{5}{10}\right)$ | $\left(\frac{3}{10}, \frac{3}{10}\right)$ | $\left(0, \frac{8}{10}\right)$ |
| $\mathbb{P}_{3}$ | $\left(\frac{7}{10}, \frac{2}{10}\right)$ | $\left(\frac{1}{10}, \frac{8}{10}\right)$ | $\left(\frac{4}{10}, \frac{4}{10}\right)$ |
| $\mathbb{U}$ | $\left(\frac{4}{10}, \frac{4}{10}\right)$ | $\left(\frac{6}{10}, \frac{2}{10}\right)$ | $\left(0, \frac{8}{10}\right)$ |

With the new distance and similarity measuring approaches, we obtain the results in Table 3.

Table 3. Distances and Similarities for the Patterns.

| New Methods | $\left(\mathbb{P}_{1}, \mathbb{Q}\right)$ | $\left(\mathbb{P}_{2}, \mathbb{Q}\right)$ | $\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ | Rankings |
| :---: | :---: | :---: | :---: | :---: |
| (1) | 0.1378 | 0.0800 | 0.3133 | $\begin{gathered} \hat{\mathbb{D}}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \\ \hat{\mathbb{D}}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec \hat{\mathbb{D}}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\hat{\mathbb{D}}_{*}$ | 0.0689 | 0.0400 | 0.1567 | $\begin{gathered} \hat{\mathbb{D}}_{*}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \\ \hat{\mathbb{D}}_{*}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec \\ \hat{\mathbb{D}}_{*}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\hat{S}$ | 0.8622 | 0.9200 | 0.6867 | $\begin{gathered} \hat{\mathbb{S}}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \\ \hat{\mathbb{S}}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \hat{\mathbb{S}}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\widehat{S}_{*}$ | 0.9311 | 0.9600 | 0.8433 | $\begin{gathered} \hat{\mathbb{S}}_{*}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \\ \hat{\mathbb{S}}_{*}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \hat{\mathbb{S}}_{*}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |

By letting $M=\left(\mathbb{P}_{1}, \mathbb{Q}\right), N=\left(\mathbb{P}_{2}, \mathbb{Q}\right)$, and $O=\left(\mathbb{P}_{3}, \mathbb{Q}\right)$, we obtain Figure 1.
From the information in Table 3 and Figure 1, we can say that the unknown pattern $\mathbb{Q}$ is associated with pattern $\mathbb{P}_{2}$ since the distance of $\left(\mathbb{P}_{2}, \mathbb{Q}\right)$ is the smallest (and greatest for similarity). In this example, the uncategorized pattern is associated by using the smallest distance, and the greatest similarity is devoid of any uncertainty. Owing to the presence of imprecision in the process of pattern recognition, the approaches of PFDMA and PFSMA are of massive important in the process of pattern recognition.


Figure 1. Plot of Table 3.

### 3.3.2. Diagnostic Analysis

Disease diagnosis is a process that needs diligence to forestall erroneous medical analysis with its attendant consequences on patient's health status. PFDMA and PFSMA are effective in making medical diagnosis because PFSs is endowed to curb the uncertainties and imprecision in the diagnostic process. The diagnostic process is carried out using simulated medical data.

Take $\mathbb{D}=\left\{\mathbb{D}_{1}, \mathbb{D}_{2}, \mathbb{D}_{3}, \mathbb{D}_{4}, \mathbb{D}_{5}\right\}$ as a set of maladies signified by PFSs, where $\mathbb{D}_{1}$ stands for viral fever, $\mathbb{D}_{2}$ stands for malaria, $\mathbb{D}_{3}$ stands for typhoid fever, $\mathbb{D}_{4}$ stands for stomach pain and $\mathbb{D}_{5}$ stands for chest pain, respectively. Similarly, take $\mathbb{U}=\left\{u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right\}$ as a set of symptoms where $u_{1}$ represents temperature, $u_{2}$ represents headache, $u_{3}$ represents stomach pain, $u_{4}$ represents cough, and $u_{5}$ represents chest pain, respectively.

Again, suppose that a patient represented by a PFS $\mathbb{P}$ went for a medical consultation/test to ascertain his medical status, and after the medical consultation/test, the patient $\mathbb{P}$ expresses symptoms $\mathbb{U}$. The symptoms and the diseases/patient are associated by $\Delta: \mathbb{U} \rightarrow \mathbb{D} / \mathbb{P}$. The Pythagorean fuzzy medical information of $\mathbb{D}$ and $\mathbb{P}$ under $\mathbb{U}$ is given by Table 4 .

Table 4. Pythagorean Fuzzy Medical Information.

| Clinical Expressions |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta$ | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $\boldsymbol{u}_{5}$ |
| $\mathbb{D}_{1}$ | $\left(\frac{4}{10}, 0\right)$ | $\left(\frac{3}{10}, \frac{5}{10}\right)$ | $\left(\frac{1}{10}, \frac{7}{10}\right)$ | $\left(\frac{4}{10}, \frac{3}{10}\right)$ | $\left(\frac{1}{10}, \frac{7}{10}\right)$ |
| $\mathbb{D}_{2}$ | $\left(\frac{7}{10}, 0\right)$ | $\left(\frac{2}{10}, \frac{6}{10}\right)$ | $\left(0, \frac{9}{10}\right)$ | $\left(\frac{7}{10}, 0\right)$ | $\left(\frac{1}{10}, \frac{8}{10}\right)$ |
| $\mathbb{D}_{3}$ | $\left(\frac{3}{10}, \frac{3}{10}\right)$ | $\left(\frac{6}{10}, \frac{1}{10}\right)$ | $\left(\frac{2}{10}, \frac{7}{10}\right)$ | $\left(\frac{2}{10}, \frac{6}{10}\right)$ | $\left(\frac{1}{10}, \frac{9}{10}\right)$ |
| $\mathbb{D}_{4}$ | $\left(\frac{1}{10}, \frac{7}{10}\right)$ | $\left(\frac{2}{10}, \frac{4}{10}\right)$ | $\left(\frac{8}{10}, 0\right)$ | $\left(\frac{2}{10}, \frac{7}{10}\right)$ | $\left(\frac{2}{10}, \frac{7}{10}\right)$ |
| $\mathbb{D}_{5}$ | $\left(\frac{1}{10}, \frac{8}{10}\right)$ | $\left(0, \frac{8}{10}\right)$ | $\left(\frac{2}{10}, \frac{8}{10}\right)$ | $\left(\frac{2}{10}, \frac{8}{10}\right)$ | $\left(\frac{8}{10}, \frac{1}{10}\right)$ |
| $\mathbb{P}$ | $\left(\frac{6}{10}, \frac{1}{10}\right)$ | $\left(\frac{5}{10}, \frac{4}{10}\right)$ | $\left(\frac{3}{10}, \frac{4}{10}\right)$ | $\left(\frac{7}{10}, \frac{2}{10}\right)$ | $\left(\frac{3}{10}, \frac{4}{10}\right)$ |

The diagnosis is decided by calculating the distance/similarity of $\mathbb{D}$ and $\mathbb{P}$ using the new PFDMAs and PFSMAs, respectively. Table 5 presents the results via the new approaches.

Table 5. Distances-Similarities.

| New <br> Methods | $\left(\mathbb{D}_{\mathbf{1}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{2}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{3}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{4}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{5}}, \mathbb{P}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\hat{\mathbb{D}}$ | 0.1813 | 0.2040 | 0.2467 | 0.2693 | 0.3653 |
| $\hat{\mathbb{D}}_{*}$ | 0.0538 | 0.0610 | 0.0740 | 0.0808 | 0.1096 |
| $\hat{\mathbb{S}}^{\hat{S}_{*}}$ | 0.8187 | 0.7960 | 0.7533 | 0.7307 | 0.6347 |

By taking $M=\left(\mathbb{D}_{1}, \mathbb{P}\right), N=\left(\mathbb{D}_{2}, \mathbb{P}\right), 0=\left(\mathbb{D}_{3}, \mathbb{P}\right), P=\left(\mathbb{D}_{4}, \mathbb{P}\right)$, and $Q=\left(\mathbb{D}_{5}, \mathbb{P}\right)$, we have Figure 2.


Figure 2. Plot of Table 5.
From the information in Table 5 and Figure 2, we can say that $\mathbb{P}$ is mainly suffering from viral fever since the distance for $\left(\mathbb{D}_{1}, \mathbb{P}\right)$ is the smallest, and greatest for the case of similarity. In addition, the patient should be examined for malaria fever and typhoid fever for an effective treatment since the patient has some considerable symptoms of malaria fever and typhoid fever as well.

Furthermore, disease diagnosis using the idea of PFDMA and PFSMA is essential for the reason that PFSs are built with the capacity to handle incomplete information. Medical decision making could be much better if the process of medical diagnostic is enhanced with PFDMA and PFSMA via identifying the least disease-patient distance and the greatest disease-patient similarity.

## 4. Comparative Studies

This section presents the comparative analysis of the new PFDMAs and the existing PFDMAs with regards to the application examples.

### 4.1. Comparative Analysis (Pattern Recognition)

Using the information in Remark 2, we apply the approaches in $[51,53]$ to the data in Table 2 to compare with the results of (12) and with the results of (13), respectively. Table 6 contains the outputs. By letting $M$ stands for $\left(\mathbb{P}_{1}, \mathbb{Q}\right), N$ stands for $\left(\mathbb{P}_{2}, \mathbb{Q}\right)$, and O stands for $\left(\mathbb{P}_{3}, \mathbb{Q}\right)$, we plot the graph of Table 6.

Table 6. New Approaches vs. Approaches in [51,53].

| Pattern Pairs | PFDMA [51] | $\hat{\mathbb{D}}$ | PFDMA [53] | $\hat{\mathbb{D}}_{*}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left(\mathbb{P}_{1}, \mathbb{Q}\right)$ | 0.1433 | $\mathbf{0 . 1 3 7 8}$ | 0.0840 | $\mathbf{0 . 0 6 8 9}$ |
| $\left(\mathbb{P}_{2}, \mathbb{Q}\right)$ | 0.0733 | $\mathbf{0 . 0 8 0}$ | 0.0390 | $\mathbf{0 . 0 4 0 0}$ |
| $\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ | 0.4700 | $\mathbf{0 . 3 1 3 3}$ | 0.2378 | $\mathbf{0 . 1 5 6 7}$ |

Using the information in Table 6 and Figure 3, we observe that the PFDMAs give the same pattern recognition, and the new approaches give better results compare to the approaches they were modified from (i.e., $\hat{\mathbb{D}}$ is better compared to the method in [51] and $\hat{\mathbb{D}}_{*}$ is better compare to the method in [53]). Although the approaches in [51,53] seem to be better compare to the new approaches at $\left(\mathbb{P}_{2}, \mathbb{Q}\right)$, they cannot be dependable because they do not include the hesitation margin.


## 

Figure 3. Plot of Table 6.
Now, the comparison of the new PFDMAs with the existing PFDMAs [24,46,48,51-53] with their associated similarities is shown in Tables 7 and 8 to showcase the edge of the new methods.

Table 7. Comparative Results for PFDMAs.

| Methods | $\left(\mathbb{P}_{1}, \mathbb{Q}\right)$ | $\left(\mathbb{P}_{2}, \mathbb{Q}\right)$ | $\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ | Rankings |
| :--- | :--- | :--- | :--- | :--- |
| $\mathbb{D}_{1}[24]$ | 0.6199 | 0.3600 | 1.4099 | $\mathbb{D}_{1}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \mathbb{D}_{1}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec$ |
| $\mathbb{D}_{2}[46]$ | 0.2066 | 0.1200 | 0.4700 | $\mathbb{D}_{1}\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ |
| $\mathbb{D}_{3}[46]$ | 0.7133 | 0.3220 | 1.4733 | $\left.\mathbb{P}_{2}, \mathbb{Q}\right) \prec \mathbb{D}_{2}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec$ |
| $\mathbb{D}_{2}\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ |  |  |  |  |
| $\mathbb{D}_{4}[46]$ | 0.3778 | 0.1868 | 0.7626 | $\mathbb{D}_{3}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \mathbb{D}_{3}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec$ |
| $\mathbb{D}_{3}\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ |  |  |  |  |
| $\mathbb{D}_{5}[46]$ | 0.2378 | 0.1073 | 0.4911 | $\left.\mathbb{P}_{2}, \mathbb{Q}\right) \prec \mathbb{D}_{4}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec$ |

Table 7. Cont.

| Methods | $\left(\mathbb{P}_{1}, \mathbb{Q}\right)$ | $\left(\mathbb{P}_{2}, \mathbb{Q}\right)$ | $\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ | Rankings |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbb{D}_{6}$ [48] | 0.2181 | 0.1079 | 0.4403 | $\begin{gathered} \mathbb{D}_{6}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \mathbb{D}_{6}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec \\ \mathbb{D}_{6}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{D}_{7}[51]$ | 0.1433 | 0.0733 | 0.4700 | $\begin{gathered} \mathbb{D}_{7}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \mathbb{D}_{7}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec \\ \mathbb{D}_{7}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{D}_{8}$ [52] | 0.1953 | 0.1294 | 0.6856 | $\begin{aligned} & \mathbb{D}_{8}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \mathbb{D}_{8}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec \\ & \mathbb{D}_{8}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{aligned}$ |
| $\mathbb{D}_{9}[53]$ | 0.0840 | 0.0390 | 0.2378 | $\begin{aligned} & \mathbb{D}_{9}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \mathbb{D}_{9}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec \\ & \mathbb{D}_{9}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{aligned}$ |
| , ${ }^{\text {D }}$ | 0.1378 | 0.0800 | 0.3133 | $\hat{\mathbb{D}}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \hat{\mathbb{D}}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \prec \hat{\mathbb{D}}\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ |
| $\hat{\mathbb{D}}_{*}$ | 0.0689 | 0.0400 | 0.1567 | $\begin{aligned} &\left(\mathbb{P}_{2}, \mathbb{Q}\right) \prec \hat{\mathbb{D}}_{*}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \\ & \hat{\mathbb{D}}_{*}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{aligned}$ |

Table 8. Comparative Results for PFSMAs.

| Methods | $\left(\mathbb{P}_{1}, \mathbb{Q}\right)$ | $\left(\mathbb{P}_{2}, \mathbb{Q}\right)$ | $\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ | Rankings |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbb{S}_{1}$ | 0.3801 | 0.6400 | -0.4099 | $\begin{gathered} \mathbb{S}_{1}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \mathbb{S}_{1}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \mathbb{S}_{1}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{S}_{2}$ | 0.7934 | 0.8800 | 0.5300 | $\begin{gathered} \mathbb{S}_{2}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \mathbb{S}_{2}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \mathbb{S}_{2}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{S}_{3}$ | 0.2867 | 0.6780 | -0.4733 | $\begin{gathered} \mathbb{S}_{3}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \mathbb{S}_{3}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \mathbb{S}_{3}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{S}_{4}$ | 0.6222 | 0.8132 | 0.2374 | $\begin{gathered} \mathbb{S}_{4}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \mathbb{S}_{4}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \mathbb{S}_{4}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{S}_{5}$ | 0.7622 | 0.8927 | 0.5089 | $\begin{gathered} \mathbb{S}_{5}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \mathbb{S}_{5}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \mathbb{S}_{5}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{S}_{6}$ | 0.7819 | 0.8921 | 0.5597 | $\begin{gathered} \mathbb{S}_{6}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \mathbb{S}_{6}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \mathbb{S}_{6}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{S}_{7}$ | 0.8567 | 0.9267 | 0.5300 | $\begin{gathered} \mathbb{S}_{7}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \mathbb{S}_{7}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \mathbb{S}_{7}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{S}_{8}$ | 0.8047 | 0.8706 | 0.3144 | $\begin{gathered} \mathbb{S}_{8}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \mathbb{S}_{8}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \mathbb{S}_{8}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{gathered}$ |
| $\mathbb{S}_{9}$ | 0.9160 | 0.9610 | 0.7622 | $\begin{aligned} \mathbb{S}_{9}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \mathbb{S}_{9}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \\ \mathbb{S}_{9}\left(\mathbb{P}_{3}, \mathbb{Q}\right) \end{aligned}$ |
| $\hat{S}$ | 0.8622 | 0.9200 | 0.6867 | $\hat{\mathbb{S}}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \hat{\mathbb{S}}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ \widehat{\mathbb{S}}\left(\mathbb{P}_{3}, \mathbb{Q}\right)$ |
| $\hat{S}_{*}$ | 0.9311 | 0.9600 | 0.8433 | $\begin{gathered} \hat{\mathbb{S}}_{*}\left(\mathbb{P}_{2}, \mathbb{Q}\right) \succ \hat{\mathbb{S}}_{*}\left(\mathbb{P}_{1}, \mathbb{Q}\right) \succ\left(\begin{array}{l} \left.\mathbb{P}_{3}, \mathbb{Q}\right) \end{array}\right. \\ \hline \end{gathered}$ |

From Table 7, we see the same ranking from all the approaches, and the new approaches especially, $\hat{\mathbb{D}}_{*}$ is a more dependable PFDMA since its produces the least distance measuring values. In addition, $\mathbb{D}_{1}$ and $\mathbb{D}_{3}$ yield unrealitic results.

Similarly, same ranking is observed from all the approaches, and the new approach, $\hat{\mathbb{S}}_{*}$ is a more dependable PFSMA since its produces the greatest similarity measuring values. It is needful to note that $\mathbb{S}_{1}$ and $\mathbb{S}_{3}$ are not good similarity measures.

### 4.2. Comparative Analysis (Diagnostic Analysis)

Using the information in Remark 2, we apply the approaches in [51,52] to the Pythagorean fuzzy medical data (Table 4) to compare with the results of (12) and (13), respectively, as follows in Table 9.

Table 9. New Approaches vs Approaches in [51,53].

| Diseases/Patient | PFDMA [51] | $\hat{\mathbb{D}}$ | PFDMA [53] | $\hat{\mathbb{D}}_{*}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left(\mathbb{D}_{1}, \mathbb{P}\right)$ | 0.2700 | $\mathbf{0 . 1 8 1 3}$ | 0.0933 | $\mathbf{0 . 0 5 3 8}$ |
| $\left(\mathbb{D}_{2}, \mathbb{P}\right)$ | 0.3020 | $\mathbf{0 . 2 0 4 0}$ | 0.0813 | $\mathbf{0 . 0 6 1 0}$ |
| $\left(\mathbb{D}_{3}, \mathbb{P}\right)$ | 0.3700 | $\mathbf{0 . 2 6 9 3}$ | 0.1212 | $\mathbf{0 . 0 7 4 0}$ |
| $\left(\mathbb{D}_{4}, \mathbb{P}\right)$ | 0.4040 | $\mathbf{0 . 2 6 9 3}$ | 0.1439 | $\mathbf{0 . 0 8 0 8}$ |
| $\left(\mathbb{D}_{5}, \mathbb{P}\right)$ | 0.5480 | $\mathbf{0 . 3 6 5 3}$ | 0.1562 | $\mathbf{0 . 1 0 9 6}$ |

By letting M stand for $\left(\mathbb{D}_{1}, \mathbb{P}\right), \mathrm{N}$ stand for $\left(\mathbb{D}_{2}, \mathbb{P}\right), \mathrm{O}$ stand for $\left(\mathbb{D}_{3}, \mathbb{P}\right), \mathrm{P}$ stand for $\left(\mathbb{D}_{1}, \mathbb{P}\right)$, and Q stand for $\left(\mathbb{D}_{2}, \mathbb{P}\right)$, we plot the graph of Table 9 as Figure 4 .



Figure 4. Plot of Table 9.
We observe that the new approaches give better results compare to the approaches they were modified from (i.e., $\hat{\mathbb{D}}$ is better compare to the method in [51] and $\hat{\mathbb{D}}_{*}$ is better compared to the method in [53]).

Now, the comparison of the new PFDMAs with the existing PFDMAs [24,46,48,51-53] based on the Pythagorean fuzzy medical data are shown in Tables 10 and 11 to showcase the merits of the new PFDMA and PFSMA, respectively.

Table 10. Distances for diagnostic analysis.

| Methods | $\left(\mathbb{D}_{\mathbf{1}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{2}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{3}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{4}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{5}}, \mathbb{P}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbb{D}_{1}[24]$ | 1.3599 | 1.5099 | 1.8499 | 2.0199 | 2.7399 |
| $\mathbb{D}_{2}[46]$ | 0.2720 | 0.3020 | 0.3700 | 0.4040 | 0.5480 |
| $\mathbb{D}_{3}[46]$ | 1.3327 | 1.5596 | 1.8743 | 2.1797 | 2.7824 |
| $\mathbb{D}_{4}[46]$ | 0.5292 | 0.7062 | 0.7663 | 0.9583 | 1.0020 |
| $\mathbb{D}_{5}[46]$ | 0.2665 | 0.3119 | 0.3749 | 0.4359 | 0.5565 |
| $\mathbb{D}_{6}[48]$ | 0.2367 | 0.3158 | 0.3576 | 0.4286 | 0.4481 |
| $\mathbb{D}_{7}[51]$ | 0.2700 | 0.3020 | 0.3700 | 0.4040 | 0.5480 |
| $\mathbb{D}_{8}[52]$ | 0.2585 | 0.3558 | 0.3764 | 0.3916 | 0.4931 |
| $\mathbb{D}_{9}[53]$ | 0.0933 | 0.0813 | 0.1212 | 0.1439 | 0.1562 |
| $\hat{\mathbb{D}}$ | $\mathbf{0 . 1 8 1 3}$ | $\mathbf{0 . 2 0 4 0}$ | $\mathbf{0 . 2 4 6 7}$ | $\mathbf{0 . 2 6 9 3}$ | $\mathbf{0 . 3 6 5 3}$ |
| $\hat{\mathbb{D}}$ | $\mathbf{0 . 0 5 3 8}$ | $\mathbf{0 . 0 6 1 0}$ | $\mathbf{0 . 0 7 4 0}$ | $\mathbf{0 . 0 8 0 8}$ | $\mathbf{0 . 3 6 5 3}$ |

Table 11. Similarities for diagnostic analysis.

| Methods | $\left(\mathbb{D}_{\mathbf{1}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{2}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{3}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{4}}, \mathbb{P}\right)$ | $\left(\mathbb{D}_{\mathbf{5}}, \mathbb{P}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbb{S}_{1}$ | -0.3599 | -0.5099 | -0.8499 | -1.0199 | -1.7399 |
| $\mathbb{S}_{2}$ | 0.7280 | 0.6980 | 0.6300 | 0.5960 | 0.4520 |
| $\mathbb{S}_{3}$ | -0.3327 | -0.5596 | -0.8743 | -1.1797 | -1.7824 |
| $\mathbb{S}_{4}$ | 0.4708 | 0.2938 | 0.2337 | 0.0417 | -0.0020 |
| $\mathbb{S}_{5}$ | 0.7335 | 0.6881 | 0.6251 | 0.5641 | 0.4435 |
| $\mathbb{S}_{6}$ | 0.7633 | 0.6842 | 0.6424 | 0.5714 | 0.5519 |
| $\mathbb{S}_{7}$ | 0.7300 | 0.6980 | 0.6300 | 0.5960 | 0.4520 |
| $\mathbb{S}_{8}$ | 0.7415 | 0.6442 | 0.6236 | 0.6084 | 0.5069 |
| $\mathbb{S}_{9}$ | 0.9067 | 0.9187 | 0.8788 | 0.8561 | 0.8438 |
| $\mathbb{S}^{\mathbf{S}}$ | $\mathbf{0 . 8 1 8 7}$ | $\mathbf{0 . 7 9 6 0}$ | $\mathbf{0 . 7 5 3 3}$ | $\mathbf{0 . 7 3 0 7}$ | $\mathbf{0 . 6 3 4 7}$ |
| $\hat{\mathbb{S}}_{*}$ | $\mathbf{0 . 9 4 6 2}$ | $\mathbf{0 . 9 3 9 0}$ | $\mathbf{0 . 9 2 6 0}$ | $\mathbf{0 . 9 1 9 2}$ | $\mathbf{0 . 6 3 4 7}$ |

From Table 10, we see that of the new methods, $\hat{\mathbb{D}}_{*}$ is an especially dependable PFDMA since its yields the smallest distance measuring values. In addition, $\mathbb{D}_{1}, \mathbb{D}_{3}$ and $\mathbb{D}_{4}$ yield results that infringe upon a condition of distance measure. In fact, $\mathbb{D}_{1}, \mathbb{D}_{3}$, and $\mathbb{D}_{4}$ are not dependable PFDMAs.

Using the associated similarity approaches, we obtain the results in Table 11.
Likewise, the new approach, $\widehat{\mathbb{S}}_{*}$ is a more dependable compare to the other PFSMAs because its gives the greatest similarity measuring values. In addition, $\mathbb{S}_{1}, \mathbb{S}_{3}$ and $\mathbb{S}_{4}$ produce results that infringe upon a condition of similarity measure. In fact, $\mathbb{S}_{1}, \mathbb{S}_{3}$, and $\mathbb{S}_{4}$ are not appropriate PFSMAs.

### 4.3. Advantages of the New Approaches

The new PFDMAs and PFSMAs are much more effective compared to the existing PFDMAs and PFSMAs because

- the developed PFDMAs (and associated PFSMAs) satisfied the axiomatic description of distance (and similarity) measures contrasting some of the PFDMAs (and associated PFSMAs) in $[24,46]$,
- the proposed PFDMAs (and associated PFSMAs) give precise and reasonable outputs to enhance real interpretation devoid of exclusion error observed in [51,53], and
- the proposed PFDMAs (and associated PFSMAs) include all the parametric information of PFSs (i.e., degrees of membership, nonmembership, and hesitation) contrasting the approaches in $[51,53]$.


## 5. Conclusions

In this study, PFDM and PFSM have been explored, and some new PFDMAs (and associated PFSMAs) were developed to enhance applications in areas of clustering analysis, pattern recognition, decision making process, machine learning, etc. A computational example for the developed PFDMAs (and associated PFSMAs) were shown, and properties of the new PFDMAs (and associated PFSMAs) were discussed to explain their configuration with the notion of classical distance (and associated similarity) measure. In addition, the applications of the new PFDMAs (and associated PFSMAs) were discussed in the solution of pattern recognition problem and disease diagnosis. More so, comparative studies of the new PFDMAs (and associated PFSMAs) with some existing PFDMAs (and associated PFSMAs) were presented to validate the merits of the new PFDMAs (and associated PFSMAs). From the comparative studies, we see that the developed PFDMAs (and associated PFSMAs); (i) satisfied the axiomatic description of distance (and similarity) measure contrasting some of the distance (similarity) measuring approaches in [24,46], (ii) give accurate and reasonable outputs to enhance real interpretation devoid of error of exclusion in $[51,53]$, and (iii) include the complete parametric information of PFSs contrasting the PFDMAs in $[51,53]$. The developed PFDMAs (and their associated PFSMAs) could be extended to TOPSIS, MCDM, MADM, and VIKOR methods to solve group
decision making problems. In addition, the developed PFDMAs (and their associated PFSMAs) can be extended to other uncertain environments like interval-valued PFSs, Fermatean fuzzy sets, interval-valued Fermatean fuzzy sets, linear Diophantine fuzzy sets, etc. However, the developed PFDMAs (and their associated PFSMAs) can only be used in triparametric environments, and as such, they cannot be extended to uncertain environments such as spherical fuzzy sets, neutrosophic sets, and picture fuzzy sets except with modification.
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