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Abstract: Medical optical imaging, with the aid of the “terahertz tomography”, is a novel medical
imaging technique based on the electromagnetic waves. Such advanced imaging techniques strive for
the detailed theoretical and computational analysis for better verification and validation. Two impor-
tant aspects, the analytic approach for the understanding of the Schrodinger transforms and machine
learning approaches for the understanding of the medical images segmentation, are presented in
this manuscript. While developing an AI algorithm for complex datasets, the computational speed
and accuracy cannot be overlooked. With the passage of time, machine learning approaches have
been further modified using the Bayesian, genetic and quantum approaches. These strategies have
boosted the efficiency of the machine learning, and specifically the deep learning tools, by taking into
account the probabilistic, evolutionary and quantum qubits hypothesis and operations, respectively.
The current research encompasses the detailed analysis of image segmentation algorithms based on
the evolutionary approach. The image segmentation algorithm that converts the color model from
RGB to HSI and the image segmentation algorithm that uses the clustering technique are discussed
in detail, and further extensions of these genetic algorithms to quantum algorithms are proposed.
Based on the genetic algorithm, the optimal selection of parameters is realized so as to achieve a
better segmentation effect.

Keywords: genetic algorithm; medical image segmentation; skin disease; clustering technique;
Schrodinger transform

1. Introduction

Medical imaging research has progressed, and novel computational approaches have
been used in the literature over the past two decades. The quantum machine learning
and the neural network-based quantum-inspired deep learning approaches have attracted
the attention of researchers over the past decade due to their novelty and promising
cutting-edge applications.

The limitations of deep learning, based on the GPU hard drive and the parallel
computers expense, can now be resolved in the coming years with the advancement in
the field of quantum deep learning, where the quantum routine is used to transform the
classical data to the quantum state, and after the quantum operations, the classical data
are retrieved.

Machine learning has served as a useful tool in the field of medical image analysis and
in developing smart toolboxes such as radiomics for the image classification. The image
segmentation is an important step prior to the image classification. The deep learning
approaches have been improved and extended over the past years to segment the images
for better analysis and diagnosis in the field of radiology.

The image segmentation has certain limitations. These limitations are discussed in
the next section, and such limitations can be removed/overcome with the aid of the smart
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genetic algorithms as well as the quantum approaches, where the quantum computing
clouds or the quantum models can be used [1–3].

1.1. Historical Background of the Genetic Algorithms for Segmentation

As health problems gradually become the common concern of human beings all over
the world, the development of medicine is facing serious challenges. Medical images, which
play an important role in medical diagnosis, are also booming. Since medical images are
affected by imaging equipment, local volume effects, etc., problems such as edge blurring
are inevitable. It is precisely because of the particularity of medical images that image
processing technology for medical images has become a highly applicable subject and has
developed rapidly. Image segmentation technology is a problem waiting to be solved in
the field of medical image processing. Medical image segmentation has a wide range of
applications and research value in the field of medical image research. Extracting valuable
regions in medical images through segmentation technology can achieve the purpose of
facilitating the analysis and identification of medical images [4]. In addition, the use of
image segmentation technology to measure the size or volume of human organs, tissues
and lesions, so as to achieve disease analysis during the treatment process, can help doctors
make a more favorable diagnosis plan for the patient’s condition.

Image segmentation is an important part of the field of image processing. It divides
an image into several specific regions with unique properties according to certain rules,
and each region has similar properties, such as grayscale, color, texture, and contrast.
However, in different regions, similar properties show significant differences [5–14]. In
general, there is at least one region containing the object of interest in meaningful image
segmentation results.

The genetic algorithm is a group-based meta-heuristic algorithm, which draws on the
evolutionary laws of the biological world, namely Darwin’s natural selection and Mendel’s
theory of genetic variation: the evolution of organisms is achieved through reproduction,
mutation, competition and selection. The genetic algorithm is a random search method
based on the above biological model [15]. It was first proposed by Professor J. Holland in
the United States in 1975. It has been widely used in machine learning, signal processing
and artificial intelligence, and it is one of the key technologies of computing.

The genetic algorithm (GA) represents the solution of a problem as a “chromosome”,
which is represented in the algorithm as a string encoded in a certain way. Before running
the genetic algorithm, some “chromosomes” will be set as candidate solutions to the prob-
lem. After that, these “chromosomes” are selected in the “environment” of the problem
according to the principle of “survival of the fittest” so as to obtain “chromosomes” that are
more suitable for the environment than others to replicate and then let the “chromosomes”
carry out crossover, mutation, and obtain a new batch of “chromosomes”. These “chromo-
somes” are more adaptable to the environment than the previous generation. According
to such steps, the “chromosome” evolves continuously, and eventually, a “chromosome”
group that is most suitable for the environment will be converged, and this “chromosome”
group is the optimal solution of the problem. Among them, the ability of the “chromosome”
to adapt to the environment is judged by calculating the fitness value of each individual in
the group and then selecting the individual to enter the next generation through certain
rules (such as the roulette selection mechanism) [16].

There are two main directions for using genetic algorithms in medical image segmen-
tation. One is to use the genetic algorithm to segment the pixel values of the original image,
and the other is to combine the genetic algorithm with other algorithms such as neural
networks and use the genetic algorithm to iterate the parameters in the network to obtain
the optimal parameters.

1.2. Challenges in Medical Image Segmentation

After more than 20 years of development, the image data in the medical field have
grown significantly, and there is a lot of information in the image, so extracting this
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information has become a difficult problem. At present, many image processing algorithms
have been developed to extract the information contained in a large number of medical
images, and these algorithms have excellent performance in terms of accuracy, reliability
and processing speed. However, the current medical image processing technology still has
new challenges [17].

First of all, in the medical field, the clinical conditions of different patients are different,
and with the continuous development of medical image technology, more and more medical
image analysis technologies are applied to commercial products, which is very important
for medical image processing technology. Its applicability presents challenges, requiring
it to meet more clinical situations. However, given the complexity of medical conditions
and the circumstances of commercial operations, it is not realistic to develop entirely new
algorithms for every commercial product. Therefore, for the industrial field, efficiently
developing an algorithm and validating the solution is the top priority, which also means
achieving success in a short period of time with the least cost. This requires that the
framework of the algorithm can be applied to most medical application scenarios.

Finally, when performing algorithm verification, it is necessary to formulate appropri-
ate verification indicators to evaluate whether the algorithm can well accomplish the design
goals. Therefore, formulating suitable verification metrics is also one of the challenges. For
example, Hicks expounded in his paper the calculation formulas for pixel accuracy, preci-
sion, recall, Dice, IoU and other indicators to indicate whether the algorithm segmentation
effect is good or not, so indicators are also needed to evaluate when designing algorithms,
and different indicators will represent the algorithm performance in different aspects.

To sum up, when designing an image segmentation algorithm for medical images,
the first thing to consider is the scope of application of the algorithm, solve problems in
a certain field, and then focus on the accuracy, reliability, robustness, and memory of the
algorithm. In terms of consumption and calculation time, certain indicators also need to
be met. In terms of datasets, it is also a challenge to need enough labeled images to test
the algorithm. After that, the algorithm should have the ability to process heterogeneous
image data.

2. Materials and Methods

The current research work is divided into two parts: in the first part, we have worked
on the application of the leading governing equation, i.e., the Schrodinger equation, in the
field of computational radiology, and in the second part, we have worked on the image
segmentation of the medical images. The two approaches are used since in the field of
quantum mechanics, these two approaches are used in coordination repeatedly [18–20].

The mathematical description of optical solitons is well documented by the nonlinear
Schrödinger equation (NLSE). The space time-dependent pulse envelope χ(x, t), with
group velocity dispersion and the self phase modulation, can be better interpreted with the
aid of the following one-dimensional model:

iχx −
s
2

χtt + N2|χ|2χ = 0, (1)

where s = sgn(µ2), and µ2 is defined as “second-order-dispersion” effects for the normal
and the anomalous GVD. The values can be categorized as follows:

s = sgn(µ2) =

{
1 +ve GVD
−1 −ve GVD

(2)

Several analytical, semi-analytical and numerical approaches are available in the
literature to solve the nonlinear Schrodinger equations, wave equations and numerous
types of differential equation, emerging in the field of quantum mechanics, imaging and
other fields of applied physics [21], since the mathematical modeling of problems arising
in applied sciences can help to forecast the dynamics [22–25], interpret the experimental
findings [26–29], and suggest possible solutions to complex nonlinear perturbations [30].
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Very recently, the Schrodinger transform method has been used for the medical images
and has thus provided a benchmarking tool to this field [31,32].

Similarly, the Schrodinger filters are used in the literature to improve the results of the
image segmentation [33].

The nonlinear wave-like phenomena is also present in normal and anomalous GVD,
pulse-like solitons.

We will use a spectral method to simulate the two cases. We will first simulate Equation (1)
for pulse-like solitons (bright solitons) and then use the two types of dark solitons (black
and gray). Now, using the space-time transformation we obtain

iχt +
c3

0
2

χxx + c0N2|χ|2χ = 0, (3)

where c0 is the phase speed.
The Caputo fractional derivative Dα

t φ of order 0 < α ≤ 1 of χ : R+ → R is defined by

Dα
t φ(x, t) =

1
Γ(1− α)

∫ t

0
(t− s)−αφ′(x, s)ds,

provided the expression on right-hand side is defined.
We will now introduce the fractional order derivative in time in the Caputo sense and

solve the equation by using the Optimal Homotopy Analysis Method.

iDα
t χ +

c3
0

2
χxx ++c0N2|χ|2χ = 0. (4)

with the initial condition
χ(x, 0) = Nx

Next, the fractional order will be solved with the aid of the Optimal Homotopy
Analysis Method. Here, by taking into account the term in absolute form, the main
equation can be written as:

Dα
t χ− i

c3
0

2
χxx − ic0N2χ2χ̄ = 0 (5)

with the initial condition
χ(x, 0) = Nx

Choose the linear operator

L
{

φ(x, t, q)
}
=

∂αφ(x, t, q)
∂tα

(6)

with L
{

c
}
= 0 where c is arbitrary constant and the nonlinear operator is defined as

N
{

φ(x, t, q)
}
=

∂αφ

∂tα
− i

c3
0

2
∂2φ

∂x2 − ic0N2φ2φ̄. (7)

The 0th-order deformation equation

(1− q)L
{

φ(x, t, q)− χ0(x, t)
}
= qh̄H(t)N

{
φ(x, t, q)

}
(8)

and
φ(x, t, 0) = χ0; φ(x, t, 1) = χ(x, t) (9)

Now, the m-th order deformation equation is

L
{

χm(x, t)− χmχm−1(x, t)
}
= h̄H(t)Rm(χm−1) (10)
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where

Rm(χm−1) =
∂αχm−1

∂tα
−

ic3
0

2
∂2χm−1

∂x2 − ic0N2
m−1

∑
i=0

i

∑
j=0

χjχi−jχm−1−i (11)

Choose H(t) = 1. Now, the solution of Equation (10) becomes

χm(x, t) = χmχm−1(x, t) + h̄JαRm(χm−1) (12)

The analytic approximate 0th, first and second-order solutions are

χ0(x, t) = Nx (13)

χ1(x, t) = −h̄Nc0i
{ c2

0
2

x + (c2
0 + N4)3x

} tα

Γ(1 + α)
(14)

Similarly

χ2(x, t) = −(1 + h̄)h̄Nc0i
{

c2
0
2 + (c2

0 + N4)2x
}

x tα

Γ(1+α)
− Nh̄c4

0
2

×
{{ c2

0
2 + 3(c2

0 + N4)2x
}
(1 + 2x)x + 4N4

c2
0

{ c2
0
2 + (c2

0 + N4)2x
}}

×3x t2αΓ(1+α)
Γ(1+2α)

+ h̄c2
0N5x

{
c2

0
2 + (c2

0 + N4)2x
}

t3αΓ(1+2α)
Γ(1+3α)

(15)

The convergence can be controlled by minimizing the square residual error

∆(h̄) =
∫

Ω

{
N

M

∑
i=0

χi(τ)

}2

dτ (16)

as M→ ∞, ∆(h̄)→ 0.
In the next section, we will focus on the comparative analysis of the numerical algo-

rithms that are suitable for image segmentation.

2.1. Two Algorithms for Image Segmentation

Various algorithms have been reported, reproduced and revisited over the past few
decades for medical image analysis, segmentation and exploration [6,13,34]. During this
research, two algorithms are compared for accuracy. The first algorithm was proposed
by Lei Tang et al. [35], where the researchers developed a machine vision-based weed
detection technique and demonstrated an idea of applying genetic algorithms to image
segmentation. A strategy of converting the RGB color model to the HSI color model for
processing was adapted. Hue–Saturation–Intensity (HSI) [36] is a common color model
that separates luminance components from color information and characterizes colors with
three basic feature quantities: hue, saturation and intensity [37]. In this color model, H
(Hue) is related to the frequency domain characteristics of light and is used to express
people’s feelings about different colors, and S (Saturation) represents the purity of the color.
Saturation is positively related to the vividness of the color. I (Intensity) corresponds to
the image brightness or image grayscale, indicating the brightness of the color. RGB color
space can be converted to HSI color space by the following Formulas (17)–(19):

H = cos−1

[
{(R− G) + (R− B)}/2√
(R− G)2 + (R− B)(G− B)

]
(17)

S = 1− 3
(R + G + B)

[min(R, G, B)] (18)

I =
1
3
(R + G + B) (19)
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In this algorithm, to simplify the threshold segmentation method, the distribution in
HSI space was examined.

The upper and lower boundaries of HSI are used as the total search space, and each
boundary has 256× 256 combinations, so there are 2566 combinations in total. The structure
of chromosomes is assigned as upper hue boundary, lower hue boundary, upper saturation
boundary, lower saturation boundary, upper and lower intensity boundary. The population
size is 48, the championship mode is used for selection, single-point crossover (crossover
probability: 0.8), mutation probability: 0.03. At the same time, constraints are added accord-
ing to the HSI model: all upper boundaries must be greater than their corresponding lower
boundaries; otherwise, the correction operation is performed. The fitness values are the
weighted values FB and FE of Seno and Senb.

This algorithm has three stopping conditions:

1. The parameter set is higher than the best fitness value of the predefined accep-
tance threshold;

2. The optimal fitness of the population fails to improve for five consecutive generations;
3. The number of iterations is greater than 100.

The results depict that GAHSI removes a certain number of pixels in low-saturation
and low-intensity areas, which means that there is an area in the HSI color space where
most plant pixels exist regardless of changes in lighting conditions.

In contrast, another clustering image segmentation algorithm based on genetic algo-
rithm [38] exists. The basic idea of clustering algorithm is as follows:

Suppose the sample set is to be divided into k categories [39].

1. At the beginning, randomly select k points from the sample set D = {X1, X2, ..., Xm}
as the initial clustering centers of the k categories;

2. In the ith iteration, for any sample point, find the distance to the k centers of the cluster,
and assign the sample point to the class of the cluster center with the shortest distance;

3. Use the genetic algorithm to update the cluster center of this class;
4. For all k cluster centers, if the value remains the same or the difference is small after

updating by the iterative method of 2, 3, the iteration ends; otherwise, the iteration
continues [40].

In this algorithm, four cluster centers are selected, and the genetic algorithm is per-
formed on these four cluster centers. In each generation, for any sample point, it is classified
to the nearest cluster center, and then, the cluster center is continuously updated through
the genetic algorithm. After continuous iteration, each pixel of the image is assigned to the
cluster center to achieve image segmentation [36].

Ultimately, both algorithms achieve image segmentation. Tang et al. compared
their algorithm with other clustering algorithms and found that the GAHSI algorithm
achieves comparable performance to methods based on clustering algorithms for image
segmentation, but GAHSI is more suitable for use in the context of the paper (i.e., under
different lighting conditions and weed image segmentation).

A comparison of both algorithms is presented in Figure 1 with the aid of flow charts.

2.2. Datasets

This paper will verify the segmentation effect of the two algorithms on medical images,
and then, it will compare and analyze the segmentation performance of the two algorithms
through the segmentation results. Therefore, it is necessary to select an appropriate medical
image dataset to obtain the comparison results smoothly. Two datasets are selected here;
one is the Kvasir-SEG dataset [41]. Polyps are precursors to colorectal cancer; therefore,
early automatic detection of more polyps plays a critical role in preventing and surviving
colorectal cancer. This was the main motivation for developing the polyp segmentation
dataset. The Kvasir-SEG dataset contains 1000 polyp images from Kvasir Dataset v2 and
their corresponding ground truth. The images contained in Kvasir-SEG vary in resolution
from 332 × 487 to 1920 × 1072 pixels.
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Figure 1. Schrodinger equation solutions to understand the evolution of quantum particles for
“terahertz tomography” application.

Next, the ISIC dataset [42,43], published by the International Skin Imaging Collabora-
tion (ISIC), as a large-scale dataset of dermoscopy images, was used to run the numerical
experiments. This dataset contains examples of both malignant and benign skin lesions.
Each example contains an image of the lesion, and segmenting the lesion and normal areas
in the skin will be of great benefit in judging the condition.

3. Results and Analysis
3.1. Results of Methods

The segmentation effects of the two algorithms are evaluated by applying them on
two selected datasets. During this process, 20 images were selected for each dataset for
validation. No random selection was taken here, but some images were specially selected
by manual browsing. In the Kvasir-SEG dataset, because some pictures have some texts that
record shooting information, and some of these texts directly overlap with the segmentation
target, which may have a certain impact on the segmentation results, a total of 20 of these
pictures were selected for use to verify the algorithm. In the ISIC dataset, the diseased
tissue of some pictures is occluded by human hair, which will also have a non-negligible
impact on the segmentation results. Therefore, five of the 20 pictures selected here are
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not occluded by hair, and the diseased tissue is completely exposed, while the rest of the
images, especially the diseased tissue, are occluded by hair.

In the process of verification, the original image is first processed by the algorithm that
needs to be verified to generate the segmentation result, and then, the result is compared
with the manually segmented images in the dataset, and the number of pixels different
from the pixel value of the manual segmentation result is calculated. Then, we calculate its
proportion in the whole picture to obtain the accuracy and error rate. After completing the
processing of 20 images of each dataset, we calculate the mean of its accuracy and error
rate and record it in the table.

The performance of the genetic algorithm-based clustering and segmentation algo-
rithm in the two datasets is shown in Table 1 and the schematic is presented in Figure 2. It
can be seen that its accuracy in the Kvasir-SEG dataset is only 78.52%. Figures 3 and 4
shows the segmentation result of one of the images. The left image is the original image
to be segmented, the middle image is the manually segmented reference image, and the
right image is the segmentation result. In the ISIC dataset, the accuracy rate is 86.89%. The
segmentation results of one of them are also shown in Figure 4. Then, after converting the
RGB images in the dataset to the HSI color model, image segmentation is performed. The
performance on the two datasets is shown in Table 2. Here, the same images as the cluster
segmentation algorithm are also selected for display (Figures 5 and 6), and these are used
to compare the differences.

Table 1. Clustering Segmentation Based on GA.

Dataset Accuracy Error

Kvasir-SEG 78.52% 21.48%
ISIC2018 86.89% 13.12%

Table 2. HSI Segmentation Based on GA.

Dataset Accuracy Error

Kvasir-SEG 81.27% 18.73%
ISIC2018 81.05% 19.75%

3.2. Result Analysis

For the GA-based clustering segmentation algorithm for the dataset Kvasir-SEG, the
shooting information has a certain influence on the segmentation effect.

On the other hand, while processing the dataset ISIC, the segmentation results showed
that the occlusion of hair has a serious impact on the results. The more serious the occlusion,
the worse the segmentation effect.

Next, with the aid of the second algorithm on the first dataset, the HSI-based image
segmentation algorithm, through the analysis of the results, it can be found that using the
HSI color model for image segmentation, in the Kvasir-SEG dataset, the average accuracy
rate is higher than that of cluster segmentation, but the area that should be the background
will still be incorrectly segmented.

However, in the ISIC dataset, although the average accuracy rate is lower than cluster
segmentation, from the segmentation results, the HSI color model weakens the influence of
hair on the pathological area, and the segmented area is closer to the mask, which is more
conducive to determining the actual situation of the disease.

Clustering statistics is presented in Table 1 and error analysis is presented in Table 2.
In general, by comparing the performance of the two algorithms on the two datasets,

it can be found that on the Kvasir-SEG dataset, the segmentation accuracy of the HSI-
based segmentation algorithm is slightly higher than that of the clustering segmentation
algorithm. However, according to the actual results of segmentation, the performance of
the two types of image segmentation algorithms is equivalent, and both can segment most
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of the polyps on the original image. On the ISIC dataset, the segmentation accuracy of
the clustering segmentation algorithm is better than that of the HSI-based segmentation
algorithm. From the segmentation results, most of the lesion areas can be segmented, while
the HSI-based segmentation technology has some lesions.

Even though the algorithms were designed for the segmentation of images, the two
algorithms differ greatly in “segmentation details”. The principle of the segmentation
algorithm based on clustering technology is simple, but from its performance on the ISIC
dataset, it is more susceptible to interference from other factors (the human hair in this
database), which shows that a disadvantage of clustering segmentation is that it does not
take into account the interaction between adjacent pixels [35]. The HSI-based segmentation
technology converts the RGB color model to HSI (as shown in Figures 7 and 8 respectively).

Figure 2. Left: The flow chart of the GA-clustering segmentation algorithm; right: the flow chart of
the GA-segmentation algorithm based on the RGB color model.

Figure 3. Segmentation results of the clustering algorithm. The left image is the original image, and
the right image is the segmented image.
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Figure 4. GA in Kvasir-SEG segmentation results. The left image is an original image of the Kvasir-
SEG dataset (curtsy of [42–44]), the middle image is a manually segmented mask for reference, and
the right image is a GA-based clustering algorithm.

Figure 5. Segmentation results of clustering segmentation based on GA in ISIC. The left image is an
original image of the ISIC dataset, the middle image is a manually segmented mask for reference,
and the right image is an image segmented using a GA-based clustering algorithm.

Figure 6. GA in Kvasir-SEG results. The left picture is an original image of the Kvasir-SEG dataset,
the middle picture is a manually segmented mask for reference, and the right picture is an image
segmented using the GA-based HSI.

Figure 7. HSI segmentation based on GA in ISIC results. The left picture is an original image of the
ISIC dataset, the middle picture is a manually segmented mask for reference, and the right picture is
an image segmented using the GA-based HSI algorithm.

Figure 8. A picture of the HSI color model. Images converted (from two datasets) from RGB to HSI.
The left image is the conversion result of the image displayed in the Kavsir-SEG dataset, and the right
image is the conversion result of the image displayed in the ISIC dataset.

4. Conclusions

This paper mainly introduces the importance of medical image segmentation in med-
ical image processing as well as the historical background of genetic algorithms and the
challenges faced by medical image processing technology today. The principles of the two
image segmentation techniques based on genetic algorithms are compared, and they are
applied to two medical image datasets, respectively. According to the numerical value
of the experimental results and the analysis of the output picture, the performance of the
genetic algorithm-based clustering segmentation, and the segmentation technology that
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converts the color model to HSI on two datasets, the segmentation effect of the two algo-
rithms is analyzed in detail. The segmentation effects of the two algorithms are equivalent.
The GA-based clustering algorithm has a simple principle, while the genetic segmenta-
tion algorithm that converts the image to the HSI color model handles the details of the
segmentation better. However, it can be seen that the effect of genetic algorithms on the
optimization of the algorithm is obvious. In the future, more genetic algorithms can be
introduced into medical image segmentation technology to optimize algorithm parameters,
thereby improving the applicability of the algorithm to different medical image datasets.
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