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Abstract: The quantity of network attacks and the harm from them is constantly increasing, so
the detection of these attacks is an urgent task in the information security field. In this paper, we
investigate an approach to building intrusion detection systems using a classifier based on fuzzy
rules. The process of creating a fuzzy classifier based on a given set of input and output data can
be presented as a solution to the problems of clustering, informative features selection, and the
parameters of the rule antecedents optimization. To solve these problems, the whale optimization
algorithm is used. The performance of algorithms for constructing a fuzzy classifier based on this
metaheuristic is estimated using the KDD Cup 1999 intrusion detection dataset. On average, the
resulting classifiers have a type I error of 0.92% and a type II error of 1.07%. The obtained results are
also compared with the results of other classifiers. The comparison shows the competitiveness of the
proposed method.

Keywords: intrusion detection; fuzzy classifier; clustering; feature selection; whale optimization
algorithm; KDD Cup 1999

1. Introduction

Along with the rapid development of information and communication technologies,
the number of attacks on systems is growing dramatically. Preventing attacks on systems
and ensuring data security has become one of the most critical requirements for both
individuals and various organizations [1]. An aggravating factor for network security is an
increase in the number of connected computers, which leads to more traffic, more security
attacks, more security breaches (by users and/or network administrators), and so on.
Intrusion Detection System (IDS) is one way to provide protection against network attacks.

IDS—software or hardware designed to detect the facts of unauthorized access to a
computer system or network or unauthorized management of them, mainly via the Internet.
IDS checks network traffic data in computer networks to detect malicious activities and is
required to notify if such activities are detected. Strategies for classifying network behavior
generally come in two categories: misuse detection and anomaly detection [2].

Misuse detection systems investigate network and system activity for known misuse
cases of computing resources using signature analysis algorithms. These methods are
designed to detect known attacks and are based on the monitoring of programs and data
in the information system and the reference verification of the sequence of symbols and
events in the network with the database of attack signatures. The advantage of these
methods is the negligible requirements for the computing resources of the information
system, the maintenance of high efficiency of the technological cycle of management, and
the reliability of the detection and analysis of attacks. The disadvantage of methods for
detecting incorrect behavior is the inability to detect new (modified) attacks without strict
formalization of network traffic keywords and updating the attack signature database.

Anomaly detection systems are based on building a model of user behavior that is
considered normal. This is achieved by using a combination of statistical methods or
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machine learning techniques to study network traffic. Detection of new attacks is more
successful with this approach: any detected deviant behavior is classified as a network
intrusion. However, normal behavior in a large and dynamic system is not well defined,
and it changes over time. This often leads to a considerable number of false positives.

Effectively detecting and separating anomalous data from normal data is a basic
requirement of modern intrusion detection systems [3]. The main task of any IDS is the
classification of network connections. This task is the most important and requires the
most computational resources compared to other IDS tasks, such as the data collection,
feature extraction, and report generation [4]. Therefore, the main component of IDS is the
classifier. However, datasets on network connections are usually imbalanced (for example,
the KDD Cup 1999 set). This complicates the process of constructing the classifier [5].

Today, various machine learning algorithms for constructing classifiers are gaining
popularity. Machine learning methods are widely used in various branches of science
and technology as the computing power of equipment increases, as well as the ability to
collect and store data. These methods enable systems to improve their efficiency with
experience [6].

There are a large number of classification algorithms from the machine learning field.
For example, the authors of [7] use a modified Support Vector Machine (SVM) method to
construct IDS. They use this method together with the SVM Principal Component Analysis
(KPCA) for feature selection and a Genetic Algorithm (GA) for optimizing the parameters
of the SVM classifier. Osareh and Shadgar [8] consider the application of Artificial Neural
Networks (ANN) and SVM separately for creating IDS. Kaja, Shaout, and Ma [9] built IDS
in two stages. The first stage corresponded to the decomposition of data into two clusters
using the K-means algorithm. This helped to predetermine the set of all attacks and the set
of all normal connections. In the second stage, various classifiers were used to adjust the
resulting clusters, such as Decision Trees (C 4.5 and Random Forest) and Naive Bayes (NB).

Haghnegahdar and Wang [10] proposed an intrusion detection model based on an
artificial neural network, which is trained with the Whale Optimization Algorithm (WOA).
WOA is applied to initialize and adjust the weight vector of the ANN to achieve the
minimum mean square error. Feature selection is integrated in the WOA-ANN classification
process. WOA-ANN performance is assessed using various standard metrics such as
accuracy, precision, recall, and F1 score.

One of the methods of machine learning is fuzzy systems, which is based on fuzzy
logic and fuzzy set theory. The purpose of this work is to develop a method for creating
IDS based on a fuzzy classifier with using whale optimization algorithm and to test the
performance of the resulting classifiers. The novelty of the work is the using of WOA to
create a fuzzy classifier for detecting network intrusions

The main contributions of this paper are as follows.

1. Algorithms for performing the stages of constructing a fuzzy classifier based on WOA
are presented:

• An algorithm for generating fuzzy rules of classifier using the K-means algorithm,
WOA, cluster validity index, and symmetric Gaussian membership function;

• An algorithm for selecting informative features for a fuzzy classifier using WOA
and a symmetric transformation function;

• An algorithm for tuning the parameters of a fuzzy classifier using a WOA algorithm.

2. The results of testing the performance of algorithms for constructing a fuzzy classifier
on the KDD Cup 1999 dataset are presented. This dataset contains information about
normal network connections and network attacks.

The article is organized as follows. Section 2 provides information about the problems
in constructing a fuzzy classifier and some methods for solving them from the literature.
Section 3 describes the methods and algorithms used in this paper to construct a fuzzy
classifier. Section 4 presents the results of experiments on the construction of a classifier for
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detecting network attacks. Section 5 is devoted to the analysis of these results. In the final
Section 6, the main conclusions of this work are presented.

2. Related Works
2.1. Fuzzy Classifier

In the feature space, fuzzy logic allows an object to belong to different classes at the
same time with some degree of belonging. This makes fuzzy logic an excellent choice for
modeling IDS, since the boundary between normal and abnormal network behavior is
not rigid.

The main advantage of the fuzzy classifier is the high interpretability of the created
rules, which increases the reliability of the classification and makes it easier to understand
the structure of the classifier. Therefore, the main component of the fuzzy classifier model
is the fuzzy rule base.

Using the approach of building on the basis of a table of input/output data, we can
form rules by using the algorithm for class extremes [11]. The number of rules generated
by this fuzzy algorithm is equal to the number of classes in the classified dataset. This
property is both an advantage and a disadvantage of the algorithm. The minimum number
of rules in a fuzzy classifier contributes to a better understanding of its operation and
reduces computational costs for its training. However, it is not always possible to obtain
the necessary classification accuracy based on the minimum number of rules. The second
approach to creating a rule base uses clustering methods (in particular, K-means), when all
instances of data from the observation table are grouped into clusters of arbitrary shape.
The number of rules generated by this method is equal to the number of clusters, that is
why such an algorithm should be able to build the (sub)optimal number of clusters.

A fuzzy IDS will use a hybrid strategy for determining network behavior. The fuzzy
classifier model is built on the basis of the table of input/output data (in our case, the table
contains a database of known connection signatures), and the fuzzy rules will correspond
to known classes. Nevertheless, due to the high interpretability of the fuzzy rules, the
classifier is able to detect unknown attacks without updating the information about the
attack signatures.

Alcala-Fdez et al. [12] propose a Fuzzy Association Rule-based Classification method
for High-Dimensional problems (FARC-HD). The method is used to obtain an accurate and
compact classifier based on fuzzy rules, and it maintains low computational costs at the
same time. This method is based on an improved weighted measure of relative accuracy,
which pre-selects the most suitable rules before the genetic post-processing procedure for
selecting rules and setting parameters.

Fazzolari et al. [13] present an evolutionary algorithm D-MOFARC, which performs
two processes: selection of rules from the original knowledge base of fuzzy classifiers
and tuning of the parameters of the selected rules. A fuzzy discretization algorithm was
designed to extract suitable granularities from the data (authors call “granularity” the
parameters that describe the partitions and the number of fuzzy sets of each variable) and
to create the fuzzy partitions that consist of the original database. To create an associative
knowledge base, the FARC-HD methods described in [12] were used. D-MOFARC allows to
obtain a set of solutions with different trade-offs between the accuracy and the compactness
of models.

The authors of [14] propose the integration of Multi-Objective Evolutionary Algorithm
(MOEA), i.e., the Pareto optimization algorithm, within a linguistic mining of the fuzzy
association rules of the FARC-HD algorithm, taken from [12]. The advantage of using
MOEA is related to the one-time optimization of various performance criteria of IDS (for
example, classification accuracy and F-measure). The purpose of this procedure is to
expand the search space and get some set of exact solutions, as in [13]. This way, the IDS
user can choose the most appropriate classification system for the current work context.

The authors of [5,15,16] propose a method for constructing a fuzzy-rule-based classifier
using the Gravity Search Algorithm (GSA). This article highlights three main stages of
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building a classifier: creation of a base of fuzzy rules, features selection, and optimization
of the rules’ parameters. At the first stage, the structure of the classifier is formed using
an algorithm based on class extremes. At the second stage, several subsets of features
are obtained according to the wrapper scheme based on the binary version of the GSA.
At the third stage, the parameters from the fuzzy rules are optimized using continuous
GSA. The performance of the classifier was tested on 26 real datasets from the KEEL
repository (knowledge extraction based on evolutionary learning). The results showed that
high-precision classifiers can be constructed with relatively few fuzzy rules and features.

The authors of [17] present the construction of a fuzzy classifier for detecting network
attacks on the KDD Cup 1999 dataset. Similar to the previous example [15], the construction
was performed using three algorithms: an algorithm based on class extremes for generating
rules, a Binary Harmonic Search (BHS) algorithm for selecting features for the classifier, and
a Differential Evolution (DE) algorithm for optimizing the rule parameters. The optimal
classifier obtained by this method gives a type I error of 1.21% and a type II error of 0.39%.
However, as in [15], it would be possible to achieve higher efficiency of the classifier here if
the clustering algorithm was used to generate the rules.

2.2. Clustering

Clustering (cluster analysis) is the task of grouping a set of objects into subsets (clus-
ters) in such a way that objects from one cluster are more similar to each other than to
objects from other clusters by some criterion. Let X be the set of objects, and Y be the set
of cluster identifiers (labels). On the set X, the function of the distance between objects ρ
(x, x′) is given. It is necessary to divide the set X into subsets (clusters), that is, to assign
a label yj ∈ Y to each object xi ∈ X in such a way that the objects within each cluster are
close relative to the metric ρ, and the objects from different clusters differ significantly [18].

It is possible to cluster not only the data “object-label”, but also structures, which are
represented as a network or graph. The topology of such a network is characterized by
the clustering coefficient. The authors of [19] investigate the properties of the clustering
coefficient of various networks types. Shang [20] considers hybrid dynamic networks,
which are consisting of agents with discrete and continuous time.

In contrast to classification, the clustering task refers to “learning without a teacher”:
the system is spontaneously trained to perform the task without intervention from the
experimenter and without knowledge of the output data. However, the solution to the
clustering problem is objectively ambiguous: firstly, there is no unambiguous criterion
for the quality of clustering, secondly, the result of clustering significantly depends on the
metric that determines the distance between objects, and thirdly, the number of clusters is
unknown in advance and is selected according to subjective criteria [21].

Clustering algorithms are classified into three main categories: hierarchical, fuzzy,
and partitioned (crisp) [22]. Hierarchical algorithms represent clusters as a tree structure.
However, they show low performance when they separate overlapping clusters: if already
assigned to a given cluster, elements cannot move to other clusters during the clustering
procedure. In the fuzzy approach, each element of the dataset belongs to each cluster with
some degree of membership; it is convenient if the clusters overlap with each other, but
gives low-quality results if the clusters have different variance over different dimensions of
the elements. An example of a fuzzy clustering algorithm is Fuzzy C-Means (FCM) [23].
Crisp clustering algorithm divides a dataset into several groups using a certain criterion.
These algorithms are the most common, because they perform clustering of large datasets
faster than others do [24].

Clustering methods can be used when data groups (classes) are unknown in advance.
Since the number of types of network attacks is growing and information about all possible
attacks is not available, the clustering approach is used to create a primary IDS model of
the anomaly detection type. With respect to the fuzzy classifier, we are talking about the
generation of a base of fuzzy rules using clustering.
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Wang et al. [25] use a new clustering algorithm called Affinity Propagation (AP) and its
extension in streaming environments to build IDS on KDD Cup 1999 dataset. AP does not
require prior determination of the number of clusters, and this is an important advantage
for autonomous intrusion detection.

Porto-Dıaz et al. [26] present an approach FVQIT (Frontier Vector Quantization using
Information Theory), which is based on the information theory. It uses a modified clus-
tering algorithm to divide the feature space into several clusters; the classification task
is performed independently in each cluster. The FVQIT method is used in combination
with discretization algorithms such as Proportional K-Interval Discretization (PKID) and
Entropy Minimization of Discretization (EMD), and feature selection methods such as
consistency-based filter and INTERACT.

2.3. Feature Selection

Usually, while constructing classifiers, the quality of features is additionally reduced.
This is required to reduce the risk of overfitting and improve the quality of classification.
One of the procedures for reducing the features of objects is the procedure for selecting
informative features. The task of feature selection is to search for a given set of significant
features. That means it is necessary to find a subset of features that does not lead to a
significant loss of information about the object that allows it to be classified. The solution
is represented as a vector S = (s1, s2, ...sd), where d is the initial number of features in the
dataset; if si= 0, that means feature i is not used when classifying the object, and if si= 1,
that means the classifier uses feature i [5].

There are two main feature selection schemes. The filter type scheme is universal
and has less computational complexity, because it is applied to dataset and does not use
any intelligent analysis algorithm (in particular, a classifier) [27]. The selection algorithm
“filters” a set of features by certain metrics, such as entropy or mutual information. “Filter”
uses only the data from the input/output data table, and then provides the classifier with
the found solution. The consistency-based filter and INTERACT methods mentioned in
Section 2.2 are executed according to this scheme.

The wrapper-type scheme implies the participation of the classifier in the selection
process [28]. The feature selection algorithm, during its execution, defines a subset of
features for the classifier at each iteration and adjusts it depending on the accuracy of the
classifier. This scheme is computationally expensive, but it is more efficient, because the set
of features is selected to a specific classifier model, rather than to the dataset.

Vijayanand and Devaraj [29] proposed a wrapper-based feature selection approach for
IDS using the modified WOA. It was enhanced by the crossover and mutation operators
from the GA. The SVM was used as a classifier that helps to select the informative features
of IDS. Unfortunately, the authors did not indicate how specifically WOA was applied to
feature selection.

3. Materials and Methods
3.1. Description of Fuzzy Classifier

The basic idea of a fuzzy classifier is to describe each intended class with a fuzzy
“IF–THEN” rule. The dimension of the rule is determined by the dimension of the data
space under study. Each rule contains a statement about the values of the input variables
and defines the value of the output variable as a class label. Class k is defined by a fuzzy
rule of the following form [15]:

IFs1 ∧ x1 = A1kANDs2 ∧ x2 = A2kAND...ANDsd ∧ xd = AdkTHENclass = ck,

where S = (s1, s2, ...sd) is the binary vector whose elements indicate the presence or absence
of the l-th feature of objects for the classifier; x = (x1, x2, ..., xd) is the feature vector of some
classified object x; Alk is the fuzzy term that characterizes the l-th feature in the k-th rule,
k = 1, K; K is the number of rules that match the number of classes in the system under
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consideration; ck is the label of the k-th class. During the fuzzy classification process, an
object belongs to each class with a certain degree of membership; it is calculated as follows:

βk =
d

∏
l=1

Alk(xl).

In the present paper, the class label is assigned to an object according to the “winner-
takes-all” principle, so the output of the classifier is the class label, which is defined
as follows:

class = ck∗ , k∗ = arg(maxβk).

Thus, a fuzzy classifier can be represented as a function c = f (xi, P∗), where xi is the
feature vector of the i-th object, and P∗ is the vector of parameters of a fuzzy classifier. P∗

is composed of all parameters of all fuzzy rules.
A single function is defined on a set of data instances (xi, ci), i = 1, N:

delta(i, P∗) =
{

1, i f ci = f (xi, P∗)
0, else

.

The numerical criterion of classification quality (classification accuracy) is expressed
as follows:

Acc(P∗) =

N
∑

i=1
delta(i, P∗)

N
. (1)

The process of building a fuzzy classifier in this paper is similar to the one used
in [15]. It consists of three sequential stages. The first step is to generate a database of
fuzzy rules. The goal of the first step is to create a model of the classifier in the first (rude)
approximation. The second step is the informative features selection for the classifier. The
goal of the second step is to get rid of superfluous and insignificant features. The third
step is to optimize the parameters of the fuzzy classifier. The goal of the third step is to
fine-tune the classifier to achieve even greater classification accuracy.

The implementation of each step in the building of a fuzzy classifier is reduced
to solving the optimization problem. Thus, metaheuristic algorithms can be used to
perform these steps. These are stochastic optimization algorithms based on any natural
phenomena [30]. In this paper, we consider the use of the whale optimization algorithm.

3.2. Description of WOA

WOA is a swarm intelligence algorithm based on the swarm behavior of humpback
whales. Two behavioral mechanisms are used to simulate the movement of individuals
(whales) in space. They update the individual position vector for each iteration. One
mechanism is the narrowing of the prey environment. The other is the construction of a
spiral bubble network to attack the prey. The first mechanism is the implementation of the
stage of diversification. The second is the stage of intensification, in which the individuals
tend to the optimum, moving along a spiral trajectory [30].

WOA execution sequence consists of the following steps. At the beginning, the
population of individuals (i.e., solutions) is randomly initialized, and the best of them
is determined. Then, at each iteration, all available solutions are adjusted according to
behavioral mechanisms. The first mechanism is mainly used at the initial iterations. The
second mechanism is used at the latest iterations. The best solution is determined at the
end of the iterations. The result of the metaheuristics is the best solution found for the
entire worktime of the algorithm. In addition, metaheuristics give a corresponding value
of the fitness function.
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3.3. Algorithms for Constructing a Fuzzy Classifier Based on WOA
3.3.1. Fuzzy Rules Generation Algorithm

As shown in Section 2.2, clustering algorithms are used to build IDS models that can
detect unknown types of attacks. So, in this paper, the first stage of constructing a fuzzy
classifier is performed using a clustering algorithm. In order for a metaheuristic such as
WOA to solve a clustering problem, we need to combine metaheuristic execution with the
execution of some clustering algorithm.

The K-means algorithm is the most common clustering algorithm [31]. This algorithm
groups objects based on the values of their features into K disjoint clusters; they are
represented in the algorithm by their centroids (points in the feature space near which data
instances are grouped) [32,33].

The algorithm seeks to minimize the total dispersion of clusters points relative to
clusters centroids:

K

∑
k=1

∑
xi∈Ck

‖xi −Ck‖
2 → min, i = 1, N, k = 1, K, (2)

where xi = (xi1, ..., xid) is the i-th data instance (from the observation table), which is
represented by a point in the d-dimensional real feature space; Ck is centroid coordinates of
k-th cluster; ‖•‖ denotes the metric, which is used to determine the distance between the
instance and the centroid (usually the Euclidean distance is used as the metric); N is the
number of instances in the dataset; K is the number of clusters.

The main idea of the algorithm is as follows: at each iteration, the instances are
divided into clusters according to which of the new centroids was closer by the chosen
metric (at the first iteration, the coordinates of the centroids are randomly generated). Then,
the coordinates of the centroids are recalculated for each cluster, whose composition was
determined in the previous step:

Ck = ∑
xi∈Ck

xi/|Ck|, (3)

where |Ck| is the number of instances in k-th cluster. After executing (3), the iteration of the
K-means algorithm ends. The algorithm terminates when there is no change in the distance
in the current iteration.

The K-means algorithm is simple to implement and efficient for large datasets in terms
of runtime. However, the algorithm has a few disadvantages: firstly, the number of clusters
must be determined in advance; secondly, the result depends on the choice of the initial
cluster centers, and their optimal choice is unknown; thirdly, it is not guaranteed to achieve
the global minimum of the fitness function, but only one of the local minima.

To overcome the last two disadvantages of the K-means algorithm and to improve
the clustering process itself, researchers create hybrid algorithms: they combine K-means
with metaheuristics [34]. The first method is called “object–cluster association” [35]. Each
solution to the clustering problem is shown through a matrix N×K whose elements contain
integer or binary values; representation of the integer values depends on the metaheuristics
and the optimization criterion. This approach was used in clustering based on evolutionary
algorithms (in particular, genetic). However, it leads to two major drawbacks: the high
cost of storage data and computation (especially for clustering large datasets) and the
redundancy of information that the solution has.

The second method is the most common and better than the first one in terms of
computational complexity: the solution is represented as a real vector, which contains the
coordinates of the cluster centroids [36]. The solution Pj, j = 1, J, where J is the population
size (the number of individuals), will represent the following vector:

Pj =
(

Cj
1, ..., Cj

K

)
, Cj

k =
(

Cj
k1, ..., Cj

kd

)
, (4)
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where Cj
kl is the l-th coordinate of k-th centroid in d-dimensional feature space as part of

the j-th vector of the individual position, l = 1, d.
The third method also uses centroids. However, here the solution to the clustering

problem consists of all the individuals (rather than one individual): each individual is
represented as one cluster centroid. The size of individual position vector Pj coincides with
the number of dimensions d, and the population size is equal to the number of clusters [37].
This method requires less memory and less calculation time compared to the first one. Its
potential problem is that it cannot take full advantage, which is provided by the second
method, namely, the parallel search for a solution by several agents. Therefore, in this
paper, we use the second method of presenting the solution to the clustering problem in
our hybrid clustering algorithm.

The original K-means algorithm does not allow working with empty clusters [33].
To ensure that clustering by K-means, which is combined with metaheuristic algorithm,
does not break down, we can use various methods to determine the cluster artificially. For
example, it is possible to regenerate the corresponding centroid randomly, or to replace it
with a point corresponding to the data instance.

In this paper, the hybrid clustering algorithm is a combination of K-means and WOA.
The iteration of such an algorithm consists of execution one iteration of the WOA, and then
one iteration of the K-means. The fitness function will be the variance (2), and the solution
Pj will be represented as a vector (4).

The developed clustering algorithm based on K-means and WOA is presented as the
following sequence of steps:

Step 1. Initialize the individuals position vectors Pj in the representation format (4)
randomly in the feature space.

Step 2. For each j-th solution, calculate the distance using the Euclidean metric
between each data instance xi and each centroid Ck extracted from the solution vector Pj
and assign each data instance to the nearest center.

Step 3. For each j-th solution, adjust the coordinates of the cluster centroids accord-
ing to the Equation (3), then calculate the value of the fitness function (2) and save the
best solution.

Step 4. Execute one iteration of the WOA over the entire population P of individuals.
Step 5. Perform Step 2.
Step 6. Perform Step 3.
Step 7. If the maximum number of iterations of the WOA is reached, go to step 8;

otherwise, increase the value of the iteration counter t by one and go to step 4.
Step 8. Output the best solution found during the operation of the algorithm.
A pseudo-code of the developed clustering algorithm is shown in Algorithm 1.
The obtained coordinates of the centroids make it possible to determine the composi-

tion of the clusters. Each formed cluster corresponds to one fuzzy rule. The parameters of
the resulting clusters become the parameters of the fuzzy rules; these parameters make up
the vector P∗. In this paper, the fuzzy classifier uses the symmetric Gaussian function as the
membership function Alk, so the parameters of the rules are the mathematical expectation
of the cluster (cluster centroid) and the standard deviation of the cluster instances for
each feature.

However, the first disadvantage of the K-means algorithm (the number of clusters
must be determined in advance) does not allow it to split the data into the optimal number
of clusters: before applying the K-means algorithm, the parameter K is arbitrarily set from
the outside by the experimenter. Here, optimal means the number of clusters are equal
to the number of classes, into which the data instances are actually divided. The formed
clusters correspond to the original classes in the case where K is optimal. The disadvantage
becomes more important in real-world applications of clustering algorithms, when it is
necessary to divide data instances into clusters and original classes are unknown (their
number is unknown). In such cases, it is not always clear which value of K should be
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chosen in order to allow the resulting clusters (fuzzy rules) to classify objects with high
accuracy. Therefore, this algorithm cannot determine the number of fuzzy classifier rules.

Algorithm 1 The clustering algorithm based on K-means and WOA

Input: X (the set of objects); K; J; MaxIter (maximum number of iterations)
Output: the coordinates of K centroids Ck taken from the best solution Pclustering
begin
Randomly initialize the individuals positions Pj, j = 1, J, as the vector (4)
begin K-means iteration
for j ←1 to J do
for i ←1 to N do
for k ←1 to K do
Calculate the distance using the Euclidean metric between xi and centroid Cj

k
end for
Assign xi to the nearest cluster center Cj

k
end for
for k ←1 to K do
if (Cj

k is not empty)

Adjust the coordinates of the centroids Cj
k according to the Equation (3)

else
Define Cj

k as a randomly selected data instance xi from X
end if
end for
Calculate the fitness of Pj using Equation (2)
end for
end K-means iteration
Determine and memorize the best solution Pclustering among all individuals Pj
while (t < MaxIter)
Execute one iteration of the WOA over the entire population P
Execute K-means iteration (given above)
Update Pclustering if there is a better solution
t= t + 1
end while
end

To determine the optimal number of clusters, we can calculate the value of the cluster
validity index (or criterion) using the clustering results. The index is quality assessment of
the clustering, which was executed at a given K: indexes are used not only to implement
the clustering process, but also to determine the optimal number of clusters based on the
results of clustering. The variance (1), in fact, is also one of the validity indices.

Since there is no best criterion for the quality of clustering, the construction of the
optimal number of clusters and, as a result, the efficiency of the algorithm for forming the
fuzzy rule base will depend on the validity index. Therefore, before implementing and
testing the fuzzy rules base generation algorithm, it is necessary to determine the index,
which will be used in it.

The validity criteria are divided into external and internal. The external indexes use
preliminary information about the dataset to evaluate the result: the number of classes
and what class the data instances belong to actually; they are used to select the best
clustering results for a particular dataset [38]. The internal indexes use only information
about the centroids and the composition of the found clusters; using this information, the
indexes define the compactness of the clusters and the separability of the clusters from
each other [39]. This advantage allows the algorithm to use them to determine the optimal
number of fuzzy classifier rules.

In this paper, the Calinski–Harabasz index (CH) serves as a criterion of clustering
quality [40]. The compactness value is based on the distance from the cluster points to their
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centroids, and the separability value is based on the distance from the cluster centroids to
the global centroid:

CH =
N − K
K− 1

K
∑

k=1
|Ck|‖Ck − X‖

K
∑

k=1
∑

xi∈Ck

‖xi ∑ Ck‖2
, (5)

where N is the number of instances in the dataset, and X is the centroid coordinates, which
are calculated for the instances of the entire dataset. The maximum index value indicates
the optimal number of clusters.

The solution to the problem of forming the fuzzy classifier rule base is reduced to
the solution to the problem of constructing the (sub)optimal number of clusters. In order
to solve this problem using the K-means algorithm, the following algorithm is proposed,
based on the work of [41].

Step 1. Perform dataset preprocessing: normalize the features values of the data
instances.

Step 2. Set the parameter K = 2—the number of clusters to divide the data into.
Step 3. Perform the previously described data clustering algorithm based on the

K-means and WOA algorithms.
Step 4. Using the information about the formed clusters (such as the composition of

the clusters and the coordinates of the cluster centroids), define the value of the validity
index to assess the quality of the performed clustering; in this paper, the criterion (5)
is used.

Step 5. After calculating the criterion, check whether K is equal to the maximum
value. The maximum value of the parameter K is selected based on the characteristics of
the classified dataset. If yes, go to step 6. Otherwise, increase the value of K by 1, and then
go to step 3.

Step 6. After evaluating the clustering quality at the maximum K, compare the index
values obtained at different values of the parameter K. The best value of the clustering qual-
ity index corresponds to the value of the K, which shows the optimal number of clusters.

Step 7. Generate fuzzy rules in an amount equal to the optimal number of built clusters
(this number was found in the previous step). Each rule must correspond to one of the
optimal clusters. The cluster parameters (mathematical expectation and standard deviation)
become the rule parameters. The class label in the rule is determined by the majority
principle: which class has the largest number of instances in the cluster corresponding to
this rule, this class is set.

A pseudo-code of the developed fuzzy rule base generation algorithm is shown in
Algorithm 2.

3.3.2. Feature Selection Algorithm

The next stage of the construction consists in informative features selection for the
fuzzy classifier, whose structure was obtained at the previous stage. The original WOA
searches for the optimum of the fitness function in the continuous search space; the
solutions of the WOA are represented by a vector of real numbers. In order to get a solution
in the form of a binary vector S, it is necessary to force metaheuristic to search for the
optimum in the binary space, i.e., to perform binarization of the metaheuristic.

The authors of [42] investigate the performance of three versions of the binary WOA
for feature selection using the wrapper scheme for the k Nearest Neighbor (k-NN) classifier.
These algorithms use WOA in conjunction with mechanisms taken from GA: “Tournament”
(WOA-T), “Roulette” (WOA-R), and Crossover and Mutation operators (WOA-CM). All of
these approaches allow the metaheuristic algorithm to move from continuous values to
binary values.
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Algorithm 2 The fuzzy rules generation algorithm

Input: X; Y (set of labels); MaxClass (maximum number of classes)
Output: base, which are consisting of K fuzzy rules
begin
Normalize the features values of the data instances from X
for K ←2 to MaxClass do
Perform the clustering algorithm based on the K-means and WOA: Algorithm 1
Define the value of the validity index CH(K) using the equation (5)
Memorize the received index value CH(K) and the found centroids
end for
Determine the best found value of the quality index CH(K) (the maximum value of CH)
Define the optimal number of clusters K that is corresponding to the best CH(K) value
for k ←1 to K do
Define the mathematical expectation and stand. dev. of the k-th optimal cluster
Determine class label from Y set for the k-th optimal cluster by the majority principle
Generate the k-th fuzzy “IF-THEN” type rule using the found antecedents and consequent
end for
end

However, the application of the transfer function is a simpler approach to WOA
binarization. The simplicity of using this approach is that the metaheuristic’s progress
changes minimally. Such feature selection algorithm will be performed according to the
wrapper scheme: the fitness function will be the classification accuracy (1) for a given set of
features. The authors of [43,44] propose works about the WOA binarization for the feature
selection using asymmetric and symmetric transfer functions and test their performance
for k-NN classifier.

In this paper, the transfer function T(x) is the modulus of the error function [45]:

T(x) =
∣∣∣∣er f

(√
π

2
x
)∣∣∣∣. (6)

Function (6) has a symmetric V-shape (Figure 1). This function has a narrower transi-
tion region (in other words, steeper descents) compared to other V-shaped functions, such
as the hyperbolic tangent modulus [44] and the arctangent modulus [15].

Figure 1. Graph of the V-shaped symmetric transfer function (6).
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If the binary optimization algorithm uses a V-shaped function T(x), then the update of
the binary position vector of the j-th particle Sj at iteration t + 1 should be as follows:

Sji(t + 1) =
{

1− Sji(t), if rand < T
(

Pji(t + 1)
)

Sji(t), if rand ≥ T
(

Pji(t + 1)
) , j = 1, J, i = 1, d, (7)

where Sji(t) is the i-th element of the binary position vector of the j-th individual in the
previous iteration t; rand is a random number from the interval [0;1); Pji(t + 1) is the i-th
element of the real position vector of the j-th individual at the current iteration t + 1; d is
the number of the feature space dimension.

In Equation (7), the element of the real position vector is used as the real argument of
the transfer function. However, there is no contradiction here, since the following approach
is adopted in this paper: after finding the value of the fitness function (classification
accuracy) on a certain solution Sj, the values of all elements of the binary vector Sj (which
is consisting of zeros and ones) are transferred to the corresponding vectors Pj. Thus,
binary values are interpreted as real values, and the operations of the WOA are executed
on the real elements of vectors Pj. After performing the WOA procedures, the real values
of the vectors Pj according to Equations (6) and (7) are used to obtain the binary elements
of the vectors Sj. This approach is used to force the elements of the position vector to take
values that are in the transition zone of the transfer function.

As can be seen from formula (7), the V-shaped function for each binary element
determines the condition under which its value will change to the opposite. If the real
element value of the position vector Pji, that corresponds to the binary element Sji, is small
enough, then Sji does not change its value. At the same time, if the value Pji is high enough,
then the individual must make a “significant” movement in the space, changing the value
of the Sji to the opposite. The S-shaped function, in contrast to the V-shaped, defines the
conditions for the element Sji to accept the zero and one values [46].

In the traditional version of the transfer functions, the argument of these functions is
the real value of the velocity vector element [46] instead of the position vector, as described
in (7). The use of the position vector is acceptable [45] and is justified by the fact that the
WOA does not have an operation for calculating the velocity vector.

Therefore, the feature selection algorithm for a fuzzy classifier based on WOA is
reduced to the following sequence of steps:

Step 1. Initialize the binary position vectors Sj of population’s individuals randomly.
Step 2. On each j-th solution, find the value of the fitness function, i.e., the classification

accuracy (specify to a fuzzy classifier with an already formed database the features, which
are used for classification, from j-th solution), and determine the best solution among all
individuals of the population.

Step 3. Determine the real position vectors Pj by copying the elements from Sj to Pj.
Ones and zeros as part of the solution vectors Pj become real numbers.

Step 4. Update the position vectors Pj of the population’s individuals by executing
one iteration of the continuous WOA.

Step 5. For each position vector Pj, check whether any real element Pji(t + 1) of this
vector does not extend beyond the transfer function domain, which must correspond to
the transition zone of the function. To indicate the limits of the transition zone, accept the
following domain of the transfer function: Pji(t + 1) ∈ [−6; 6]. If such an element is found,
it is necessary to replace it with the value of the nearest boundary of the domain (minus six
or six).

Step 6. Using the real values of the vectors Pj elements, determine the new binary
values of the vectors Sj elements in accordance with the rule of changing the value of the
binary element (7). After determining the vectors Sj, find the best binary solution (to do
this, check the accuracy of the classification for all solutions Sj).

Step 7. If the number of iterations t of the algorithm has not reached the maximum, go
to step 3, otherwise go to step 8.
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Step 8. Output the best binary solution, which was found during the execution of the
algorithm, and the corresponding value of the fitness function (classification accuracy).

A pseudo-code of the developed feature selection algorithm for fuzzy classifier is
shown in Algorithm 3.

Algorithm 3 The feature selection algorithm based on WOA

Input: train data; J; MaxIter (maximum number of iterations)
Output: the best solution vector S that indicates the subset of informative features
begin
Initialize the binary individuals positions vectors Sj =

(
sj1, sj2, ...sjd

)
, j = 1, J randomly

Calculate the fitness (1) of each binary solution Sj
Determine and memorize the best solution S among all individuals Sj
while (t < MaxIter)
Determine the real position vectors Pj by copying the elements from Sj to Pj
Update the position vectors Pj by executing one iteration of the continuous WOA
Check if any solution Pj goes beyond the search space and amend it if necessary
Determine the new binary values of the vectors Sj elements using the Equations (7) and (6)
Calculate the fitness (1) of each update binary solution Sj
Update S if there is a better solution
t = t + 1
end while
end

3.3.3. Algorithm for Optimizing Parameters of Fuzzy Classifier

At the last stage of building, a fine-tuning of the classifier is performed: the values of
the fuzzy rules’ parameters (mathematical expectations and standard deviations of clusters)
related only to the selected features are adjusted to achieve even greater classification
accuracy. The solution is represented as a vector P∗, which contains all the parameters for
the selected features from all the fuzzy rules. To optimize the parameter values (the vector
P∗ elements), we can apply WOA without any changes.

Thus, the three stages of constructing a fuzzy classifier, which is the main component
of IDS, correspond to the implementation of three algorithms based on WOA: the optimal
number of clusters construction algorithm, a features selection algorithm according to the
wrapper scheme, and a continuous algorithm for optimizing parameters of fuzzy classifier.
Figure 2 explains the workflow of a fuzzy classifier building process, which is considered
in this article.
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Figure 2. The flowchart of creating a fuzzy classifier process.

4. Results

The performance of the fuzzy classifier constructed using the three above-described
algorithms was evaluated on a dataset KDD Cup 1999. This dataset contains information
about different network connections; the dataset was taken from the KEEL repository (the
reference is provided at the end of the article). The choice of this dataset is conditioned
by the fact that it is a generally recognized means of testing various approaches to the
construction of IDS, and this dataset is often used to compare the effectiveness of classifiers
of various types.
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Table 1 describes the features that are defined in the original KDD Cup 1999 dataset.
Forty-one features describe each instance (network connections) of the original dataset,
and the instances are divided into twenty-two classes of network attacks and one class
of normal connections. There are 494,020 instances in the KDD Cup 1999 dataset. It was
decided to truncate the second (protocol_type, Atr-1), third (service, Atr-2), and fourth
(flag, Atr-3) categorical features from original dataset to facilitate the process of calculations
during the experiment. In addition, only two classes were defined in this dataset: network
attacks and normal connections. These simplifications are acceptable because the KDD
Cup 1999 is characterized by an imbalance (the quantity of data instances of one class is
not comparable to the quantity of instances of another).

Table 1. Features defined in KDD Cup 1999 dataset.

Feature Group Feature Names and Numbers (the Number Is Shown in Round Brackets)

TCP features duration (1), protocol_type (2), service (3), flag (4), src_bytes (5), dst_bytes (6), land (7),
wrong_fragment (8), urgent (9)

Features of connecting to a domain
hot (10), num _failed_logins (11), logged_in (12), num_compromised (13), root_shell (14),

su_attempted (15), num_root (16), num_file_creations (17), num_shells (18), num_access_files (19),
num_outbound_cmds (20), is_hot_login (21), is_guest_login (22)

Features received in the two-second interval

count(23), srv_count (24), serror_rate (25), srv_serror_rate (26), rerror_rate (27), srv_rerror_rate (28),
same_srv_rate (29), diff_srv_rate (30), srv_diff_host_rate (31), dst_host_count (32),

dst_host_srv_count (33), dst_host_same_srv_rate (34), dst_host_diff_srv_rate
(35),dst_host_same_src_port_rate (36), dst_host_srv_diff_host_rate (37),

dst_host_serror_rate (38), dst_host_srv_serror_rate (39),
dst_host_rerror_rate (40), dst_host_srv_rerror_rate (41)

The maximum number of clusters in the experiment was equal to the actual number
of clusters multiplied by five (i.e., ten clusters). The experiment was performed according
to the fivefold cross-validation scheme; the number of runs was three.

The experiments was conducted using the Microsoft Visual Studio 2017 on a single
personal computer with the Windows 10 operating system (1.8 GHz Intel Core i7-4500U
CPU and 6 GB RAM).

Table 2 shows the results of constructing the fuzzy classifier on subsamples of the KDD
Cup 1999 dataset as an example of a gradually improvement of classification accuracy. In
addition, here are the values of the type I and II errors (false positives and false negatives)
and execution time of classifier construction algorithms.

Table 3 contains the average performance of the fuzzy classifier, which was built
using the proposed algorithms, in comparison to the following classification methods: the
fuzzy classifier based on BHS and DE algorithms [17]; the Gaussian Process method (GP-
mt) [47]; the Multi-Layer Perceptron (MLP) neural network method [48]; the combination
of Classification based on Predictive Association Rules method (CPAR) and MLP neural
network (CPAR/MLP) [48]; the methods PKID + Cons + FVQIT and EMD + Cons + FVQIT
based on information theory (“Cons” means Consistency-based filter) [26]; the k-NN
method [25]; the AP clustering method [25]. Each of these classifiers was built on the KDD
Cup 1999 dataset. The Table 2 shows average results only obtained on the test samples.
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Table 2. Examples of gradually construction of the fuzzy classifier based on KDD Cup 1999 dataset using WOA.

Creating Fuzzy Rules Membership Function: Gaussian Function (Two Parameters: the Expected Value and Standard Deviation); Population Size: 50; Number of Iterations: 250; Generated up to
10 Clusters; Actual Number of Classes: 2 (Attacks and Normal Connections).

Number of generated rules 7 6 4 3 9 7
Accuracy (tran.), % 98.750 98.600 98.100 91.975 98.825 97.950
Accuracy (test.), % 98.200 98.400 98.000 92.500 98.300 97.600

Computational time, s 8275 8628 8832 8453 8344 8918

Feature Selection Population size: 30; quantity of iterations: 100.

Number of selected features 9 7 9 5 6 3
Solution vector (feature numbers

according to KEEL) 5, 6, 8, 11, 13, 16, 28, 34, 38 6, 7, 22, 25, 34, 40, 41 1, 11, 13, 21, 29, 31, 32, 36, 37 1, 5, 18, 32, 36 6, 14, 23, 26, 37, 40 6, 29, 36

Accuracy (tran.), % 99.150 99.300 98.825 98.550 99.125 99.050
Accuracy (test.), % 99.200 99.500 98.500 98.400 99.000 98.700

Type I errors(tran.), % 1.525 0.762 0.508 1.525 0.254 1.525
Type I errors(test.), % 0.000 0.000 1.523 1.523 0.000 2.030

Type II errors(tran.), % 0.685 0.685 1.338 1.432 1.027 0.809
Type II errors(test.), % 0.996 0.623 1.494 1.619 1.245 1.121
Computational time, s 119 108 94 106 91 92

Fine-tuning the fuzzy classifier Population size: 30; quantity of iterations: 500.

Accuracy (tran.), % 99.325 99.300 98.875 98.725 99.400 99.050
Accuracy (test.), % 99.100 99.500 98.600 98.500 99.300 98.700

Type I errors(tran.), % 0.762 0.762 0.508 0.254 0.254 1.525
Type I errors(test.), % 0.000 0.000 1.015 0.508 0.000 2.030

Type II errors(tran.), % 0.656 0.685 1.276 1.525 0.685 0.809
Type II errors(test.), % 1.121 0.623 1.494 1.743 0.872 1.121
Computational time, s 817 763 590 364 841 658
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Table 3. Average performance values of analogs of network attack classifiers.

Classifier Type I Errors (Test), % Type II Errors (Test), % Number of Selected Features

Fuzzy Classifier + WOA (proposed method) 0.92 1.07 8.4
Fuzzy Classifier + BHS + DE 1.21 0.39 10

GP-mt 2.00 0.07 41
MLP 1.49 5.29 16

CPAR/MLP 1.58 4.86 16
PKID + Cons + FVQIT 7.27 0.48 6
EMD + Cons + FVQIT 5.5 1.54 7

k-NN 1.22 1.6 41
AP 1.01 1.6 41

5. Discussion

The results of building the fuzzy classifier for detecting network attacks using the
developed algorithms on the KDD Cup dataset, such as classification accuracy and type
I and II errors, show that the created classifiers can be used in IDS to determine the
legitimacy of network traffic, and their performance is at the level of known analogs. High
classification accuracy is achieved mainly due to the first and second stages of construction,
namely, due to the use of symmetric functions: the membership Gaussian function and the
V-shaped transfer function.

The number of rules according to the results of the fuzzy rules generation algorithm
based on WOA is more than the original number of classes (there were two classes in total:
attacks and normal connections). Increasing the number of rules is related to the used
dataset: uneven distribution of this data and the difficulty of defining the boundaries of
decision-making between normal and abnormal behavior in the network bowed to the
formation of the fuzzy rules with the same class labels and different interpretation at the
same time. At the second stage of construction, the feature selection algorithm significantly
reduces the set of used features: on average, the algorithm leaves eight-and-four-tenths
features instead of thirty-eight. The fuzzy classifier parameters optimization algorithm at
the third stage of building does not significantly affect the increase of classification accuracy:
it is difficult for the WOA to find the optimum in the search space with a relatively large
dimension and a small number of iterations.

The building of a fuzzy classifier using the KDD Cup 1999 dataset shows the com-
putational time of the WOA-based fuzzy classifier parameters optimization algorithm is
natural. The more complex the fuzzy system turns out to be (the more rules and selected
features), the longer the execution of this algorithm takes. The computational time values
of the other two WOA-based algorithms (fuzzy rules generation and feature selection)
do not form any regularity. These algorithms always run in the original d-dimensional
search space. Therefore, their execution time depends on how quickly they converged to
the optimum and how close they were to it. The computational time of the feature selection
algorithm does not exceed two minutes. The computational execution time of the fuzzy
rule generation algorithm can reach approximately two and a half hours.

6. Conclusions

In this work, an approach based on a fuzzy classifier to the creation of network
intrusion detection systems was proposed. The fuzzy classifier construction procedure is
the sequential execution of three algorithms: a fuzzy rules generation algorithm, which
uses the Calinski–Harabasz cluster validity index and a hybrid clustering algorithm based
on the whale optimization algorithm/K-means algorithm; an informative feature selection
algorithm using the binary WOA; a fuzzy classifier parameters optimization algorithm
based on the continuous WOA. An experimental building of a fuzzy classifier for detecting
network intrusions was implemented using the KDD Cup 1999 dataset. The results of the
experiment confirm the effectiveness of the proposed method. In this work, changes in the
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parameters of the algorithms for building a fuzzy classifier are permissible if these changes
entail a decrease of the type I and II errors.

In the future, it is planned to conduct a study that consists in the construction of
a fuzzy classifier using a more up-to-date dataset, for example, UNSW-NB15 [49], ISCX
2012 [50], CSE-CIC-IDS2018 [50], or ADFA-LD [51].
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