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Abstract: This paper looks at the problem of cybersecurity in modern cyber-physical and information
systems and proposes an immune-like approach to the information security of modern complex
systems. This approach is based on the mathematical modeling in information security—in particular,
the use of immune methods to protect several critical system nodes from a predetermined range
of attacks, and to minimize the success of an attack on the system. The methodological approach
is to systematize the tasks, means and modes of immunization to describe how modern systems
can counter the spread of computer attacks. The main conclusions and recommendations are that
using an immunization approach will not only improve the security of systems, but also define
principles for building systems that are resistant to cyber attacks. The immunization approach
enables a symmetrical response to an intruder in a protected system to be produced rapidly. This
symmetry provides a step-by-step neutralization of all stages of a cyber attack, which, combined with
the accumulation of knowledge of the attacker’s actions, allows a base of defensive responses to be
generated for various cyber attack scenarios. The theoretical conclusions are supported by practical
experiments describing real-world scenarios for the use of immunization tools to protect against
cyber threats.

Keywords: cybersecurity; immunization; targeted immunization; cyber threat; honeypot

1. Introduction

Considering the digitalization developments, information systems are constantly
consolidating in the interests of business and industry. These systems function as a whole,
representing conglomerates of databases and data warehouses, information processing
systems, supervisory control and data acquisition (SCADA) systems, etc. They also interact
with other similar systems and with endpoint protection [1,2]. Examples of such large-scale
systems are airport management, manufacturing, e-government and banking systems.
Such objects are susceptible to constant targeted attacks, and therefore, there is a need
to develop an approach that could create a methodology for repelling the corresponding
cyber threats and targeted attacks, which leads to the topic of this article.

The listed systems have the following signature features considering information
security:

1. Complex heterogeneous composition of components, duplicated links and high for-
malization difficulty.

2. These systems are multifunctional, which means that a constant operator cannot
express the general functionality. Superposition of functional units of the structure
shows dynamically changes.

3. A lack of redundancy and the interchangeability of nodes, determined by the inability
to stop the system or the violation of permanent data transmission systems.

4. The targeted nature of the threats, which means that the target of the attack are
individual nodes or segments of the system. Concurrently, the attack itself is on a
distributed mode.
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5. The critical nodes’ persistence and the possibility of information security violations of
secondary nodes.

The authors have experience in creating methodology for preventing cyber threats and
mitigating the consequences of attacks with dynamically reconfiguring systems using the
properties of redundancy and interchangeability, which are used to restore the functionality
of the system, represented as a route on a connected graph structure. Based on the
peculiarities of this object, the application of this approach is directly difficult; therefore,
the authors propose the development an immuno-like approach aimed at protecting critical
nodes of such systems by developing a set of temporarily applied structures and functional
nodes to reduce the risk of an attack.

Unlike the previously described self-regulating approach, immunization is not restor-
ing all possible functions of the system. It is aimed at developing symmetrical measures
that protect the system from a given set of threats and reducing the risk of affecting critical
nodes from new threats. The main feature of the approach, and at the same time its advan-
tage, is its focus on a given list of attacks, since it allows one to protect critical nodes from
complex targeted attacks typical for these types of systems.

The aim was to search for such a set of operators that, by analogy with the immune
approach, prevent threats to a number of components from computer attacks, by generat-
ing the necessary protective action frames. Each of these frames implements a symmetric
response to an attacker’s actions on the system, eliminating or minimizing their mali-
cious impacts. The proposed immune approach also reduces the risk of a pandemic of
highly dangerous viruses and represents a set of structural measures to reserve additional
components to protect critical catches from targeted attacks.

2. Backround

Reference [3] presents the simulation study results of viruses’ spread characteristics.
There, the study results of immunization as a potential defense mechanism are presented,
and it is shown that in certain topologies, a relatively small number of strategically located
immune nodes can have significant impact on the spread of a virus.

A method was proposed in [4] of targeted immunization based on self-similarity. It has
been shown experimentally that immunization based on the self-similarity method is the
most effective in comparison with other types of immunization. The method based on self-
similarity is much more convenient in practical settings. Unlike existing methods, which
do not take into account the time delay between virus infection and vaccine development,
in this study, such a delay is modeled on the assumption that the vaccine will be available
only when the virus reaches a critical point.

In [5], the immunization of a small fraction of adjacent nodes was proposed instead of
the immunization of selected nodes. This approach does not require network knowledge.
It selects a random fraction of the total number of nodes and searches a random node
adjacent to it. This approach is probabilistic in nature.

A new model for computer virus epidemics was proposed in [6]. Its novelty lies
in the fact that the overall nonlinear rate of infection is taken into account. The authors
showed that, under moderate conditions, the proposed model admits a (viral) globally
asymptotically stable equilibrium, fully demonstrating equilibrium robustness to the details
of infections.

The authors of [7] presented the susceptible–vaccinated–exposed–infectious–recovered
(SVEIR) model for the treatment of infectious nodules, taking into account the development
of acquired immunity in recovered nodules. The authors noted that the existence of a
unique internal equilibrium depends on the basic multiplication number and the speed of
treatment.

A model of an electronic epidemic of malicious code in a computer network through
vertical transmission is presented in [8]. The authors note that if the basic reproduction
number is less than unity, then the infected fraction of computer nodes disappears and ma-
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licious code dies out, and the equilibrium without malicious code is globally asymptotically
stable, leading to the code’s eradication.

In [9], a model with two different structures—attacking class and target class—is
presented to study the mobility of viruses when attacking a target network. The concept of
optimal control is introduced to regulate the spread of the virus, and the use of a firewall is
also suggested.

The authors of [10] aimed to investigate the effect of vaccination on the spread of
computer viruses. For this purpose, the authors proposed a new model of computer
virus propagation which includes a non-linear probability of vaccination. The results
obtained by the authors show that, depending on the value of the underlying multiplication
number, either an equilibrium without viruses or an equilibrium with viruses is globally
asymptotically stable.

The authors of [11] proposed a simulation of virus behavior in a network and de-
veloped an immunization algorithm for it. The approach to immunization considered in
this work is also probabilistic, since the process of restoring the graph (transition from an
infected state to a susceptible one) also has a given probability. The data focus only on
countering computer viruses and do not take into account the peculiarities of cyber threats
in complex systems. It should be noted that this approach from paper [11] can be used, but
it should be complemented by proposals for an immunization strategy that would take
into account the type of attack which is being carried out.

The source [12] focuses on an approach based on the immunization of centralized
nodes in large-scale networks and argues that it is not always possible to determine the
optimal nodes for immunization. The approach they propose is based on the estimation
of node centrality metrics of the network and immunization of nodes with the highest
centrality scores. Their results demonstrate that the spread of the epidemic with such
immunization is significantly slower.

The paper [13] highlights the security problem of IoT systems; in particular, the
authors note that the attack surface increases due to the large number of connected devices.
In the paper, the authors propose an approach, which seeks to account for the intrinsic
properties of nodes in an IoT system, to building a multi-layered network that can help
develop more realistic propagation models. From this, the authors then derive a compact
representation that facilitates decision-making processes and security analysis.

The authors of the source [14] focused on the problem of malware infecting the
network. They argued that attackers decide whether to attempt to infect a host depending
on the security mechanisms detected in it. The authors suggested keeping track of such
checks carried out by attackers and “vaccinating the system”—creating special points that
attackers will spend time examining. Experimental studies have shown a reduction in the
rate of malware infections on the network.

3. Basic Provisions of the Immune Approach

The reason for choosing an approach based on immunization is that immunization is
another approach to solving the problem of countering cyber threats—the development of
the ideas of P.K. Anokhin about the transfer of the biological properties of life preservation
to information security [15,16]. Immunization is one of the mechanisms of self-regulation
for systems, which, unlike homeostasis, protects the system from a certain spectrum of
cyber threats and reduces the risk of damage to critical nodes from new cyber threats.

The key idea of the immune approach consists of two stages: protecting critical nodes
and building immunity. Node immunity is the complexity (algorithmic, computational,
organizational) required for an attacker to implement an attack on said node.

An attack on a system is viewed as a specific action frame, independent of what
happened in the system. Actions are assessed in terms of danger to critical nodes in
the system, and protection is to limit the spread of these actions throughout the system
(similarly to how limiting communications is a protective measure in a pandemic) by
generating and activating symmetrical frames of defensive actions. Protection of critical
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nodes is real instead of the protection of all nodes in a multicomponent complex system,
and the implementation of such protection includes performing a certain frame-action to
change the parameters of the nodes’ connections. A scientific task closely related to this
practical task is the correlation of the infection spread with the time of the frame-action
(reaction) [17].

An action frame is a structure consisting of a set of slots with different types and
values. Some of the information in the frame remains unchanged, while other information
changes. Mathematically, a frame is expressed as an operator ∆, which is applied to a
set of parameters P that characterize the system and its current state. In this case, the
part of the information in the frame describing the system will be constant, since the
system has a certain functionality that is predefined. The changing part of the information
corresponds to the conditions in which the system is located, including the values of
important parameters by which a destructive effect can be detected. The result of applying
the frame to the system parameters is a set of actions and parameters of the system Pout,
with which it is in a secure state: ∆(P)→ Pout .

Mathematically, a frame can be conveniently represented as a set of matrices describing
the parameters of the system in the current time period—directly, the time of observation
of the system and the structure:

∆(P)→ TIME

∣∣∣∣∣∣
hour {1, . . . , 24}

minute {0, . . . , 60}
second {0, . . . , 60}

∣∣∣∣∣∣×STRUCTURE

∣∣∣∣∣∣
nodes current value MAX

connections current value MAX
reserve [nodes number] [connections list]

∣∣∣∣∣∣×
PARAMETERS

∣∣∣∣∣∣
p1value MIN p1value MAX p1 value

. . . . . . . . .
pN value MIN pNvalue MAX pN value

∣∣∣∣∣∣
(1)

A separate knowledge base is used to automatically generate frames for defensive
actions, storing the frame templates according to the structure described in Equation (1).
The frame pattern according to which the automatic generation of a symmetrical response
to an attack is carried out includes:

1. The time parameter: For defensive actions it corresponds to the time necessary for
activation of actions counteracting an attack (time for redistribution of functions
between nodes, time for activation of reserve nodes, etc.).

2. The structure in the form of a graph, corresponding to the structure with which the
attack realized on the system is eliminated. In this structure the changes are made
compared to the current structure: links with reserve nodes are added (reserve (con-
nections list) field), graph nodes corresponding to compromised nodes are removed
(nodes field), reserve nodes are added (reserve field) and interactions between nodes
are redistributed (connections field). For each protection frame, according to the
structure, the maximum numbers of nodes and connections that can be changed when
responding to an attack are defined.

3. Structure in the form of a set of triplets: “graph node–node parameter–parameter
value.” The need for such a structure is due to the fact that modern systems often
perform some technological processes in which the parameters of some components
must remain within specified limits (for example, the temperature value in the indus-
trial shop of digital factory must be maintained within the specified interval). For
each parameter there is a minimum value and maximum value. The data stored in
this frame structure are needed to adjust key parameters for system operation. Such
parameters may include both the operational parameters of industrial devices, and
for example, the performance metrics of network devices.

The practical implementation of the frame consists in the matching of software com-
mands to graphical operations. These mappings are stored in a separate database in the
form of lists. For example, for an action frame in which a compromised node is deactivated
(vertex deletion) and a standby node is activated (vertex and its incident arcs are added),
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software commands “switch off,” “switch on” and “establish connection with . . . ” are sent
to the control controller, where identifiers of nodes with which the activated standby node
should exchange data are specified instead of dots.

For example, an attack involving nodes v1 and v2 produces an action frame that
replaces node v1 with node v3 and redistributes the functions of node v2 between nodes v4
and v5. The pattern of such a frame is as follows (Table 1):

Table 1. Pattern of a security frame.

Frame Field Field Parameter Parameter Value

Time

Hour 0

Minute 0

Second 0

Structure

nodes : {
v1 = “delete”,
v2 = “delete”,

v3 = “activate”,
v4, v5 = “add_ f n”

}

current value : {
v1, v2 = “in f ected”,

v3 = off,
v4, v5 = “on”

}

MAX : 10

connections : {
v1 = “delete”,
v2 = “delete”

v3 = “add incidental to (v1)”
v4, v5 = “distribute f rom (v2)”

}

current value : {
v1 = “incidental to (v6, v7)”

v2 = “incidental to (v8, v9, v10)”,
v4 = “incidental to (v11, v12)”

v5 = “incidental to (v13)”
}

MAX: 30

reserve [v3] [v6, v7] [v3, v6; v3, v7]

Parameters
v1 :
p1
p2

MIN p1value : 5
MIN p2 value : 11

MAX p1value : 15
MAX p1value : 30

Using a graphical representation of the system, the generation of frames is not a
complex operation and is conveniently reduced to templates, within which the vertices and
arcs on the graph characterizing the system components and the connections between them
are specified. The graphical representation also allows adjusting the parameters of the
system components as well. Thus, an important part of the frame generation mechanism
is the setting of unary operations on the graph that models the systems. Frame template
generation requires some preliminary work and effort from cyber security specialists, but
can be automated quite easily thereafter.

The problem statement is as follows: There is a protected system modeled by a
directed graph G with a set of vertices V and arcs E: G : 〈V, E〉. Each vertex vi ∈ V
corresponds to a set of parameters Pi :

{
P1

i , P2
i , . . . , PN

i
}

. The problem of countering
attacks consists in finding such symmetrical transformation operators Op of system G
so that the values of all parameters for each vertex are within the admissible limits:
p : ∀vi ∈ V, ∀Pj

i ∈ Pi Pj
i ∈

[
Pj

i min; Pj
i max

]
.

We introduce the following three groups of operators Op for transforming the system,
aimed at countering attacks:

1. The operator for transferring the structure of the system into a functionally equivalent one: The
structure changes relative to the protected node p1 : G → G′, G′ : 〈V′, E′〉, V = V′, E = E′ .
Here, the functional symmetry of the system itself is preserved by replacing some
equivalent nodes.

2. Operator for limiting the spread of massive attacks within the system: It minimizes
the number of infected VZ nodes. Op2 : VZ → min . A symmetrical response to an
attacker infecting nodes is to exclude them from any important functionality.
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3. Operator for complication of access to the protected node: Increases the time tZ, and
computational resZ and organizational orgZ costs, for the attacker when trying to
attack the node. Op3 : tZ, resZ, orgZ → max . The symmetrical response here is to
increase the resilience of the components of the system: the more valuable it is for
the attacker to gain access to a component, the harder it will be for him to carry out
destructive actions.

The task of increasing the immunity of nodes (later on—the immunity of an entire
network segment) is associated with countering a certain set of attacks by creating for each
of them a symmetrical frame-action to protect critical nodes.

Regarding building up the immunity of nodes, it should be clarified that by the
immune resistance of a system node or network segment, we mean an estimate of the
number and complexity of operators that aim to have a destructive effect along the access
route from the entry point to the system while attacking a protected node. For example if
the system is presented as a graph, then the immune resistance is the path length weighted
by the complexity of the movement from the entry point to the node.

3.1. Immunization Goals

1. Prevention of cyber attacks’ spread.
2. Strengthening the existing protection or adding new protective elements to the system,

implemented by making parametric changes or adding properties.
3. Countering attacks’ mechanisms of action for specific nodes.
4. Elimination of attacks’ consequences.
5. Protection of critical nodes. It is important to note that critical nodes may not be the

same, and different methods should be used to protect them.

3.2. Means, Modes and Mechanisms of Immunization

The system is exposed to cyber attack Z, the intensity of which is expressed as
Z → G(V, E, R)→ G′(V′, E′, R′) . For the automated generation of a corrective symmetri-
cal action, a set of structures is generated that are equivalent to a structure that ensures the
execution of the function F on the graph G. Since the current structure requires changes
in this scenario, in [18], the transition was made to a new graph G′, with another set of
structures R′, including into themselves both those structures that had not been touched
by the destructive influence of the attacker, and new structures that made it possible to
respond symmetrically such an influence by preventing it or eliminating it.

The main emphasis usually is placed on the description of the functioning of the
system, and the scheme of functioning is set using a directed connected graph, which
simultaneously determines the physical and functional structure of the system.

Let us distinguish two types of system components: a functional component capable
of performing a certain function, semantically indivisible in terms of the operation of the
system under consideration, and a structural component, which is a certain subgraph of
the system with certain characteristics (connectivity, redundancy, etc.).

Figure 1 shows the systematization of immunization means [7,19–21].
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Figure 1. Systematization of immunization means.

There are two modes of immunization: prophylactic and probabilistic.
Preventive mode is based on the fact that when any new cyber threats appear (for

example, new types of virus programs), the system must immediately learn to recognize
and block them, even before attackers try to use them when attacking the system. To
block cyber threats, symmetrical immune templates should be created, separate for each
cyber threat. Preventive mode is aimed at countering specific attacks or types of security
breaches; it does not matter if it concerns individual nodes of the system or the entire
system as a whole.

The probabilistic mode is a set of measures used to protect critical nodes by creating
additional lines of defense. These can include honeypot systems that create false targets
for an attacker and pass them off as components of a real infrastructure, and additional
security systems.

Honeypots should be mentioned separately: their functionality is very broad due to
the fact that there are several types of them [22]. There are:

1. Low-interactive ones emulate services, applications and operating systems. They are
quite easy to integrate into the protected system. The risk of compromise is also fairly
low, but the set of available information about the attacker’s behavior is limited.

2. Highly interactive ones represent real, not emulated, services, applications and oper-
ating systems. They allow you to obtain a significant amount of information about
the behavior of an attacker in the system, but their risk of being compromised is
significantly higher, and it is also quite difficult to develop and implement them
secretly from an attacker.

3. Servers listen to network connections, analyzing attacks on users, services and host
systems.

4. Clients are capable of communicating and remotely interacting with potentially
malicious resources to obtain information. However, to do this, they need specially
prepared “instructions” for connecting to untrusted sources. Additionally, such
honeypots are capable of analyzing attacks aimed at clients and users.

4. Experimental Studies on Real Scenarios

Consider specific examples of immunization mechanisms.

Example 1. Preventing the Spread of Attacks to Critical Systems.

A redundant distributed network is given which consists of a finite number of com-
puters that make up a population. At the first moment in time, the population size is N0.
Each population member has a certain set of useful functions that it supports. The more
unique the set of functions supported by the node, the more important it is for the popula-
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tion. According to this principle, critical individuals carrying a rare, critically important
functional, and secondary nodes, are distinguished in the population.

Figure 2 shows the lifecycle of a node. The processes of population replenishment at
the expense of reserve nodes and extinction due to infection at each moment in time of the
population part are included.

Figure 2. A node’s lifecycle.

Infection is understood as the process of infection of nodes, which is tantamount to
the process of extinction. With a decrease in the breeding potential of the system, the rate
of extinction increases. Moreover, each node can arrive in the “critical” or “secondary”
state and change its state an arbitrary number of times during its life; this is due to the
constant extinction of individuals in both states. At each moment in time, the selection of
critical nodes occurs anew, and the number of critical nodes should be C0.

For a mathematical description, sets of redundant and infected nodes are highlighted;
arrows indicate all possible transitions from one state to another (Figure 3).

Figure 3. Transitions cycle.

All nodes can be divided into four types:

1. C—Critical nodes.
2. O—Non-critical/minor nodes.
3. R—Redundant nodes, representing nodes equivalent to the failed ones. A redundant

node or chain of nodes is built into the network and becomes critical or non-critical.
4. I—Infected nodes. The total number of dead nodes since the beginning of the life of

the system.

Initial conditions:

C = C0, C0 > 0, O = O0, O0 ≥ 0, R = R0, I ≥ 0 (2)
C(t) = O(t)β + C(t)(1− η1) + ϑtk1 − C(t)γ
O(t) = ϑtk2 + O(t)(1− η2)−O(t)β + C(t)γ

I(t) = C(t)η1 + O(t)η2
R(t) = R− ϑt

(3)
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where

1. η1, η2, γ, β—Coefficients lying in the range [0, 1] reflect the shares of nodes at a
certain moment in time that have passed from one state to another.

2. η1—The infection rate of critical nodes is the proportion of nodes that have passed
from state C to state I at a given time. It sets the mortality rate of critical nodes.
It changes over time—it grows as the number of non-infected nodes decreases. η1
increases as O and C decrease.

3. η2—The infection rate of non-critical nodes O specifies the fraction of nodes that
have passed from state O to state I at a given time. It specifies the mortality rate of
secondary nodes. η2 increases as redundant nodes decrease.

4. γ—The coefficient of transition of a critical node C to a non-critical state O. (The share
of critical nodes in the network is fixed; in this case, the critical status of a node can be
changed to non-critical.)

5. β—The coefficient of a non-critical site transition from O to critical C.
6. ϑ—The speed of population reproduction. Measured as a fraction of knots per second.

It sets the rate of transition from state R to O or C.
7. k1, k2—Coefficients of transition of the reserve node to critical or secondary, k1 + k2 = 1.
8. d1—The fraction of critical nodes among all nodes in the system.
9. d2—The fraction of non-critical nodes among all nodes in the system.

As can be seen from system (3), calculations are performed on the number of nodes (in-
dividuals). The coefficients reflecting mortality at each time point of critical and secondary
nodes change in accordance with the following ratios:

η1 ∝ 1− O
N0

η2 ∝ 1− R
R0

.
(4)

This means that the fewer secondary nodes in the population, the faster the “critical”
individuals die out, and the lesser the population’s reproducibility, the higher the mortality
of the secondary nodes.

After performing a number of mathematical transformations to estimate the fraction
of critical nodes d1, we get:

d1 < β−βd2
d2−γ

β < d1d2−d1γ
1−d2

(5)

This means that the lower boundary of the critical site’s fraction d1 and the coefficient
of transition from secondary to critical sites must satisfy conditions (5). In other words,
the fraction of critical nodes from all of the population at the initial selection should not
exceed the product of the coefficient of transition from critical nodes to secondary nodes
and the proportion attributable to critical and infected nodes at the initial moment of time
with a known proportion of secondary nodes. Moreover, the fraction of secondary nodes
at the initial moment of time should not coincide with the coefficient of transition from
secondary nodes to critical ones, but it can be less than it. Then, d1, the fraction of critical
nodes at the initial moment in time within the entire population, should exceed the ratio
described above.

The automatic generation of frames here was done both with and without node
type (critical or non-critical). In the simulated attack, the goal was to render the system
inoperable by disabling the critical nodes as quickly as possible. However, due to their
higher security, non-critical nodes were infected faster.

The immunization of critical nodes was done by generating frames that activated
redundant nodes: removing a node and creating a new one that incurred all the arcs of
the deleted one (replacing the compromised node with a redundant one, including all its
network communications).

Immunization of non-critical nodes was mainly performed by simple frames, which
were modeled by unary operations on the graph inverse to destructive actions:
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1. Vertex deletion (disconnection of a compromised node).
2. Deletion of links (termination of network communications with the compromised

node).

The following parameters were used in the simulation: the network consisted of
600 nodes, of which 200 were critical, 350 were non-critical and 50 were redundant. In
non-infected mode, 100 nodes were already infected in the first 5 virtual strokes, and in
32 strokes all nodes were infected and the system failed. When immunizing non-critical
nodes, the 100 infected node mark was reached in 15 virtual clock cycles, the system was
almost completely inoperable after 40 clock cycles and full system infection occurred at
55 clock cycles. When critical nodes were immunized, the system was able to function for
up to 55 cycles, and it is important to note that not all 600 nodes were disabled.

Three lines are shown in Figure 4: the first is for when no immunization was im-
plemented in the system, the second is for when immunization was performed against
non-critical nodes whose importance to system operation is low and the third is for when
immunization was implemented against critical nodes. Figure 4 shows that the best result
in terms of cybersecurity was achieved when immunizing critical nodes.

Figure 4. Experiments for different immunization types.

Thus, when developing a symmetrical response to an attacker’s actions, the specifics
and structure of the system must be taken into account. The protection and replacement of
critical nodes must be carried out first; only then can one speak of successful immunization.

Example 2. Protection against a specific attack.

The response to an attack being implemented must be related to the type of attack.
If the purpose of a malicious attack is to disable one or more components of the system,
the symmetrical response to such an attack involves the search for a system component
that, in addition to its functions, is capable of performing the functions of the component
under attack. The reaction to such an event can also involve activating a backup system
component that did not perform any functions before, but is capable of replacing one or
more compromised or disabled components in the event of an attack.

Attacking influences can relate not only to the disabling of a part of the system, but
also to aspects of its components’ functions. The functioning of a part of the system in an
improper way will lead to changes in the values of the key indicators of the quality of the
system. For example, such attacks can negatively affect the performance of the system or
cause incorrect operation of a part.

Responding to malicious influences requires a more complex transformation in the
system. It is already required not only to redistribute the functions of a compromised
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component (or a set of components), but also to change the processes within the system
while maintaining the logic of their implementation. This will require the creation of new
network connections functionally symmetrical to those previously in the system (and the
destruction of a number of existing ones in order to prevent the spread of malicious impact
throughout the entire network infrastructure of the system). Please note that the creation
of new network connections will also have performance and quality requirements, and
therefore, not all network reconfiguration options will be suitable.

Thus, when receiving a signal about an ongoing attack, it is necessary to have a set
of compensatory actions. At the same time, instead of creating an excessive set of options
for countering each type of attack, it is more expedient to have at least one option of
compensatory action for each type of attack.

Consider an example. Let a distributed attack be carried out on a certain component
of the system, in which an attacker sends a large number of specially generated requests to
a victim host from different IP addresses, thereby reducing its performance. In terms of
operators, the initial graph of the correctly functioning system G = 〈V, E〉 is transformed;
the graph G is mapped to the graph G′: G′ = 〈V′, E′〉. The functionality of the system’s
component has decreased: θ(vi) > θ

(
v′i
)
. The task of the immunization mechanism is

to preserve the functionality and performance of the system; for this, an appropriate
immunization tool should be selected and launched in a certain mode which will ensure
the addition of a data conversion node and initiate its communication links with the data
parsing node. In terms of the graph model, it looks like this: V ′′ ⊆ V ∪ {vk}, vk = vi,
θ(vk) ⊆ θ(vi).

Here, the generation of defensive action frames was aimed primarily at maintaining
the functionality of the component under attack, i.e., the PARAMETERS field of the frame
template was of key importance. At first, the functionality of the component was reduced
during the attack, and frames were generated to partially redistribute that component’s
functions among others as it approached its minimum value.

Figure 5 illustrates the state of the component of the system being attacked—before,
during and after immunization.

Figure 5. System component state during immunization process.

The evaluation of the experimental results showed that when the attack was imple-
mented and before the immunization process was initiated, the component’s performance
fell from 100% to 60%, whereas the immunization mode allowed it to contain the destruc-
tive impact of the attack and keep the performance at the same level. The 60% uptime lasted
for two virtual time stamps, after which there was a jump in performance to 74%—this
was because a set of protection frames neutralized the attack and stopped it from spread-
ing through the system. Thereafter, starting at the ninth tact, the system’s functionality
returned to its previous level and almost reached 95%. This had almost no effect on system
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performance, and the 5% decrease was due to a redistribution of functionality between
other nodes, resulting in a slight decrease in the data rate to the component.

In practice, such an immunization mechanism can be implemented in the follow-
ing way: By sending the appropriate command, the virtually available backup node is
programmatically activated, and its communication with the victim node and the data
conversion node is also programmatically activated. Thus, part of the load is removed from
the victim node alongside the gradual transfer of all its functions to the backup node—in
case the victim node stops responding to requests.

5. Conclusions

The immuno-like approach presented in this paper is aimed at protecting critical
nodes of modern complex systems; it is based on the idea of creating a set of structures
and nodes that can be applied to the system for its reconfiguration in order to ensure
information security.

The proposed approach is distinguished by the focus on protecting only a certain set
of critical system nodes, which is carried out through the use of various immunization
techniques, including the use of the mechanism of deceptive systems—honeypots. The
approach provides for the generation of defensive action frames, each of which creates
a symmetrical response to an attacker’s destructive influence when he is attempting to
execute a cyber attack. The focus of the approach on a given list of attacks is its distinctive
advantage, since it allows critical nodes to be protected from complex targeted attacks.

The novelty of the proposed approach also lies in immunization, by generating a
symmetrical response to the attacker based on protective action frames. The convenience
of frames is that they rely on a graphical model of the system, and attacks for them are a
set of unary operations on the graph modeling the system. Therefore, finding a symmetric
response—an inverse unary operation—is quick and can be accomplished by a priori
specifying frame patterns. This paper presented a detailed example of completing a frame
template for an attack which resulted in two nodes in the system being knocked out.

Experimental results for different types of disruptive attacks showed the effectiveness
of immunization, with the primary focus being on “curing” critical nodes in the system. By
generating frames, it was possible not only to neutralize the attack quickly, but also to bring
the attacked component back to a working state. The results of another simulation are also
interesting, showing that even with a mass system node shutdown attack, immunization
of critical nodes prevented all components from failing. Thus, the approach proposed in
this paper can improve the level of security of today’s complex heterogeneous networks.
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