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Abstract: In this paper, we study the feasibility of performing fuzzy information retrieval by word
embedding. We propose a fuzzy information retrieval approach to capture the relationships between
words and query language, which combines some techniques of deep learning and fuzzy set theory.
We try to leverage large scale data and the continuous-bag-of words model to find the relevant
feature of words and obtain word embedding. To enhance retrieval effectiveness, we measure the
relativity among words by word embedding, with the property of symmetry. Experimental results
show that the recall ratio, precision ratio, and harmonic average of two ratios of the proposed method
outperforms the ones of the traditional methods.

Keywords: word embedding; fuzzy information retrieval; continuous bag-of-words model;
word similarity

1. Introduction

Information retrieval has been a long-standing challenge for the computer science community.
As is known to all, it originates from the reference work of the library [1], and the emergence of the
computer relates it to other forms of content. Due to the rapid development of the internet in recent
years, online search has become the preferred way for people to obtain information, besides, the advent
and popularization of the internet causes the source of the information to be extensive. This explosion
of information makes people face enormous challenges in effectively finding the information that they
need. Consequently, the study of information retrieval is necessary.

So far, the models of information retrieval may be divided into four categories: boolean logic
models, vector space models (VSM), probabilistic models, and fuzzy set models [2]. The traditional
technology of information retrieval is based on boolean logic models. In the boolean logic model,
we can propose any query which is in the form of a boolean expression of terms and the documents are
converted into sets of words [3]. The document can be retrieved, when the query language is in sets of
words. In other words, the boolean model demands that the query language must exactly match the
document and the users must accurately input the query language [4]. In VSM, queries and documents
are represented as multidimensional vectors. The similarity between the two vectors is utilized for
measuring the correlation of queries and documents. However, vagueness is one of the inherent and
vital characteristics of natural language. The information need of the users and the main theme of the
documents can not be completely described by keywords. The situation is an important aspect that
affects the effectiveness of information retrieval. To deal with such uncertainty, fuzzy set models are
proposed, in which a fuzzy set for each query term is defined, correspondingly, each document has a
degree of membership in the set.

A simple fact is that most information retrieval systems currently still utilize the boolean logic
model. Since 1965, the fuzzy set theory proposed by Zadeh has been widely used to describe
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the uncertain and vague information [5]. Many researchers have adopted the fuzzy set theory in
information retrieval [6]. The fuzzy information retrieval system plays an important role in the study
of information retrieval. In [7], fuzzy indexing systems were applied in fuzzy information retrieval.
Then, Lucarella used the fuzzy inference system to expand the query evaluation in [8]. To achieve the
goal of enhancing the retrieval, the fuzzy associative mechanism was published. The fuzzy associative
mechanisms exploited fuzzy thesauri, fuzzy pseudothesauri, and fuzzy clustering techniques to
extend the set of the documents retrieval by a query with associated documents [9]. Compared with
the associative retrieval mechanisms that the associations are crisp, the fuzzy associative retrieval
is based on the concept of fuzzy associations [10]. In [11], Yasushi et al. presented a method that
uses the keyword connection matrix to improve the fuzzy document retrieval system. The keyword
connection matrix embodies similarities among keywords, as a thesaurus does. However, the keywords
connection matrix only considers the relationship of the co-occurrence words in the document. In [12],
Takenobu et al. attempted to construct a similarity thesaurus for replacing the keywords connection
matrix to improve this problem. After that, Chen et al. pointed out that employing ontology to extend
the user’s retrieval of words and index domain knowledge was also useful [13–15]. Sabour et al.
presented a flexible fuzzy-based approach for querying relational databases [16].

It is known that information retrieval is concerned with the representation, storage, and access of
a set of documents in the form of textual information items or records of variable length and format,
such as books, journal articles, and technical reports [2,17]. The most popular indexing mechanism
is based on term extraction and weighting, and its goal is to generate a formal representation of
textual information items. While the previous researchers have enhanced the quality of fuzzy
information retrieval to a certain degree, the index term weights of this research are according to the
occurrences count of a term in the document. Although the way to use the occurrences count of terms is
comparatively simple and easy to master, it requires a large number of training samples. Furthermore,
two terms whose co-occurrences’ frequency is low may have a close relationship. The case is another
aspect that influences the effectiveness of information retrieval.

In [18], Bengio et al. firstly introduced the neural network into the language model and proposed
the concept of word embedding. Word embedding can use the information around the local context
of words to obtain the vectors. Reference [18] used local gradient descent to adjust weights, but the
use of the non-convex objective function could only get the local optimum. The multi-layer artificial
neural network model has the ability of feature learning. Meanwhile, the layer-by-layer training
method is capable of obtaining the optimum solution. Hinton et al. [19] put forward the multi-layer
artificial neural network model and the layer-by-layer training method to address this question
on the basis of the research of Bengio et al. Then, T. Mikolov et al. [20] found a relatively better
and faster approach, which is called the continuous bag-of-words model to train word embedding.
Meanwhile, T. Mikolov et al. proposed that word embedding can be used to measure the similarity
among words. The word embedding that is trained by the continuous bag-of-words model has been
broadly applied in many branches of natural language processing, such as text classification, document
clustering, part of speech tagging, named entity recognition, and emotional analysis, and it has a good
performance [21–24]. We consider that word embedding can extract features from the local context
information of words. If two words are related to each other, the word embedding of the words is also
similar. In this paper, we combine word embedding trained by the continuous bag-of-words model
and fuzzy set theory to improve the result of fuzzy information retrieval.

The structure of the paper is as follows. In Section 2, we review the theory of fuzzy information
retrieval models. In Section 3, the preliminary background for word embedding and a brief description
of the continuous bag-of-words model are presented. An approach to fuzzy information retrieval
based on word embedding is introduced in Section 4. With a series of experiments, we compare the
fuzzy information retrieval performance of the proposed method with the traditional methods in
Section 5. The conclusions are discussed in the final section.
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2. Fuzzy Information Retrieval

The fuzzy information retrieval model is fuzzy generalizations of the boolean model. The fuzzy
information retrieval model defines the fuzzy relationship between query language and the retrieved
documents. The fuzzy information retrieval system assumes that a set of fuzzy documents is associated
with each word in the query language. That is to say, each word in the query language defines a fuzzy
set, and the elements in the sets are retrieved documents. Correspondingly, each document in the set
has a degree of membership to correspond to each word in the query language. As a retrieval result,
the fuzzy set reflects how well each document matches the query.

Indexing is the preliminary operation in the creation of the documents’ representation. In the
procedure of defining an indexing, we should ensure that the indexing can present textual information
not only accurately but also overall. An indexing function, as the membership function of the fuzzy
set, is used to calculate the correlation between words. In other words, the results of the membership
function are the weights between index item and words in retrieval documents. People can employ
the function to achieve the goal that presents textual information properly. It presents as follows [6]:

{(t, F(d, t)) | t ∈ T } f or d ∈ D, (1)

in which F(d, t) is the membership function that computes the degree of correlation between each
index term t and each retrieval document d, and T , D are the collection of each item in the query
language and retrieval documents, respectively.

A commonly used definition of the membership function F is based on term frequency(t f ) and
inverse document frequency(id f ) as the following [16]:

F(d, t) = t f × id f , (2)

where
t f =

the number o f occurrences o f query term t in d
the number o f all words in d

, (3)

id f = log(
the total number o f documents in the retrieved set

the number o f documents indexed by query term t + 1
). (4)

That is to say, t f is the frequency of index term t in document d, and id f is used to measure the
importance and universality of the index term t. From Equation (3) and (4), we can find that the value
of F(d, t) will be a little high if a term is high frequency for a given document and low frequency for
the whole of the retrieved documents.

The other popular and efficient definition of the membership function F is as follows [11]:

F(d, t) =
⊕
k∈di

Wtks, (5)

where Wtk is the relevant value between index term t and word k. di denotes the i-th document in the
collection of retrieved documents,

⊕
is a fuzzy operator that proposed in [11] and defines as follow:⊕

i
Xi = 1−min

i
(1− Xi). (6)

Then, Equation (5) becomes:

F(d, t) = 1−min
k∈di

(1−Wtk). (7)

The definition of such functions F(d, t) is based on the statistical and quantitative analysis of the
text which makes it possible to model the concept of importance of a word in describing the information
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carried by the document. At the same time, the work that models the concept of importance of a word
becomes significant.

3. A Review of Continuous Bag-of-Word Model

Continuous bag of words model(CBOW) is a highly efficient shallow neural network algorithm.
It is developed to generate vector representations of a language vocabulary so that the information of
the words is encoded in the vector space structure [20]. Essentially, the continuous bag of words model
is similar to the feedforward neural network language model (FFNNLM) [25]. FFNNLM is firstly
proposed by Bengio et al., which applies the feedforward neural network (FFNN) into the language
model and learns a distributed representation for words to solve the problem of high dimensionality.
However, the non-linear hidden layer of the model is deleted and the projection layer of the model is
applied for all words. That is to say, the continuous-bag-of words model is a simple neural network
with three layers: input, projection, and output. The working principle of the model is shown in
Figure 1.

Figure 1. CBOW Model.

We can see that the core thought of the continuous bag-of-words model predicts something about
a vocabulary word w(t) from its context w(t− 2), w(t− 1), w(t + 1), w(t + 2). In this way, we can take
advantage of the maximum likelihood and set the objective function as follows [26]

L = ∑
w(t)∈C

log p(w(t) | context(w(t))), (8)

where C denotes the corpus and context(w(t)) denotes the context of w(t).
Although the hidden layer is removed in the continuous bag-of-words model, the active function

in the output layer still uses the softmax function, which is expressed as

σ =
exp(xT

wθu)

∑K
k=1 exp(xT

wkθu)
(9)

T. Mikolov et al. in [20] offer two methods that are separately called hierarchical softmax and
negative sampling (NEG) to speed up the training process. Compared to hierarchical softmax,
the training speed of negative sampling is faster and the training effect of negative sampling is
better for common words and low latitude vectors. Hence, we employ negative sampling to make
the process speedy and the word embedding credible. The negative sampling is simplified on the
basis of the noise contrastive estimation. If the known word w is relative to the context of the word
w context(w), we call the word w the positive case and other irrelative word the negative case in
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the continuous bag-of-words model. To express the training label, the model defines the label of the
positive case as 1 and the label of the negative case as 0:

Lw(w̃) =

{
1, w̃ = w,

0, w̃ 6= w.
(10)

Since the continuous bag-of-words model adopts the sigmoid function to be the activation
function, the objective function is defined as follows [20]:

L = ∑
w(t)∈C

log p(w(t) | context(w(t)))

= ∑
w∈C

log ∏
u∈{w}∪NEG(w)

p(u | Context(w))

=


∑

w∈C
log ∏

u∈{w}∪NEG(w)
σ(xT

wθu), Łw(ũ) = 1,

∑
w∈C

log ∏
u∈{w}∪NEG(w)

1− σ(xT
wθu), Łw(ũ) = 0.

= ∑
w∈C

log ∏
u∈{w}∪NEG(w)

{[σ(xT
wθu)]L

w(u) · [1− σ(xT
wθu)]1−Lw(u)]}

= ∑
w∈C

∑
u∈{w}∪NEG(w)

{Lw(u) · log[σ(xT
wθu)] + [1− Lw(u)] · log[1− σ(xT

wθu)]},

(11)

where θu is an untrained vector that the word u corresponds to. xw is the sum of the vectors of the
context context(w), NEG(w) is the subset of negative sampling and it demands NEG(w) 6= 0. σ(xT

wθu)

is the probability of the situation that the context is context(w) and the predictive center word u
satisfies u ∈ NEG(w). Next, the continuous bag-of-words model utilizes the stochastic gradient ascent
algorithm to optimize Equation (11). Hence, we can get the gradient of θu as follows:

∂L
∂θu = [Lw(u)− σ(xT

wθu)]xw, (12)

the gradient of xw as follow:
∂L

∂xw
= [Lw(u)− σ(xT

wθu)]θu. (13)

From Equations (12) and (13), we can obtain:

θu = θu + η[Lw(u)− σ(xT
wθu)]xw

v(w̃) = v(w̃) + η ∑
u∈w∪NEG(w)

[Lw(u)− σ(xT
wθu)]θu, w̃ ∈ context(w), (14)

where η is the learning rate. In this way, the model achieves the goal of increasing the probability
of positive samples, reducing the probability of negative samples, and training high-quality
word embedding.

4. Fuzzy Information Retrieval Based on Word Embedding

It is important for a fuzzy information retrieval system to measure the relationship between words
in the retrieval documents and words in the query language. The traditional methods of weighting
the relationship are simple and easy to execute, but they will cause inaccuracy if the data set is sparse.
The technology of word embedding can transform words into dense vectors. For similar words,
the corresponding word vectors are similar. In addition, word embedding can improve the effects of
data sparsity on natural language processing to a certain extent.
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In this section, we use the continuous bag-of-words model to train word embedding, and we
replace word frequency with word embedding to compute the relevance value between the word
and each item of the query language. The modified cosine distance of word embedding is the tool
of measuring the correlation degree between two words. The distance between two words satisfies
the property of symmetry. Let nx = (x1, x2, x3, ..., xn), ny = (y1, y2, y3, ..., yn) be the vectors of any two
words in a retrieved document, the relevance value between nx and ny are defined as:

Wxy =
1
2
[sim(X, Y) + 1]

=
1
2
[cos θ + 1]

=

−→
X · −→Y + 1

2 · ‖X‖ · ‖Y‖

=
x1y1 · x2y2 ... xnyn + 1

2 ·
√

x2
1 + x2

2 + ... + x2
n ·

√
y2

1 + y2
2 + ... + y2

n

.

(15)

The detailed process of the model is as follows:

Step 1 Build a corpus. Then, the operations of word segment, part of speech tagging, and removal
of the stop words are carried out. On this basis, the preprocessed corpus is trained by the
continuous bag-of-words model. After that, the corresponding word embedding is obtained.

Step 2 Extract 20 keywords, these keywords can represent the meaning of the document in general,
from each retrieved document. Set up the database with the names and keywords of each
retrieved document.

Step 3 Input the query language. Do the same pretreatment as the trained corpus with the query.
Step 4 Calculate the modified vector cosine distance between keywords in each retrieved document

and each word in the query language. Apply the fuzzy set theory and the membership function
to get the degree of membership. The degree of membership expresses how much the retrieved
documents belong to each word of the query language.

Step 5 Convert the query language into conjunctive normal form to obtain the membership value for
each retrieved document that belongs to the query language.

Step 6 The documents whose membership values are greater than 0 are listed in descending order to
make the fuzzy information retrieval system convenient for the user.

The Flow chart of the model is as follows in Figure 2:

Figure 2. Flow chart model.
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5. Experiments

5.1. Evaluation Methods

We employ the recall ratio Re and the precision ratio Pr to measure the performance of the
fuzzy information retrieval system based on the continuous bag-of-words model. The precision ratio
denotes how many of the retrieved documents are relevant, while the recall ratio expresses how many
of the relevant documents are retrieved. The detailed definition of the two evaluation criterion as
following [27]:

Re =
the number o f the relevant retrieved documents in the result

the number o f all relevant retrieved documents
, (16)

Pr =
the number o f the relevant retrieved documents in result

the number o f all retrieved documents in result
. (17)

Since the relationship of mutual restraint exists between recall ratio and precision in the field of
information retrieval, we add the harmonic mean of the two ratios to judge the result:

H =
2 · Pr · Re
Pr + Re

. (18)

Under the principle that the ratios should be more accurate, we select 20 experimenters to
determine the correlative retrieved documents for each of several queries.

5.2. Corpora and Training Details

We trained the word vectors on the data set which includes 3.3 GB of the Chinese Wikipedia
corpus and 18,000 network news. The news is collected by web crawler technology and involves
political, military, humanistic, historical, and other aspects. Then, we selected 150 documents from
nine different topics. That is to say, we use 1350 documents that were chosen from various domains as
retrieved data sets.

Simultaneously, we set the context window to 5, the dimension of the vector to 100, and the
initial learning rate to 0.025. We ran 100 iterations for the words whose frequency was bigger than 1.
Subsequently, we utilized the trained word embedding to compute the membership value. The retrieval
threshold value was set to 0.6 and the results were compared with the fuzzy information retrieval
system using the frequency of words and the keywords connection matrix.

5.3. Results

Tables 1 and 2 are the degree of the relation that is computed by word embedding. We use the
modified cosine distance between word embedding trained by the continuous bag-of-words model
to calculate the relevance. Table 1 shows the distances between the related words. Table 2 shows the
distances between unrelated words. From Tables 1 and 2, we find that the word embedding can weight
the relationship between two words accurately.

Table 1. Sampling of trained word embedding.

Input Similar Words The Relevance Value Input Similar Words The Relevance Value

悲伤 (Sorrowful) 0.915266777 兔子 (Rabbit) 0.895219554
感伤 (Mirthless) 0.9149946506 小猫 (Cat) 0.8723238531

伤感 (Sad) 忧伤 (Grieved) 0.911691367 小狗 (Dog) 小羊 (Lamb) 0.8553598142
哀伤 (Distressing) 0.9067591549 老鼠 (Mouse) 0.8544498053
悲哀 (Heartbroken) 0.879857731 小鸡 (Chick) 0.8533311389



Symmetry 2020, 12, 225 8 of 11

Table 2. Sampling of trained word embedding.

Input Similar Words The Relevance Value Input Similar Words The Relevance Value

拖鞋 (Slipper) 0.06270077946 拖鞋 (Slipper) 0.31981765268
口水 (Saliva) 0.12312655669 口水 (Saliva) 0.19171946085

伤感 (Sad) 杯子 (Glass) 0.16550510413 小狗 (Dog) 杯子 (Glass) 0.36261000131
男人 (Man) 0.32145927466 男人 (Man) 0.5297929242
太阳 (Sun) 0.08916863175 太阳 (Sun) 0.18871291085

Next, we compared the different ways of computing the degree of association between words.
The first one is based on the word frequency. It is shown as Equation (19) [11]:

wij =


Nij

Ni+Nj−Nij
, i 6= j

1, i .
= j

(19)

where Nij is the number of documents including both the i-th and the j-th words, Ni is the number of
documents including the i-th word and Nj is the number of documents including the j-th word.

The second one is HowNet. HowNet is a detailed dictionary of semantic knowledge [28]. It adopts
the method that is based on the world knowledge system to study semantic computation. HowNet
holds that a word can be expressed by one or more primitives. Hence, it thinks that the work of
computing word similarity can be directly transformed into the work of the calculation of primitive
similarity. Equation (19) is the method to use the HowNet to calculate the degree of the relation [29]:

Sim(W1, W2) = max
i=1,...,n,j=1,...,m

Sim(S1i, S2j), (20)

where W1 and W2 are the different words, S1i and S2j are one of the sememe of the word W1 and W2,
respectively. The method to compute the degree of primitive similarity is given as follow:

Sim(S1, S2) =
α

α + dist(S1, S2)
, (21)

where S1 and S2 are different primitive, dist(S1, S2) is path length of the semantic level system between
S1 and S2 and α is an adjustment parameter that usually takes 1.6 . Here, we compare the degree
of association between words by word frequency, HowNet and word embedding. The results are
shown in Table 3. From Table 3, we can see that the Chinese words镜子 (mirror) and化妆 (make up)
have a strong relationship in general. However, HowNet set 0.075074 as the weight of the two words.
The Chinese word周末 (weekend) and晴天 (sunny day) can not be completely related. The weight
calculated by word frequency is unaccepted. Evidently, the degree of association between words that
are computed by word embedding is closer to real life.

Table 3. Contrast results of different methods.

Word One Word Two Word Frequency HowNet The Relevance Value

宠物 (Pet) 运动 (Sport) 0 0.139181 0.321339
男人 (Man) 女人 (Woman) 0.2217 0.861111 0.985476
国家 Country) 太阳 (Sun) 0.024 0.208696 0.475797
周末 (Weekend) 晴天 (Sunny day) 0 0.044444 0.176057
开车 (Drive a car) 旅行 (Travel) 0.14 0.285714 0.541297

放学 (Classes are over) 回家 (Go home) 0.27 0.077949 0.764166
镜子 (Mirror) 化妆 (Make up) 0.063 0.074074 0.446568
云彩 (Cloud) 天空 (Sky) 0.011 0.285714 0.686303

In the following, we use the modified cosine distance of word embedding, word frequency,
and the keyword connection matrix to get the weights of words. Then, we employ, separately, term
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frequency, the inverse document frequency, and Equation (7) to be the membership functions to obtain
the document sorting results that are calculated by three different weights of words. Concurrently,
we compute their precision ratio, recall ratio, and the harmonic mean of the two ratios. In Figure 3,
the harmonic mean of the precision ratio and recall ratio computed by word embedding is 48.68%,
when we use Equation (2) as the membership function. In Figure 4, the harmonic mean of the precision
ratio and recall ratio computed by word embedding is 62.23%, when we use Equation (7) as the
membership function. We can see that the ratios that are computed by word embedding are radically
better than the others.

Figure 3. Precision rate, recall rate, and the harmonic mean of the two ratio with respect to tf-idf.

Figure 4. Precision rate, recall rate, and the harmonic mean of the two ratio with respect to the
fuzzy operation.

6. Conclusions

In this paper, we present an integrated approach to fuzzy information retrieval which combines
word embedding and fuzzy set theory. Word embedding being trained by the continuous bag-of-words
model is employed to calculate the cosine distance. The distance, having the property of symmetry,
is treated as the tool of measuring the weights between words and the query language. We also
use the fuzzy logic system to modify the query language in retrieval. A series of experiments was
implemented to validate the method. The proposed fuzzy information retrieval method is proved
to be better than the traditional methods. Although the experiments show a relatively good result,
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the method is not perfect. This is not surprising, we only discussed the ratios in the same retrieval
threshold values. The data sets of the retrieved documents and the training corpus are also not varied
enough. We will perform more extensive experiments on this in the near future and try to do the
experiments under different thresholds.
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