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Abstract: Let S denote the unit circle on the complex plane and ? : S2 → S be a continuous binary,
associative and cancellative operation. From some already known results, it can be deduced that
the semigroup (S, ?) is isomorphic to the group (S, ·); thus, it is a group, where · is the usual
multiplication of complex numbers. However, an elementary construction of such isomorphism has
not been published so far. We present an elementary construction of all such continuous isomorphisms
F from (S, ·) into (S, ?) and obtain, in this way, the following description of operation ?: x ? y =

F(F−1(x) · F−1(y)) for x, y ∈ S. We also provide some applications of that result and underline some
symmetry issues, which arise between the consequences of it and of the analogous outcome for the
real interval and which concern functional equations. In particular, we show how to use the result in
the descriptions of the continuous flows and minimal homeomorphisms on S.

Keywords: continuous binary operation; semigroup; cancellative operation; unit circle; real interval;
homomorphism; minimal homeomorphism; continuous flow

MSC: 22A15; 30D05; 39B12; 39B22; 39B32

1. Introduction

Let (X, ◦) and (X, ∗) be groupoids (i.e., X is a nonempty set and ◦, ∗ : X2 → X are binary
operations in X). If there exists a bijection h : X → X such that

x ◦ y = h−1(h(x) ∗ h(y)
)

for x, y ∈ X, (1)

then we say that the pair (h, ∗) induces ◦. It is easily seen that (1) is equivalent to the following property

h(x ◦ y) = h(x) ∗ h(y) for x, y ∈ X, (2)

which means that h is an isomorphism of (X, ◦) into (X, ∗).
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Recall yet that a groupoid (X, ◦) is cancellative if operation ◦ is cancellative, i.e.,

x ◦ y 6= x ◦ z and y ◦ x 6= z ◦ x, (3)

for all x, y, z ∈ X with y 6= z. A groupoid (X, ◦) is a semigroup if operation ◦ is associative, i.e.,
x ◦ (y ◦ z) = (x ◦ y) ◦ z for every x, y, z ∈ X.

Let S denote the unit circle of the complex plane C and · be the usual multiplication of complex
numbers. The main result of this paper is an elementary construction of homeomorphisms h : S→ S
such that the pair (h, ·) induces a given binary, continuous, associative, and cancellative operation on
S, where the topology in S is induced by the usual topology of the plane. As far as we know it is the
only such proof.

This paper is partly of expository type because we also show several interesting applications of
the main outcome and underline some symmetry issues concerning functional equations, which arise
between those applications and some consequences of the following well known result of J. Aczél [1,2]
(analogous result was obtained in Reference [3]; also see Reference [4] for a simpler proof).

Theorem 1. Let I be a real nontrivial interval and ◦ : I × I → I be a binary operation that is continuous,
associative, and cancellative. Then, there exist an infinite real interval J and a homeomorphism H : I → J with

x ◦ y = H−1(H(x) + H(y)) for x, y ∈ I. (4)

Note that property (4) means, in particular, that H(x) + H(y) ∈ J for every x, y ∈ I, i.e., z + w ∈ J
for every z, w ∈ J. Therefore, J must be either the set of reals R or of one of the following forms: (a, ∞),
[a, ∞), (−∞,−a), (−∞,−a] with some real a ≥ 0.

Next, it is clear that every operation of form (4) must be cancellative. So, without the cancellativity
assumption, the result is not true, and, for instance, the natural operation

x ◦ y := max{x, y} for x, y ∈ I, (5)

which is associative and continuous, but not cancellative, cannot be represented in form (4). The same
is true for x ◦ y := min{x, y} for x, y ∈ I.

In the terms of functional equations, Theorem 1 is about continuous solutions A : I2 → I (if we
write A(x, y) := x ◦ y) of the following associativity equation:

A(x, A(y, z)) = A(A(x, y), z) for x, y, z ∈ I. (6)

In this case, the cancellativity of ◦ is equivalent to the injectivity of A with respect to either
variable, which means the strict monotonicity with respect to either variable (because of the assumed
continuity of A). Similar problem without the assumption of strict monotonicity (i.e., the cancellativity
of the corresponding binary operation), was considered in Reference [5] (also see Reference [6]), and,
under some additional assumptions, the following representation was obtained

A(x, y) = g(H(x) + H(y)) for x, y ∈ I, (7)

with some continuous injection H : I → R, where g : [0, ∞] → I is a pseudoinverse of H
(see Reference [5] for more details). Clearly, representation (4) is actually (7) with g = H−1. For further,
more general investigations of that subject, we refer to References [7–9].

Let us add that solutions A : [0, 1]2 → [0, 1] to the associativity Equation (6) are important
in statistical metric spaces and are called triangular norms or shortly t-norms (cf., e.g., References
[6,10,11]); we also refer to Reference [12] for the notion of copulas.

A result analogous to Theorem 1, for the unit circle, has the subsequent form.
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Theorem 2. Let a binary operation ? : S× S→ S be continuous, associative, and cancellative. Then, there exist
exactly two homeomorphisms F0, G0 : S→ S such that

x ? y = F0(F−1
0 (x) · F−1

0 (y)) = G0(G−1
0 (x) · G−1

0 (y)) for x, y ∈ S. (8)

In particular, F0(x) = G0(x̄) for x ∈ S, where x̄ is the complex conjugate of x.

Theorem 2 can be derived (with some additional reasoning) from Reference [13]
(Theorems 1.10 and 1.13) (continuous, compact and cancellative semigroup is a topological group) and
Reference [14] (Theorem 2) (connected topological group, which contains a neighbourhood of the neutral
element that is homeomorphic to an open real interval, is isomorphic either to the additive group of reals
(R,+) or to the factor group (R/Z,+), where Z denotes the set of integers).

However, as we will see in the section with applications, it is useful to know how to construct the
function F0 (and thus also G0). In the case of Theorem 1, the form of H can be deduced from the proofs
in References [2,4]. We show in Section 5 that a symmetric reasoning, with a reasonably elementary
and simple construction of the functions F0 and G0, works for Theorem 2.

Finally, let us mention that the form of A in (7) reminds about a well-known problem of
representing functions with several variables by functions in one variable, whether under some
regularity assumptions or not (see References [5,15–17] for more details).

For further information on topological semigroups (also on historical background) we refer to
References [13,18,19].

The paper is divided into 6 sections. The next section contains some observations concerning
symmetry issue arising between Theorems 1 and 2. In Section 3, we present several applications of
both theorems. Section 4, titled Auxiliary Results, contains a series of definitions, lemmas, remarks,
and corollaries, leading to the final reasoning contained in Section 5, titled The Proof of Theorems 2,
and being the proper proof of the theorem with a description of function F0. The sixth section
(the last one) presents some concluding remarks.

2. Some Remarks on Symmetry Issues

Let us observe that the statements of Theorems 1 and 2 imply that both operations, ◦ and ?, must be
commutative (symmetric). Moreover, in the next section we demonstrate that some applications of
those theorems yield several somewhat symmetric results concerning functional equations. But, first,
let us note some symmetry deficiencies between Theorems 1 and 2.

Remark 1. S is compact, while the interval J in Theorem 1 must be infinite and therefore not compact,
which means that I cannot be compact. So, every continuous semigroup on a compact interval is not cancellative.

Remark 2. In Theorem 2 there exist exactly two functions, F0 and G0, satisfying (8). The situation in the case
of Theorem 1 (for a real interval) is somewhat different. Namely, let F : I → R also be a continuous injection
such that x ◦ y = F−1(F(x) + F(y)) for x, y ∈ I (which means, in particular, that F(x) + F(y) ∈ F(I) for
x, y ∈ I). Then

H−1(H(x) + H(y)) = x ◦ y = F−1(F(x) + F(y)) for x, y ∈ I, (9)

whence
F ◦ H−1(H(x) + H(y)) = F ◦ H−1(H(x)) + F ◦ H−1(H(y)) for x, y ∈ I, (10)

which means that the function h = F ◦ H−1 : J → J is a homeomorphism satisfying

h(z + w) = h(z) + h(w) for z, w ∈ J. (11)
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Consequently, h(z) ≡ cz with some real c 6= 0 (see, e.g., Reference [20]), which means (with z = H(x)) that

F(x) = cH(x) for x ∈ I. (12)

Remark 3. Note that, even if I = R in Theorem 1, (I, ◦) does not need to be a group, contrary to the situation
on the circle. This happens in the case when H(R) = (0, ∞).

3. Applications

Now, we show some simple applications of Theorems 1 and 2 in functional equations. They show
some symmetries and some lack of symmetry between those two cases of the continuous cancellative
semigroups on a real interval and on the unit circle. As they are clearly visible, we do not discuss them
in detail.

Let us begin with the following auxiliary useful result in Reference [21] (p. 155).

Lemma 1. Let K ∈ {R,C}. Then, a continuous function g : K→ C satisfies the functional equation

g(t + s) = g(t) · g(s) for t, s ∈ K, (13)

if and only if

(I) in the case K = R, there is a ∈ C with g(s) = eas for s ∈ R;
(II) in the case K = C, there are b, c ∈ C with g(s) = ecs+bs for s ∈ C.

The next lemma seems to be well known, but, for the convenience of readers, we present a short
proof of it.

Lemma 2. Let A : S→ S be a continuous solution of the equation

A(v · w) = A(v) · A(w) for v, w ∈ S. (14)

Then, there is a real constant d such that A(e2πit) = e2πidt for t ∈ R.

Proof. Define a function B : R→ S by B(t) = A(e2πit) for t ∈ R. Then, B is continuous and, by (14),
B(t + s) = A(e2πi(t+s)) = A(e2πit) · A(e2πis) = B(t) · B(s) for s, t ∈ R. Consequently, by Lemma
1, there is a ∈ C such that B(t) = eat for t ∈ R. Since B(R) ⊂ S, the real part of a must be equal
0. So d := a

2πi ∈ R and consequently B(t) = e2πidt for t ∈ R. Hence, A(e2πit) = B(t) = e2πidt

for t ∈ R.

Now, we are in a position to present the mentioned before applications. As far as we know,
they are new results, never published so far.

Proposition 1. Let a binary operation ? : S× S → S be associative, continuous and cancellative. Let K ∈
{R,C} and F0 : S→ S be a homeomorphism with

x ? y = F0(F−1
0 (x) · F−1

0 (y)) for x, y ∈ S. (15)

Then, a continuous function f : K→ S fulfills the equation

f (t + s) = f (t) ? f (s) for s, t ∈ K, (16)

if and only if there is d ∈ K such that,

(a) in the case K = R, f (s) = F0(eids) for s ∈ R;
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(b) in the case K = C, f (s) = F0(ei(ds+d s )) for s ∈ C.

Proof. Let f : K→ S be a continuous function that fulfills Equation (16). Then, by (15),

f (t + s) = f (t) ? f (s) = F0(F−1
0 ( f (t)) · F−1

0 ( f (t))) for s, t ∈ K, (17)

whence the function h : K→ S, h(t) = F−1
0 ( f (t)) for t ∈ K, fulfills Equation (13). Hence, by Lemma 1,

conditions (I) and (II) are valid. Clearly, eas ∈ S for s ∈ R if and only if ai ∈ R. Moreover, it is easy to
check that ecs+bs ∈ S for s ∈ C if and only if c = b. This implies statements (a) and (b).

Now, suppose that f : R→ S has the form depicted by (a). Then, in view of (15),

f (t + s) = F0(eid(t+s)) = F0(eidt · eids) = F0(eidt) · F0(eids) = f (t) ? f (s) for s, t ∈ R. (18)

The case of (b) is analogous.

Proposition 2. Let I be a nontrivial real interval and a binary operation ◦ : I × I → I be associative,
continuous, and cancellative. Let K ∈ {R,C} and H : I → R be a continuous injection satisfying (4). Then,
the functional equation

f (t + s) = f (t) ◦ f (s) for s, t ∈ K (19)

has a non-constant continuous solution f : K→ I if and only if H is bijective.
Moreover, if H is bijective, then a continuous function f : K→ I fulfills Equation (19) if and only if there

is d ∈ K such that,

(i) in the case K = R, f (s) = H−1(ds) for s ∈ R;
(ii) in the case K = C, f (s) = H−1(ds + d s) for s ∈ C.

Proof. Let f : K → I be a continuous solution of Equation (19). Then, the function h : K → I,
h(t) = H( f (t)) for t ∈ K, fulfills the equation

h(t + s) = h(t) + h(s) for s, t ∈ K. (20)

Moreover, h is continuous.
In the case K = R there is d ∈ R such that h(s) = ds for s ∈ R, which implies that either d = 0 or

H is surjective and f (s) = H−1(ds) for s ∈ R.
In the case K = C there are d1, d2 ∈ K such that h(s) = d1<s + d2=s for s ∈ C, where <s and

=s denote the real and imaginary parts of a complex number s. Write d = 1
2 (d1 − id2). Then, it is

easily seen that h(s) = ds + d s for s ∈ C, which implies that either d = 0 or H is surjective and
f (s) = H−1(ds + d s) for s ∈ C.

Now, we see that, in the case where H is bijective, we obtain statements (i) and (ii). Moreover, it is
easy to check functions depicted in statements (i) and (ii) are solutions to (19).

Next, suppose that Equation (19) has a non-constant continuous solution f : K→ I. Then, as we
have already observed, in the case K = R there is d ∈ R such that H( f (s)) = ds for s ∈ R. Since f
is not constant and H is injective, this means that d 6= 0 and consequently H is surjective. If K = C,
then we show the surjectivity of H in a similar way.

Finally, note that, if H is bijective, then functions depicted by statements (i) and (ii), with d 6= 0,
are non-constant continuous solutions to (19).

Proposition 3. Let I be a nontrivial real interval and binary operations ◦ : I × I → I and ? : S× S→ S be
associative, continuous and cancellative. Let H : I → R and F0 : S→ S be such that (4) and (15) hold. Then,
the following two statements are valid.
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(A) A continuous function f : I → S fulfills the functional equation

f (t ◦ s) = f (t) ? f (s) for s, t ∈ I, (21)

if and only if there is d ∈ R such that f (t) = F0(eidH(t)) for t ∈ R.
(B) Every continuous function f : S→ I fulfilling the functional equation

f (u ? v) = f (u) ◦ f (v) for u, v ∈ S, (22)

is constant.

Proof. First we prove (A). So, let f : I → S be a continuous function that fulfills functional
Equation (21). Then, in view of (4) and (15),

f (H−1(H(t) + H(s))) = F0(F−1
0 ( f (t)) · F−1

0 ( f (s))) for s, t ∈ I, (23)

which means that the function h : H(I)→ S, h(t) = F−1
0 ( f (H−1(t))) for t ∈ H(I) is continuous and

satisfies the equation
h(s + t) = h(s) · h(t) for s, t ∈ H(I). (24)

Let h0 : R→ S be the solution of

h0(s + t) = h0(s) · h0(t) for s, t ∈ R, (25)

such that h(t) = h0(t) for t ∈ H(I) (we define h0 by: h0(s − t) := h(s) · h(t)−1 for s, t ∈ H(I)).
According to Proposition 1 there is d ∈ R such that h0(t) = eidt for t ∈ R, whence h(t) = eidt for
t ∈ H(I). Consequently,

f (t) = F0(h(H(t))) = F0(eidH(t)) for t ∈ I. (26)

The converse is easy to check.
Now, we prove (B). Let f : S→ I be a continuous solution to (22). Then, in view of (4) and (15),

f (F0(F−1
0 (u) · F−1

0 (v))) = H−1(H( f (u)) + H( f (v))) for u, v ∈ S, (27)

whence the function h : S → R, h(u) = H( f (F0(u))) for u ∈ F−1
0 (S) = S, is continuous and satisfies

the equation
h(u · v) = h(u) + h(v) for u, v ∈ S. (28)

Thus, the set h(S) is compact (because S is compact and h is continuous) and it is a subgroup
of (R,+). The only such subgroup is the trivial one {0}, which means that h(S) = {0}. Since F0 is
bijective and H is injective, f must be constant.

Using Theorem 2 and some results from Reference [22] we also get the following proposition
on the minimal homeomorphisms on S. Let us recall (see Reference [22] (Ch.1 §1)) that, if f : S→ S,
then a set A ⊆ S is called f -invariant provided f (A) ⊆ A. A homeomorphism f : S→ S is minimal if
S does not contain any non-empty, proper, closed f -invariant subset (see References [23,24] for some
related results).

Proposition 4. A function T : S → S is a minimal homeomorphism if and only if there exist a ∈ S and a
continuous, associative, and cancellative binary operation ? : S× S→ S such that

T(x) = x ? a for x ∈ S, (29)

a 6= an for n ∈ N, n > 1, (30)
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where a1 = a and an+1 = an ? a for n ∈ N (N denotes the set of positive integers).

Proof. Assume that T : S → S is a minimal homeomorphism. Then, there exist an irrational real
number c and a homeomorphism ψ : S→ S with ψ(T(x)) = e2πic · ψ(x) for x ∈ S (see Reference [22]
(Ch.3 §3 Th.1,3)). Define a binary operation ? : S× S→ S by

u ? v = ψ−1(ψ(u) · ψ(v)) for u, v ∈ S, (31)

and put a := ψ−1(e2πic). Then, T(x) = ψ−1(ψ(x) · e2πic) = x ? a for x ∈ S. Moreover, since ψ−1 is
injective and c is irrational, we have

an = ψ−1(e2πinc) 6= ψ−1(e2πic) = a for n ∈ N, n > 1, (32)

which means that (30) holds.
Now, suppose that T : S → S is of form (29), where ? : S× S → S is a continuous, associative,

and cancellative binary operation. In view of Theorem 2, there exists a homeomorphism F0 : S→ S
such that (15) is valid. Consequently, T is a homeomorphism and F−1

0 (T(x)) = F−1
0 (x ? a) = F−1

0 (x) ·
F−1

0 (a) for x ∈ S. Let c ∈ [0, 1) be such that F−1
0 (a) = e2πic. Then,

Tn(x) = x ? an = F0(F−1
0 (x) · F−1

0 (an)) = F0(F−1
0 (x) · e2πinc) for x ∈ S, n ∈ Z. (33)

Now, we show that c is irrational. So, for the proof by contradiction suppose that there are n, k ∈ N
with (n− 1)c = k. Then, an = F0(e2πinc) = F0(e2πik · e2πic) = F0(e2πic) = a. This is a contradiction
to (30).

Thus, we have proved that c is irrational. Hence, it follows that the set {e2πinc : n ∈ Z} is dense in
S; thus, by (33), the set {Tn(x) : n ∈ Z} is dense in S for every x ∈ S, which means that T is a minimal
homeomorphism. This ends the proof.

Before our last proposition in this section, let us remind the notion of continuous flow on a
topological space X. Namely (cf. References [13,25]), if ft : X → X for t ∈ R is a family of maps such
that ft+s = ft ◦ fs for all t, s ∈ R, f0 is the identity map on X and the mapping Φ : X×R→ X, given by
Φ(x, t) = ft(x), is continuous, then we say that the family ft : X → X for t ∈ R is a continuous flow
on X.

Observe that, if ft : X → X for t ∈ R is a continuous flow on a topological space X, then Φ :
X×R→ X, Φ(x, t) = ft(x), is a continuous solution of the translation functional equation

Φ(Φ(x, t), s) = Φ(x, t + s) for x ∈ X, t ∈ R. (34)

The last proposition in this section shows that the continuous, associative, and cancellative binary
operations on S can be used in a description of the continuous flows on S (cf. References [26,27]) and
therefore also in a description of the continuous solutions Φ : S×R→ S to the translation functional
equation.

Proposition 5. A family of continuous functions {Tt : S→ S : t ∈ R} is a continuous flow such that either
T1 = id (the identity function on S) or T1(x) 6= x for x ∈ S if and only if there exist a continuous, associative,
and cancellative operation ? : S× S→ S and a continuous solution f : R→ S of the functional equation

f (t + s) = f (t) ? f (s) for s, t ∈ R (35)

such that
T t(x) = x ? f (t) for x ∈ S, t ∈ R. (36)
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Proof. Let {Tt : S→ S : t ∈ R} be a continuous flow such that either T1 = id or T1(x) 6= x for x ∈ S.
Then, by [13] (Theorem 2), there exist d ∈ R and an orientation preserving homeomorphism ψ : S→ S
with Tt(x) = ψ−1(ψ(x) · eidt) for x ∈ S, t ∈ R.

Let ? : S× S → S be the operation given by (31). Then, ? is continuous and (S, ?) is a group.
Next, the function f : R→ S, f (t) = ψ−1(eidt) for t ∈ R, fulfills Equation (35) (because ψ( f (t)) = eidt

for t ∈ R) and

T t(x) = ψ−1(ψ(x) · eidt) = ψ−1(ψ(x) · ψ( f (t))) = x ? f (t) for x ∈ S, t ∈ R. (37)

Conversely, suppose that (36) holds. Then, it is easily seen that {Tt : t ∈ R} is a continuous
flow. Further, by Theorem 2, (S, ?) is a group. So, if there is x0 ∈ S such that T1(x0) = x0, then,
by (36), x0 ? f (1) = x0, whence f (1) is the neutral element of (S, ?). Thus, (36) implies that T1 = id.
This completes the proof.

Finally, let us mention that somewhat related issues in particle physics can be found in
Reference [28]. Moreover, it seems that Theorem 2 can be applied in finding continuous solutions
f : S → S of some suitable functional equations analogously as Theorem 1 has been used in
References [29–31] for real functions.

4. Auxiliary Results

In this section, we provide information and several observations necessary in the proof of
Theorem 2 for the construction of function F0. They are presented in a series of lemmas, remarks,
and corollaries. We start with some notations and definitions.

We define an order in S as follows:

u ≺ v ⇔ Arg u < Arg v, (38)

u � v ⇔ Arg u ≤ Arg v (39)

for u, v ∈ S, where Arg u ∈ [0, 2π) stands for the argument of the complex number u. For every
u, v ∈ S, u ≺ v, we write

a(u, v) := {s ∈ S : u ≺ s ≺ v}, (40)

c(u, v) := {s ∈ S : s ≺ u or v ≺ s}. (41)

It is known (cf., e.g., Reference [22] (Chap. 2)) that, for every homeomorphism T : S → S,
there exists a unique homeomorphism f : R → R satisfying T(e2πix) = e2πi f (x) for x ∈ R. If f is
increasing (decreasing), then we say that homeomorphism T preserves (reverses) orientation. Note that
every homeomorphism T : S→ S preserves or reverses orientation.

Now, we will prove several auxiliary lemmas, corollaries and remarks.
So, let (S, ?) be as in Theorem 2. Then, (S, ?) is a topological group (see Reference [13]

(Theorems 1.10 and 1.13)). Denote by e the neutral element of (S, ?) and define ◦ : S× S→ S by

u ◦ v =
1
e
·
(
(e · u) ? (e · v)

)
for u, v ∈ S. (42)

Remark 4. It is easily seen that the mapping γ : S→ S, γ(u) = e · u for u ∈ S, is an isomorphism from (S, ◦)
onto (S, ?). So, (S, ◦) is a group with the neutral element equal 1. Next, γ is a homeomorphism and

u ◦ v = γ−1(γ(u) ? γ(v)) for u, v ∈ S, (43)

whence (S, ◦) is a topological group. For every u ∈ S, by u−1, we always denote the inverse element to u in the
group (S, ◦) and J : S→ S is defined by J(v) = v−1 for v ∈ S.
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In what follows, u1 := u and un+1 := u ◦ un for u ∈ S and n ∈ N. Clearly, by the associativity of
the operation, we have

un+m = un ◦ um for u ∈ S, n, m ∈ N. (44)

Next, given u ∈ S, we define functions Lu, Ru : S→ S by the formulas:

Lu(s) = u ◦ s, Ru(s) = s ◦ u for s ∈ S. (45)

Remark 5. Let u ∈ S \ {1}. Since (S, ◦) is a topological group, Lu and Ru are homeomorphisms without fixed
points and therefore preserve orientation (see Reference [13] (Remark 3)).

Lemma 3. There exists u0 ∈ S such that u0 ≺ u−1
0 .

Proof. First, suppose that u = u−1 for every u ∈ S, that is u2 = 1 for every u ∈ S. Let u, v ∈ S and 1 ≺
u ≺ v. Then, by and Remark 5, we have v ◦ a(1, v) = c(1, v), where v ◦ a(1, v) := {v ◦ s : s ∈ a(1, v)}.
This means that v ≺ v ◦ u.

On the other hand, c(1, u) ◦ u = a(1, u), and, consequently, v ◦ u ≺ u, a contradiction because
u ≺ v. So, there exists v0 ∈ S such that v2

0 6= 1. Putting u0 = v−1
0 , we have either v0 ≺ v−1

0 or
u0 ≺ u−1

0 .

Lemma 4. If u, v ∈ S and 1 ≺ u ≺ v, then v−1 ≺ u−1.

Proof. It follows from Lemma 3 that there exists u0 ∈ S such that u0 ≺ u−1
0 . Since J(u−1

0 ) = u0 ≺
u−1

0 = J(u0) and J(1) = 1, J reverses orientation. Thus, the assertion follows from the fact that
1 6∈ J(a(u, v)).

Lemma 5. Let s, u, v ∈ S, u ≺ v, and 1 ≺ s ≺ v−1. Then, u ◦ s ≺ v ◦ s and s ◦ u ≺ s ◦ v.

Proof. Lemma 4 implies that v ≺ s−1. Thus, 1 6∈ Rs(a(u, v)) and 1 6∈ Ls(a(u, v)). The lemma results
now from Remark 5.

From Lemma 5 (for u = 1), we obtain the following

Corollary 1. If s, v ∈ S \ {1} and s ≺ v−1, then s ≺ v ◦ s and s ≺ s ◦ v.

Lemma 6. Let v ∈ S, v ≺ v−1. Then:

(a) v ≺ v2;
(b) if t, s ∈ S, t ≺ s ≺ v, then t2 ≺ s2.

Proof. Assertion (a) results from Corollary 1 (with v = s). For the proof of (b), fix e ≺ t ≺ s ≺ v. Then,
by Lemma 4, we get t ≺ s ≺ v ≺ v−1 ≺ s−1 ≺ t−1. Hence, Lemma 6 gives

t2 = t ◦ t ≺ t ◦ s ≺ s ◦ s = s2. (46)

This ends the proof.

Lemma 7. Assume that u ∈ S and u ≺ u−1. Then, for every x ∈ S, x ≺ u2, there exists exactly one y ∈ S,
y ≺ u, such that y2 = x. Moreover, y ≺ x.

Proof. Define a function q : a(1, u)→ S, q(s) = s2. Then, q is continuous and, on account of Lemma 6b,
q is injective. Thus, q(a(1, u)) = a(1, u2) and q−1(x) ∈ a(1, u) for every x ∈ a(1, u2). Fix x ∈ a(1, u2).
By Lemma 4, y := q−1(x) ≺ u ≺ u−1 ≺ y−1. Consequently, in view of Lemma 6a, y ≺ x, which ends
the proof.
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Lemma 8. Let u ∈ S, u ≺ u−1. Then, for every n ∈ N, the set An(u) := {y ∈ S : y2n
= u} is non–empty

and has the smallest element pn(u) ≺ u. Moreover, pn+1(u) ≺ pn(u) and (pn+1(u))2 = pn(u) for n ∈ N.

Proof. The proof is by induction with respect to n.
The case n = 1 results from Lemma 7. Fix n ∈ N and assume that An(u) 6= ∅ and there exists

the smallest element pn(u) of An(u) with pn(u) ≺ u. Then, according to Lemma 7, there is exactly
one element y ≺ pn(u) such that y2 = pn(u). Note that y2n+1

= (y2)2n
= [pn(u)]2

n
= u. Thus,

y ∈ An+1(u).
Suppose that there is z ∈ An+1(u) with z ≺ y. Then, u = z2n+1

= (z2)2n
, whence z2 ∈ An(u).

Moreover, by Lemma 6b, z2 ≺ y2 = pn(u), a contradiction. Consequently, y is the smallest element of
An+1(u), y2 = pn(u), and y ≺ pn(u). This completes the proof.

Remark 6. Fix u0 ∈ S with u0 ≺ u−1
0 (see Lemma 3). From Lemma 8, by induction, we get (pn+m(u0))

2m
=

pn(u0) for n, m ∈ N0 := N∪ {0}, where p0(u0) = u0. Hence, for j, k ∈ N0, k ≤ j, we have

pk(u0) ◦ pj(u0) = [pj(u0)]
2j−k ◦ pj(u0) = [pj(u0)]

2j−k+1 = pj(u0) ◦ pk(u0). (47)

Let

D :=
{ k

∑
j=0

2−jxj : x0 ∈ N0, k ∈ N, xj ∈ {0, 1} for j = 1, 2, . . . , k
}

. (48)

Note that, for every x ∈ D0 := D \N0, there are unique k(x) ∈ N, m(x) ∈ N0 and x1, . . . , xk(x) ∈ {0, 1}
such that xk(x) = 1 and x = m(x) + ∑

k(x)
j=1 2−jxj. Thus, we can define a function d : D → S by

d(m) = um
0 , d

(
m +

k

∑
j=1

2−jxj

)
= um

0 ◦
k

∏
j=1

rj(xj) (49)

for k, m ∈ N0, k > 0, x1, . . . , xk ∈ {0, 1}, xk = 1, where u0 := 1, rj(1) = pj(u0), rj(0) = 1 for j ∈ N and
∏k

j=1 rj(xj) := r1(x1) ◦ . . . ◦ rk(xk).

In what follows, we assume that u0 ∈ S is fixed and u0 ≺ u−1
0 . Moreover, the function d is defined

as above. Now, we prove some properties of d. We start with the following

Lemma 9. Let D and d : D → S be defined as in Remark 6. Then, d(x + y) = d(x) ◦ d(y) for every x, y ∈ D.

Proof. In view of Remark 6, for every x ∈ D0, there exist unique k(x) ∈ N, m(x) ∈ N0,
and x1, . . . , xk(x) ∈ {0, 1} with xk(x) = 1 and x = m(x) + ∑

k(x)
i=1 2−ixi. If x ∈ N0, then we write

k(x) := 0 and m(x) := x.
The proof is by induction with respect to p(x, y) := max{k(x), k(y)}. The case p(x, y) = 0 is

trivial because, then,

d(x + y) = d(m(x) + m(y)) = um(x)+m(y)
0 = um(x)

0 ◦ um(y)
0 = d(x) ◦ d(y). (50)

So, fix n ∈ N0 and assume that the assertion holds for every x, y ∈ D with p(x, y) ≤ n. Take x, y ∈ D
with p(x, y) = n + 1. Since, by (47), d(x) ◦ d(y) = d(y) ◦ d(x), it suffices to consider the following
two cases.

Case I: k(x) = k(y) = n + 1. Then,

x = m(x) +
n+1

∑
i=1

2−ixi, y = m(y) +
n+1

∑
i=1

2−iyi (51)
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with xn+1 = yn+1 = 1. Write

x0 = m(x) +
n

∑
i=1

2−ixi, y0 = m(y) +
n

∑
i=1

2−iyi. (52)

Clearly max{k(x0), k(y0), k(x0 + y0)} ≤ n. So, in view of Remark 6, Lemma 8, and the induction
hypothesis, we have

d(x + y) = d
(
m(x) + ∑n+1

i=1 2−ixi + m(y) + ∑n+1
i=1 2−iyi

)
= d

(
m(x) + ∑n

i=1 2−ixi + m(y) + ∑n
i=1 2−iyi + 2−n)

= d
(

x0 + y0
)
◦ d(2−n) = d

(
x0
)
◦ d
(
y0
)
◦ pn(u0)

= um(x)
0 ◦∏

k(x0)
i=1 ri(xi) ◦ um(y)

0 ◦∏
k(y0)
i=1 ri(yi) ◦ pn+1(u0) ◦ pn+1(u0)

= um(x)
0 ◦∏

k(x0)
i=1 ri(xi) ◦ pn+1(u0) ◦ um(y)

0 ◦∏
k(y0)
i=1 ri(yi) ◦ pn+1(u0)

= d(x) ◦ d(y).

(53)

Case II: k(x) < k(y) = n + 1. Let z = ∑
k(x)
i=1 2−ixi + ∑n

i=1 2−iyi and y0 = ∑n
i=1 2−iyi. Then,

there exist k(z), m(z) ∈ N ∪ {0}, k(z) ≤ n, and zi ∈ {0, 1} for i = 1, . . . , k(z), zk(z) = 1 such that

z = m(z) + ∑
k(z)
i=1 2−izi. Hence, by Remark 6 and the induction hypothesis, we obtain

d(x + y) = d
(
m(x) + ∑

k(x)
i=1 2−ixi + m(y) + ∑n+1

i=1 2−iyi
)

= d
(
m(x) + m(y) + z + 2−n−1)

= d
(
m(x) + m(y) + m(z) + ∑

k(z)
i=1 2−izi + 2−n−1)

= um(x)+m(y)+m(z)
0 ◦∏

k(z)
i=1 ri(zi) ◦ d(2−n−1)

= d
(
m(x) + m(y) + m(z) + ∑

k(z)
i=1 2−izi

)
◦ pn+1(u0)

= d
(
m(x) + ∑

k(x)
i=1 2−ixi + m(y) + ∑

k(y0)
i=1 2−iyi

)
◦ pn+1(u0)

= d
(
m(x) + ∑

k(x)
i=1 2−ixi

)
◦ d
(
m(y) + ∑

k(y0)
i=1 2−iyi

)
◦ pn+1(u0)

= d(x) ◦ um(y) ◦∏
k(y0)
i=1 ri(yi) ◦ pn+1(u0) = d(x) ◦ d(y).

(54)

Lemma 10. Let D and d : D → S be the same way as in Lemma 9. Then, d(x) ≺ u0 for every x ∈ D, x < 1.

Proof. Clearly, d(0) = u0
0 = 1 ≺ u0. Next, for every x ∈ D0, x < 1, there are unique k(x) ∈ N0,

x1, . . . , xk(x) ∈ {0, 1}, xk(x) = 1, with x = ∑
k(x)
i=1 2−ixi.

The proof is by induction with respect to k(x). The case k(x) = 1 results from Lemma 8. Fix n ∈ N
and assume that the assertion holds for every x ∈ D0, x < 1, with k(x) ≤ n. Let y ∈ D0, k(y) = n + 1,
and z = 2−n−1. From the induction hypothesis and Lemma 4, we obtain

n

∏
i=1

ri(yi) ≺ u0 ≺ u−1
0 ≺ pn(u0)

−1 (55)
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because Lemma 8 yields pn(u0) ≺ u0. By Lemma 8, we also get pn+1(u0) ≺ pn(u0) ≺ u0 ≺ u−1
0 ≺

pn(u0)
−1. Hence, in view of the induction hypothesis, Lemma 5 and Lemma 9, we have

d(y) =
n+1

∏
i=1

ri(yi) =
n

∏
i=1

ri(yi) ◦ pn+1(u0) (56)

≺
n

∏
i=1

ri(yi) ◦ pn(u0) = d
( n

∑
i=1

2−iyi + 2−n) � u0.

This completes the proof.

Lemma 11. Let D and d : D → S be the same way as in Lemma 9, x, y ∈ D and x < y < 1. Then,
d(x) ≺ d(y).

Proof. By Lemmas 10 and 4, we have d(x) ≺ u0 ≺ d(y− x)−1. Thus, on account of Corollary 1 and
Lemma 9, d(x) ≺ d(x) ◦ d(y− x) = d(y). This ends the proof.

Let

M := sup {z ∈ D : if x, y ∈ D and x < y < z, then d(x) ≺ d(y)}. (57)

Lemma 12. If M is defined by (57) with D and d the same way as in Lemma 9, then M ∈ [1, ∞).

Proof. From Lemma 11, we get immediately M ≥ 1. We prove that M is a finite number.
Suppose that un

0 ≺ u−1
0 for every n ∈ N. Then, on account of Corollary 1, un

0 ≺ un+1
0 for n ∈ N

and consequently there exists s = lim
n→∞

un
0 � u−1

0 .

If s = u−1
0 , then, in view of the continuity of the operation, we have

u−1
0 = s = lim

n→∞
un

0 = u0 ◦ lim
n→∞

un
0 = u0 ◦ s = 1, (58)

a contradiction.
If s ≺ u−1

0 , then, by Corollary 1, s ≺ u0 ◦ s = u0 ◦ lim
n→∞

un
0 = lim

n→∞
un

0 = s, a contradiction, too.

In this way we have proved that there is k ∈ N with u−1
0 � uk

0. Thus, writing n := 1 + max {m ∈
N : um

0 ≺ u−1
0 }, we get uj

0 ≺ u−1
0 for j = 1, . . . , n − 1 and u−1

0 � un
0 . Observe that the set

A = a(un−1
0 , un

0 ) ∪ {un
0} is connected, A 6= S, and u−1

0 ∈ A. Hence, 1 ∈ Lu0(A) and consequently,
by Remark 5, un+1

0 ≺ un
0 , which means that M ≤ n + 1. This ends the proof.

Lemma 13. Let D and d : D → S be the same way as in Lemma 9 and M be given by (57). Then, the following
two statements are valid.

(a) For every s ∈ S \ {1}, there is x ∈ D, x < 1, with d(x) ≺ s.
(b) The set U := {d(x) : x ∈ D, x < M} is dense in S.

Proof. (a) Put r := inf{pn(u0) : n ∈ N} (with respect to the order ≺) and suppose that 1 ≺ r.
From Lemma 8 we get r = limn→∞ pn(u0) and, by Lemma 7 with u = r, p1(r) ≺ r ≺ u0 ≺ u−1

0 ≺ r−1.
Thus, there exists t ∈ S with p1(r) ≺ t ≺ r. Hence, on account of Lemma 6b with v = r, r ≺ t2. By the
definition of r and Lemma 8, there exists m ∈ N such that r ≺ pm(u0) ≺ t2. Next, in view of Lemma 7,
with u = t, there exists q ∈ a(1, t) with q2 = pm(u0), whence, by Lemma 8, pm+1(u0) � q ≺ t ≺ r,
which contradicts the definition of r.

(b) For the proof by contradiction, suppose that there exist v1, v2 ∈ S such that 1 ≺ v1 ≺ v2 and
U ∩ a(v1, v2) = ∅. First, consider the case where t ≺ v1 for every t ∈ U. Put s := sup U (with respect
to the order ≺) and s0 := min{s, s−1}. By a) and Lemma 11, there exists m ∈ N such that d(2−m) ≺ s0.
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Let D′ := [0, M + 2−m) ∩ D and fix x, y ∈ D′ such that x < y, 2−m < y. Put x0 = max{2−m, x}. Then,
by Lemma 12, there exist x′, y′ ∈ [0, M) ∩ D and z, w ∈ D such that w ≤ z < 2−m ≤ x′ < y′ and
x0 = x′ + w, y = y′ + z, which, in virtue of the definition of M and Lemma 4, means that d(x′) ≺ d(y′),

d(w) � d(z) ≺ d(2−m) ≺ s0 � s−1 ≺ d(y′)−1 ≺ d(x′)−1, (59)

and d(x′) ≺ d(z)−1. Thus, on account of Lemmas 5 and 9, we obtain

d(x0) = d(x′) ◦ d(w) � d(x′) ◦ d(z) ≺ d(y′) ◦ d(z) = d(y′ + z) = d(y). (60)

Since, according to the definition of M, d(x) ≺ d(y) for x, y ∈ D, x < y ≤ 2−m, in this way,
we have proved that d(x) ≺ d(y) for every x, y ∈ D′ with x < y. This contradicts the definition of M.

Now, consider the case where there is t ∈ U such that v2 ≺ t. Put s1 = sup{t ∈ U : t ≺ v1},
s2 = inf{t ∈ U : v2 ≺ t} (with respect to ≺), and L := sup{x ∈ D ∩ [0, M) : d(x) ≺ v1}. Let V be
a neighbourhood (in S) of s1 such that x ≺ v2 for every x ∈ V. Choose a neighbourhood V0 of 1
such that V0 ◦ s1 ⊂ V. It results from a) and Lemma 11 that there exists q ∈ N with d(2−q) ≺ s−1

1 ,
d(2−q) ∈ V0, and 2−q < M − L. Thus, d(2−q) ◦ s1 ∈ V. Moreover, Lemma 4 and Corollary 1 give
s1 ≺ d(2−q) ◦ s1 ≺ s2. Let V1 be a neighbourhood of d(2−q) ◦ s1 such that s1 ≺ x ≺ s2 for every
x ∈ V1. By the definition of s1, there is t0 ∈ U with t0 � s1 and d(2−q) ◦ t0 ∈ V1, which means that
s1 ≺ d(2−q) ◦ t0 ≺ s2. Clearly, t0 = d(r) for some r ∈ (0, L] ∩ D. Since 2−q + r < M and, by Lemma 9,
d(2−q + r) = d(2−q) ◦ t0 ∈ U, we obtain a contradiction with the definition of s1 and s2.

Define a function d : [0, M]→ S by the formula

d(x) =

 sup{d(y) : y < x, y ∈ D} for x ∈ (0, M);

1 for x ∈ {0, M},
(61)

where D and d : D → S are the same way as in Lemma 9 and M is given by (57).
As an immediate consequence of the definition and Lemma 13, we have the following.

Corollary 2. Let d : [0, M] → S be defined as above, where M is given by (57). Then, d|[0,M) is a strictly
increasing function (with respect to the order ≺ in S).

Lemma 14. Let M and d : [0, M]→ S be as in Corollary 2. Then, d is a continuous function.

Proof. Using Lemma 13a and Corollary 2, it is easily seen that d is continuous at 0. Next, we show
that d is continuous at M. So, fix an increasing sequence {rn}n∈N in D such that limn→∞ rn = M. Then,
according to the definitions of M and d and Lemma 13b, for every t ∈ S, there is n ∈ N with t ≺ d(rn),
which means that limn→∞ d(rn) = 1. Hence, by Corollary 2, d is continuous at M.

To complete the proof suppose that d is discontinuous at a point x0 ∈ (0, M). Then, by Corollary 2
and Lemma 13b, there exist z1, z2 ∈ (0, M) with z1 < z2 and x0 ∈ [z1, z2], and a sequence {rn}n∈N in
D ∩ ((0, M) \ {x0}) such that limn→∞ rn = x0 and

rn < x0 < rn + 2−n, d(rn) ≺ d(z1) ≺ d(z2) ≺ d(rn + 2−n), n ∈ N. (62)

Hence, rn < z1 < z2 < rn + 2−n for n ∈ N. Since

x0 = lim
n→∞

rn ≤ z1 < z2 ≤ lim
n→∞

(rn + 2−n) = x0, (63)

we obtain a contradiction. This ends the proof.

Lemma 15. Let M and d : [0, M]→ S be as in Corollary 2 and x, y ∈ [0, M]. Then:
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(a) if x + y ≤ M, then d(x + y) = d(x) ◦ d(y);
(b) if M < x + y, then d(x + y−M) = d(x) ◦ d(y).

Proof. (a) Let {xn}n∈N, {yn}n∈N be sequences in D \ {x, y} such that xn + yn < M for n ∈ N and
lim

n→∞
xn = x, lim

n→∞
yn = y. By the continuity of ◦ and Lemmas 9 and 14, we have

d(x) ◦ d(y) = lim
n→∞

d(xn) ◦ lim
n→∞

d(yn) = lim
n→∞

d(xn) ◦ lim
n→∞

d(yn) (64)

= lim
n→∞

d(xn) ◦ d(yn) = lim
n→∞

d(xn + yn)

= lim
n→∞

d(xn + yn) = d(x + y).

(b) Let {xn}n∈N, {yn}n∈N be increasing sequences in D \ {x, y} with limn→∞ xn = x,
limn→∞ yn = y. Take a sequence {mn}n∈N in D ∩ (0, M) with limn→∞ mn = M and write zn :=
xn + yn −mn for n ∈ N. Then, zn ∈ D for n ∈ N and, by Lemmas 9 and 14, we may write

d(x) ◦ d(y) = lim
n→∞

d(xn) ◦ d(yn) = lim
n→∞

d(xn + yn) (65)

= lim
n→∞

d(mn + zn) = lim
n→∞

d(mn) ◦ d(zn)

= lim
n→∞

d(mn) ◦ lim
n→∞

d(zn) = d(x + y−M).

This ends the proof.

5. Proof of Theorem 2

Now, we are in a position to present the final part of the proof of Theorem 2. In what follows,
M and d : [0, M]→ S have the same meaning as in Corollary 2.

Define a function F : S→ S as follows:

F(v) := d
(

MArg v
2π

)
for v ∈ S. (66)

Then, by Corollary 2, F is strictly increasing (with respect to the order ≺ in S) and, on account of
Lemma 14, it is easily seen that F is continuous. Moreover, it results from Lemma 15 that, for every
v, w ∈ S,

F(v · w) = d
(

MArg (v · w)

2π

)
(67)

=

 d
(

M(Arg v+Arg w)
2π

)
, if Arg v + Arg w < 2π;

d
(

M(Arg v+Arg w−2π)
2π

)
, if Arg v + Arg w ∈ [2π, 4π)

= d
(

MArg v
2π

)
◦ d
(

MArg w
2π

)
= F(v) ◦ F(w).

Consequently, F is a homeomorphism fulfilling

v ◦ w = F(F−1(v) · F−1(w)) for v, w ∈ S. (68)
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Write F0 := γ ◦ F, where γ : S → S is defined as in Remark 4. Then, F0 : S → S is a
homeomorphism and, by (68),

x ? y = γ(γ−1(x) ◦ γ−1(y)) = γ
(

F
(

F−1(γ−1(x)) · F−1(γ−1(y))
))

(69)

= F0(F−1
0 (x) · F−1

0 (y)), x, y ∈ S.

To complete the proof of Theorem 2 suppose that G0 : S→ S is also a homeomorphism such that
x ? y = G0(G−1

0 (x) · G−1
0 (y)) for x, y ∈ S. Then, for every v, w ∈ S,

F0(v · w) = F0(v) ? F0(w) = G0
(
G−1

0 (F0(v)) · G−1
0 (F0(w))

)
, (70)

whence G−1
0 (F0(v · w)) = G−1

0 (F0(v)) · G−1
0 (F0(w)). Putting A(u) = G−1

0 (F0(u)) for u ∈ S we get
F0 = G0 ◦ A and

A(v · w) = A(v) · A(w) for v, w ∈ S. (71)

Moreover, A is a homeomorphism. Hence, in view of Lemma 2, A(u) ≡ u or A(u) ≡ u. Since it is
easily seen that (69) yields

x ? y = G0(G−1
0 (x) · G−1

0 (y)) for x, y ∈ S, (72)

this completes the proof.

6. Conclusions

Given a binary, continuous, associative, and cancellative operation ? : S2 → S, we presented an
elementary construction of all continuous isomorphisms from the group (S, ·) onto the semigroup
(S, ?), where S is the unit circle on the complex plane and · is the usual multiplication of complex
numbers. There are exactly two such isomorphisms F, G : S → S, and they uniquely determine the
form of operation ? in the following way:

x ? y = F(F−1(x)F−1(y)) = G(G−1(x)G−1(y)) for x, y ∈ S. (73)

Moreover, F(x) = G(x̄) for all x ∈ S.
Using this result, we have easily determined all continuous solutions f : K → S of the

functional equation
f (x + y) = f (x) ? f (y) for x, y ∈ K, (74)

where K is either the set of reals R or the set of complex numbers C.
We also provided some further applications of that result in functional equations and showed how

to use it in the descriptions of the continuous flows and minimal homeomorphisms on S. In particular,
we underlined some symmetry issues, which arise between the consequences of the result and of the
analogous outcome for the real interval.

It would be interesting to investigate in the future to what extent the statements of Theorems 1
and 2 remain valid if the cancellativity is replaced by the one side cancellativity; for instance, by the
left-cancellativity (a groupoid (X, ◦) is left-cancellative if x ◦ y 6= x ◦ z for all x, y, z ∈ X with y 6= z).

The next step might be to investigate how much the associativity assumption can be weakened;
for instance, to what extent the assumption can be replaced by the square symmetry defined by the
formula: (x ◦ x) ◦ (y ◦ y) = (x ◦ y) ◦ (x ◦ y). A natural example of square symmetric operation in R,
which is not associative, is given by: x ? y = ax + by + c for x, y, z ∈ R, where a, b, c ∈ R are fixed and

ac 6= bc, or a2 6= a, or b2 6= b. (75)
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Such new results would have interesting applications in functional equations in a similar way as
Theorem 1 in References [29–31].
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