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Abstract

:

In this paper, the model of imprecise quantity information is an ordered fuzzy number. The purpose of our study is to propose some methods of approximating any ordered fuzzy number using a trapezoidal ordered fuzzy number. The information ambiguity is evaluated by means of an energy measure. The information indistinctness is evaluated by Kosko’s entropy measure. We discuss the problem of approximation of an arbitrary ordered fuzzy number by the nearest trapezoidal ordered fuzzy number. This way, we can simplify arithmetical operations on the linear space of ordered fuzzy numbers. The set of feasible trapezoidal ordered numbers is limited by the combination of the following conditions: invariance of energy measure, invariance of entropy measure, and invariance of information support. Evaluating the influence of individual limits combinations on the utility of given approximations, two combinations of those restraints, recommended for use, were chosen. It was also indicated that one of the recommended approximation problems can be used only for ordered fuzzy numbers characterized by a low level of entropy. The obtained results are currently used in such multi-criterial decision making models as financial portfolio management, evaluation of negotiations offers, the fuzzy TOPSIS model, and the fuzzy SAW model.
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1. Introduction


Ordered fuzzy numbers (OFN) are defined in the perfect intuitive way by Kosiński et al. [1,2,3,4] as an extension of the concept of fuzzy number (FN). In this way, they were going to introduce a FN supplemented by a negative or positive orientation. The negative orientation means the order from bigger numbers to smaller ones. The positive orientation means the order from smaller numbers to bigger ones. The FN orientation is interpreted as a prediction of future FN changes. The Kosiński’ theory has significant drawbacks. Kosiński [4] has shown that there exist improper OFNs that cannot be represented b. This means that we cannot apply any knowledge of fuzzy sets to solve practical problems described by improper OFN. Therefore, considerations that use improper OFN may not be fruitful. Kosiński [1,2,3] has determined OFNs’ arithmetic as an extension of results obtained by Goetschel and Voxman [5] for FNs. Moreover, Kosiński [4] has shown that there exist such proper OFNs that their Kosiński’s sum is equal to improper OFN. This means that the family of all proper OFNs is not closed under the Kosiński’s addition. On the other hand, most mathematical applications require that the considered objects’ family be closed under used arithmetic operations. Then again, the intuitive Kosiński’s approach to the notion of OFN is very useful. For this reason, the original Kosiński’s theory was revised in [6]. This paper is fully based on the revised OFNs’ theory.



OFNs have already begun to find their use in operations research applied in decision making, economics, and finance [7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31]. All discussed applications are associated with the linear space of OFNs. However, a big inconvenience appears when using that space. The addition of an arbitrary OFN is a very complicated operation of significant formal complexity. An example of this addition is presented in Section 2. On the other hand, the addition of trapezoidal OFNs (TrOFN) is reduced to a simple addition of four-dimensional vectors of real numbers. Moreover, TrOFN are already applied for finance [20,21,22,25] and decision making [14,26,29,30]. These are the main premises to propose a substitution of OFNs by TrOFNs. It is obvious that any arbitrary OFN should be substituted by the nearest TrOFN. Therefore, we will apply the approximation task as a tool of substitution of OFN by TrOFN. When processing imprecise values, we use OFN only to follow the influence of the initial values’ imprecision on the resulting information imprecision. Due to our approximation problem, we can impose the requirements of approximating by such a value that retains the estimates of the imprecision of an approximated value. The approximation problem of OFNs by TrOFNs has not, so far, been discussed in the literature [32].



The main aim of this paper is to propose the approximation methods of any OFN by trapezoidal OFNs. As a result, authors intend to indicate the recommended approximation methods. The paper is organised as follows. Section 2 presents the concept of OFNs and the linear space of OFNs. Section 3 briefly discusses the idea of imprecision [33]. The same chapter describes energy measure [34] as a measure tool of information ambiguity and entropy measure [35,36], as well as a measure tool of information indistinctness. In Section 4, the authors propose six approximation methods of any OFN by a TrOFN. Section 5 recommends chosen approximation methods and shows the possibility of implementing obtained results in a case of existing models of real objects. Finally, Section 6 concludes the article, summarizes the main findings of this research, and proposes some future research directions.




2. Ordered Fuzzy Numbers—Basic Facts


By   ℱ  ( ℝ )  ,   we denote the family of all fuzzy subsets of a real line  ℝ . An imprecise number is a family of values in which each considered value belongs to it in a varying degree. A commonly accepted model of an imprecise number is the fuzzy number (FN), defined as a fuzzy subset of the real line  ℝ . The most general definition of FN was given by Dubois and Prade [37]. Thanks to the results obtained in [5], a concept of a fuzzy number can be equivalently denoted as follows:

Theorem 1.

For any FN ℒ there exists such a nondecreasing sequence   (  a , b , c , d  )  ⊂ ℝ  that  ℒ ∈ ℱ  ( ℝ )   is represented by its membership function   μ ℒ   (  · | a , b , c , d ,  L L  ,  R L   )  ∈    [  0 ; 1  ]   ℝ   given by the identity


   μ ℒ   (  x | a , b , c , d ,  L L  ,  R L   )  = {    0 ,   x ∉ [ a , d ] ,      L L  ( x ) ,   x ∈ [ a , b ] ,     1 ,   x ∈ [ b , c ] ,      R L  ( x ) ,   x ∈ [ c , d ] ,     



(1)




in which the left reference function   L L  ∈    [  0 ; 1  ]     [  a , b  ]     and the right reference function   R L  ∈    [  0 ; 1  ]     [  c , d  ]     are upper semi-continuous monotonic functions satisfying the following conditions:


   L L   ( b )  =  R L   ( c )  = 1 ,  



(2)






   ∀  x ∈  ]  a , d  [    :  μ ℒ   (  x | a , b , c , d ,  L L  ,  R L   )  > 0 .  



(3)







The family of all FN is denoted as  F . Moreover, Dubois and Prade [38] have introduced such arithmetic operations on FN that are coherent with the Zadeh Extension Principle.  □







The concept of ordered fuzzy numbers (OFN) was intuitively introduced by Kosiński and his co-writers in the series of papers [1,2,3,4] as an extension of the concept of FN. A significant drawback of Kosiński’s theory is that there exist such OFNs that, in fact, are not FN [4]. What is more, the intuitive Kosiński’s approach to the notion of OFN is very useful. The OFNs’ usefulness results from the fact that an OFN is defined as FN supplemented by a negative or positive orientation. The negative orientation means the order from bigger numbers to smaller ones. The positive orientation means the order from smaller numbers to bigger ones. The FN orientation is interpreted as prediction of future FN changes. For this reason, the Kosiński’s theory was revised in [6], in which OFNs are generally defined in a following way:

Definition 1.

Let any monotonic sequence   (  a , b , c , d  )  ⊂ ℝ  of ordered fuzzy number (OFN)   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   be defined as the pair of fuzzy number  ℒ ∈ F  and orientation  〚 a ↣ d 〛 =  (  a , d  )   . The fuzzy number  ℒ ∈ F  is determined by its membership function   μ ℒ   (  · | a , b , c , d ,  S L  ,  E L   )  ∈    [  0 ; 1  ]   ℝ   given by the identity


   μ ℒ   (  x | a , b , c , d ,  S L  ,  E L   )  = {    0 ,   x ∉ [ a , d ] = [ d , a ] ,      S L  ( x ) ,   x ∈ [ a , b ] = [ b , a ] ,     1 ,   x ∈ [ b , c ] = [ c , b ] ,      E L  ( x ) ,   x ∈ [ c , d ] = [ d , c ]     



(4)




in which the starting-function   S L  ∈    [  0 ; 1  ]     [  a , b  ]     and the ending-function   E L  ∈    [  0 ; 1  ]     [  c , d  ]     are upper semi-continuous monotonic functions satisfying the conditions


   S L   ( b )  =  E L   ( c )  = 1 .  



(5)






   ∀  x ∈  ]  a , d  [       μ ℒ   (  x | a , b , c , d ,  S L  ,  E L   )  > 0 . □  



(6)









Remark: 

Let us note that Equation (4) identity describes additionally extended notation of numerical intervals, which is used in this work.







The space of all OFN is denoted by the symbol  K . The condition   a < d   fulfilment determines the positive orientation   〚 a ↣ d 〛   of OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   . In this case, the starting-function    S L    is non-decreasing and the ending-function    E L    is non-increasing. Any positively oriented OFN is interpreted as imprecise number, which may increase. The space of all positively oriented OFN is denoted by the symbol    K +   . The condition   a > d   fulfilment determines the negative orientation of OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   . In this case, the starting-function    S L    is non-increasing and the ending-function    E L    is non-decreasing. Negatively oriented OFN is interpreted as an imprecise number, which may decrease. The space of all negatively oriented OFN is denoted by the symbol    K −   . For the case   a = d  , OFN    ℒ ↔   (  a , a , a , a ,  S L  ,  E L   )    represents a crisp number   a ∈ ℝ  , which is not oriented. In summary, we can write


  K =  K +  ∪ ℝ ∪  K −  .  



(7)







For the case   a ≥ d ,   any FN   ℒ  (  a , b , c , d ,  S L  ,  E L   )    is equal to OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   . On the other hand, for this case any OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    is equal to FN   ℒ  (  a , b , c , d ,  S L  ,  E L   )   . These facts imply that we have


  F =  K +  ∪ ℝ ,  



(8)






  K = F ∪  K −  .  



(9)







Also, the arithmetic proposed by Kosiński has a significant disadvantage. The space of ordered fuzzy numbers is not closed under Kosiński’s addition. Therefore, Kosinski’s theory is modified in this way so that the space of ordered fuzzy numbers is closed under revised arithmetic operations. The necessary arithmetic operators will generally be defined for OFNs using the following concepts.



Definition 2.

Cut-function    L ⋆  ∈    [  u , v  ]     [  0 ; 1  ]      of any upper semi-continuous nondecreasing function   L ∈    [  0 ; 1  ]     [  u ; v  ]      is given by the identity


    L ⋆   ( α )  = m i n  {  x ∈  [  u , v  ]  : L  ( x )  ≥ α  }  .   □   



(10)









Definition 3.

Cut-function    R ⋆  ∈    [  u , v  ]     [  0 ; 1  ]      of any upper semi-continuous nonincreasing function   R ∈    [  0 ; 1  ]     [  u ; v  ]      is given by the identity


    R ⋆   ( α )  = m a x  {  x ∈  [  u , v  ]  : R  ( x )  ≥ α  }  .   □   



(11)









Definition 4.

Pseudo inverse function    l ⊲  ∈    [  0 ; 1  ]     [  l  ( 0 )  , l  ( 1 )   ]      of any bounded continuous and nondecreasing function   l ∈    [  l  ( 0 )  , l  ( 1 )   ]     [  0 ; 1  ]      is given by the identity


    l ⊲   ( x )  = m a x  {  α ∈  [  0 ; 1  ]  : l  ( α )  = x  }  .   □   



(12)









Definition 5.

Pseudo inverse function    r ⊲  ∈    [  0 ; 1  ]     [  r  ( 1 )  , r  ( 0 )   ]      of any bounded continuous and nonincreasing function   r ∈    [  r  ( 0 )  , r  ( 1 )   ]     [  0 ; 1  ]      is given by the identity


    r ⊲   ( x )  = m i n  {  α ∈  [  0 ; 1  ]  : r  ( α )  = x  }  .   □   



(13)









The vast majority of practical implementations of OFNs is associated with the linear space   〈 K ,  +  , ☉ 〉  , in which




	
the symbol    +    denotes such addition operator on   K ,   which is an extension of the addition operator   “ + ”   on  ℝ ;



	
the symbol  ☉  denotes such dot product operator on  K , which is an extension of the dot product operator   “ · ”   on  ℝ .








Therefore, the following considerations will be limited to the case of linear space   〈 K ,  +  , ☉ 〉  . Let us consider any pair of OFNs    K ↔  ,   ℳ  ↔  ∈ K   described as follows


   K ↔  =  ℒ ↔   (   a K  ,  b K  ,  c K  ,  d K  ,  S K  ,  E K   )  ,    ℳ ↔  =  ℒ ↔   (   a M  ,  b M  ,  c M  ,  d M  ,  S M  ,  E M   )  .  



(14)




and the convention    0 0  = 1   is used. For any   β ∈ ℝ  , the dot product operation on  K  is defined by the identity


  β ☉  ℳ ↔  =  J ↔  =  ℒ ↔   (  β ·  a M  , β ·  b M  , β ·  c M  , β ·  d M  ,  S J  ,  E J   )  ,  



(15)




in which we have


   S J   ( x )  =  S M   (  x / β  )  ,  



(16)






   E J   ( x )  =  S M   (  x / β  )  .  



(17)







Example 1.

Let us take into account the OFN    U ↔  =  ℒ ↔   (  2 , 4 , 8 , 10 ,  S U  ,  E U   )    , in which


    μ U  ( x ) = {    0 ,   x ∉ [ 2 , 10 ] ,      S U  ( x ) ,   x ∈ [ 2 , 4 ] ,     1 ,   x ∈ [ 4 , 8 ] ,      E U  ( x ) ,   x ∈ [ 8 , 10 ] ,    } = {    0 ,   x ∉ [ 2 , 10 ] ,       2 x − 4   x   ,   x ∈ [ 2 , 4 ] ,     1 ,   x ∈ [ 4 , 8 ] ,       3 x − 30   x − 14   ,   x ∈ [ 8 , 10 ] .      



(18)







Then, for example, we have


    W ↔  = 3 ☉  U ↔  =  ℒ ↔   (  3 · 2 , 3 · 4 , 3 · 8 , 3 · 10 ,  S W  ,  E W   )  =  ℒ ↔   (  6 , 12 , 24 , 30 ,  S W  ,  E W   )  ,   



(19)




in which the conditions (16) and (17) imply


    μ W  ( x ) = {    0 ,   x ∉ [ 6 , 30 ] ,      S W  ( x ) ,   x ∈ [ 6 , 12 ] ,     1 ,   x ∈ [ 12 , 24 ] ,      E W  ( x ) ,   x ∈ [ 24 , 30 ] ,    } = {    0 ,   x ∉ [ 6 , 30 ] ,      S U  (   x   3   ) ,   x ∈ [ 6 , 12 ] ,     1 ,   x ∈ [ 12 , 24 ] ,      E U  (   x   3   ) ,   x ∈ [ 24 , 30 ] ,    }  = {    0 ,   x ∉ [ 6 , 30 ] ,       2 · x − 12   x   ,   x ∈ [ 6 , 12 ] ,     1 ,   x ∈ [ 12 , 24 ] ,       3 · x − 90   x − 42   ,   x ∈ [ 24 , 30 ] .    □   



(20)









The addition operation on  K  is defined by the identity [6]


   K ↔   +   ℳ ↔  =  J ↔  =  ℒ ↔   (   a J  ,  b J  ,  c J  ,  d J  ,  S J  ,  E J   )  ,  



(21)




in which we have


     a ˇ   J  =  a K  +  a M  ,  



(22)






   b J  =  b K  +  b M  ,  



(23)






   c J  =  c K  +  c M  ,  



(24)






     d ˇ   J  =  d K  +  d M  ,  



(25)






   a J  =  {      m i n  {     a ˇ   J  ,  b J   }  ,                (   b J  <  c J   )  ∨  (   b J  =  c J  ∧    a ˇ   J  ≤    d ˇ   J   )  ,       m a x  {     a ˇ   J  ,  b J   }  ,                (   b J  >  c J   )  ∨  (   b J  =  c J  ∧    a ˇ   J  >    d ˇ   J   )  ,        



(26)






   d J  =  {      m a x  {     d ˇ   J  ,  c J   }  ,                (   b J  <  c J   )  ∨  (   b J  =  c J  ∧    a ˇ   J  ≤    d ˇ   J   )  ,       m i n  {     d ˇ   J  ,  c J   }  ,                (   b J  >  c J   )  ∨  (   b J  =  c J  ∧    a ˇ   J  >    d ˇ   J   )  ,        



(27)






   ∀  α ∈  [  0 ; 1  ]               s J   ( α )  =  {       S K ⋆   ( α )  +  S M ⋆   ( α )  ,        a J  ≠  b J  ,        b J  ,                                        a J  =  b J  ,        



(28)






   ∀  α ∈  [  0 ; 1  ]               e J   ( α )  =  {       E K ⋆   ( α )  +  E M ⋆   ( α )  ,        c J  ≠  d J  ,        c J  ,                                      c J  =  d J  ,        



(29)






   ∀  x ∈  [   a J  ,  b J   ]               S J   ( x )  =  s J ⊲   ( x )  ,  



(30)






   ∀  x ∈  [   c J  ,  d J   ]                 E J   ( x )  =  e J ⊲   ( x )   



(31)







The above described procedure of OFN’s addition is widely justified in [6].



Example 2.

Let us take into account the OFNs   U ↔   given by (18) and    V ↔  =  ℒ ↔   (  15 , 11 , 6 , 5 ,  S V  ,  E V   )    , in which


    μ V  ( x ) = {    0 ,   x ∉ [ 15 , 5 ] ,      S V  ( x ) ,   x ∈ [ 15 , 11 ] ,     1 ,   x ∈ [ 11 , 6 ] ,      E V  ( x ) ,   x ∈ [ 6 , 5 ] ,    } = {    0 ,   x ∉ [ 15 , 5 ] ,       3 x − 45   x − 23   ,   x ∈ [ 15 , 11 ] ,     1 ,   x ∈ [ 11 , 6 ] ,       3 x − 15   x − 3   ,   x ∈ [ 6 , 5 ] .      



(32)







We determine the sum


    Z ↔  =  U ↔   +   V ↔  =  ℒ ↔   (   a Z  ,  b Z  ,  c Z  ,  d Z  ,  S Z  ,  E Z   )  .   



(33)







From relations (22)–(25) we obtain


       a ˇ   Z  =  a U  +  a V  = 2 + 15 = 17   ,  b Z  =  b U  +  b V  = 4 + 11 = 15 ,     c Z  =  c U  +  c V  = 8 + 6 = 14   ,    d ˇ   Z  =  d U  +  d V  = 10 + 5 = 15 .    



(34)







Because we have   15 =  b Z  >  c z  = 14   , from (26) we get    a Z  = 17 ,   and from (27) we get    d Z  = 14.   Consequently, we get


    Z ↔  =  U ↔   +   V ↔  =  ℒ ↔   (  17 , 15 , 14 , 14 ,  S Z  ,  E Z   )  .   



(35)







In the next step, we determine the variability of the ending-function    E Z  ∈    [  0 ; 1  ]     [  14 , 14  ]      . Due to satisfaction of the condition    c Z  = 14 =  d Z    , the Equation (29) implies


    ∀  α ∈  [  0 ; 1  ]           e Z   ( α )  =  c Z  = 14 .   



(36)







Then, from the relations (13) and (31), we obtain


    ∀  x ∈  [  14 , 14  ]           E Z   ( x )  =  E Z   (  14  )  =  e M ⊲   (  14  )  = m a x  {  α ∈  [  0 ; 1  ]  :  e Z   ( α )  = 14  }  = 1 .   



(37)







Next, we establish the variability of the starting-function    S Z  ∈    [  0 ; 1  ]     [  17 , 15  ]      . Here, we have    a Z  = 17 ≠ 15 =  b Z    . Starting-function    S U  ∈    [  0 ; 1  ]     [  2 , 4  ]      is a non-decreasing one. It is very easy to check that this function is increasing. Therefore, from (10) for any   α ∈  [  0 ; 1  ]    we have


    S U ⋆   ( α )  = m i n  {  x ∈  [  2 , 4  ]  :  S U   ( x )  ≥ α  }  =  S U  − 1    ( α )  =  4  2 − α   .   



(38)







Starting-function    S V  ∈    [  0 ; 1  ]     [  15 , 11  ]      is a non-increasing function. It is very easy to check that this function is decreasing. Therefore, from (10) for any   α ∈  [  0 ; 1  ]    we have


    S V ⋆   ( α )  = m a x  {  x ∈  [  15 , 11  ]  :  S V   ( x )  ≥ α  }  =  S V  − 1    ( α )  =   23 α − 45   α − 3   .   



(39)







Next, from (28) we obtain


    s Z   ( α )  =  S U ⋆   ( α )  +  S V ⋆   ( α )  =  4  2 − α   +   23 α − 45   α − 3   =   23  α 2  − 95 α + 102    α 2  − 5 α + 6   .   



(40)







It is very easy to check whether the function    s Z  ∈    [  17 , 15  ]     [  0 , 1  ]      is decreasing. Therefore, from the identities (13) and (30), we obtain


     S Z   ( x )  =  s Z ⊲   ( x )  = m i n  {  α ∈  [  0 ; 1  ]  :  s Z   ( α )  = x  }  = m i n  {  α ∈  [  0 ; 1  ]  :   23  α 2  − 95 α + 102    α 2  − 5 α + 6   = x  }     = m i n  {    5  (  x − 19  )  −    x 2  + 10 x − 359     2  (  x − 23  )    ,   5  (  x − 19  )  +    x 2  + 10 x − 359     2  (  x − 23  )     }  =   5  (  x − 19  )  +    x 2  + 10 x − 359     2  (  x − 23  )    .    



(41)







Eventually, what we obtain is that the sum    K ↔   +   ℳ ↔  =  Z ↔  =  ℒ ↔   (  17 , 15 , 14 , 14 ,  S Z  ,  E Z   )    is unambiguously determined by its membership function


    μ Z  ( x ) = {    0 ,   x ∉ [ 17 , 14 ] ,      S Z  ( x ) ,   x ∈ [ 17 , 15 ] ,     1 ,   x ∈ [ 15 , 14 ] ,      E Z  ( x ) ,   x ∈ [ 14 , 14 ] ,    } = {    0 ,   x ∉ [ 17 , 4 ] ,       5  (  x − 19  )  +    x 2  + 10 x − 359     2  (  x − 23  )    ,   x ∈ [ 17 , 15 ] ,     1 ,   x ∈ [ 15 , 14 ] ,     1 ,   x ∈ [ 14 , 14 ] .      □   



(42)









The above example sufficiently shows a high level of formal complexity upon the addition of any OFN. Therefore, in many practical applications researchers limit the use of OFN only to a form presented below.



Definition 2.

[6] For any monotonic sequence    (  a , b , c , d  )  ⊂ ℝ   the trapezoidal ordered fuzzy number (TrOFN)     T r  ↔   (  a , b , c , d  )    is defined as the pair of FN   T r  (  a , b , c , d  )  ∈ F   and the orientation   〚 a ↣ d 〛   . The fuzzy number   T r  (  a , b , c , d  )  ∈ F   isdetermined by its membership function    μ    T r  ↔     (  ⋅ | a , b , c , d  )  ∈    [  0 ; 1  ]   ℝ    given by the identity


    μ    T r  ↔     (  x | a , b , c , d  )  = {    0 ,   x ∉ [ a , d ] = [ d , a ] ,       x − a   b − a   ,   x ∈ [ a , b [ = ] b , a ] ,     1 ,   x ∈ [ b , c ] = [ c , b ] ,       x − d   c − d     x ∈ ] c , d ] = [ d , c [ ,    .   □   



(43)









The space of all TrOFN is denoted by the symbol    K  T r    . The following numbers are a particular case of TrOFN.



Definition 3.

For any monotonic sequence    (  a , b , c  )  ⊂ ℝ   , the triangle ordered fuzzy number (TOFN)    T ↔   (  a , b , c  )    is defined by the identity


    T ↔   (  a , b , c  )  =   T r  ↔   (  a , b , b , c  )  .   □   



(44)









For the case of any real number   β ∈ ℝ   and any TrOFN     T r  ↔   (  a , b , c , d  )  ,   their dot product can be calculated as follows:


  β ☉   T r  ↔   (  a , b , c , d  )  =   T r  ↔   (  β · a , β · b , β · c , β · d  )  .  



(45)







Example 3.

For example, we have


    W ↔  = 3 ☉   T r  ↔   (  2 , 4 , 8 , 10  )  =   T r  ↔   (  3 · 2 , 3 · 4 , 3 · 8 , 3 · 10  )  =   T r  ↔   (  6 , 12 , 24 , 30  )  .   □   



(46)









In agreement with arithmetic introduced in [6], for the case of any TrOFNs     T r  ↔   (  a , b , c , d  )    and     T r  ↔   (  p − a , q − b ,   r − c , s − d  )  ,   their sum is determined as follows:


     T r  ↔   (  a , b , c , d  )  ⊞   T r  ↔   (  p − a , q − b ,   r − c , s − d  )     =  {        T r  ↔   (  m i n  {  p , q  }  , q , r , m a x  {  r , s  }   )  ,                    (  q < r  )  ∨  (  q = r ∧ p ≤ s  )  ,         T r  ↔   (  m a x  {  p , q  }  , q , r , m i n  {  r , s  }   )  ,                  (  q > r  )  ∨  (  q = r ∧ p > s  )  .         



(47)







Example 4.

We determine the sum


    W ↔  =   T r  ↔   (  2 ,   4 ,   8 ,   10  )   +    T r  ↔   (  15 ,   11 ,   6 ,   5    )  .   



(48)







We have   p = 2 + 15 = 17   ,   q = 4 + 11 = 15 > 14 = 8 + 6 = r   , and   s = 10 + 5 = 15   . Then, from (47) we get


    W ↔  =   T r  ↔   (  17 ,   15 ,   14 ,   14  )  .   □   



(49)









Comparing examples 1, 2, 3, and 4 we can easily notice the benefits resulting from using TrOFN when implementing OFN in real object models. The postulate of being constrained to TrOFN use when constructing models of real objects is not always possible to satisfy. A behavioural present value [17,18,39,40], described by such OFN that cannot be TrOFN, is an example. The attempts to use this concept in portfolio analysis produce many problems.



All these reservations lead to a postulate to approximate all OFNs by TrOFNs while modelling all real objects. Such an approximation task will be formulated in Section 4 of the paper.




3. Evaluation of Imprecision


After [33], we understand imprecision as a superposition of ambiguity and indistinctness of information. Ambiguity can be interpreted as a lack of a clear recommendation between one alternative and various others. Indistinctness is understood as a lack of explicit distinction between recommended and unrecommended alternatives.



Fuzzy subsets [41] are widely used as a model of imprecision information [42,43]. Any OFN is a particular kind of imprecision information. For this reason, in this chapter—if necessary—any OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    will be considered as an ordered pair    (  ℒ ,  (  a , d  )   )  ∈ ℱ  ( ℝ )  ×  ℝ 2    in which the fuzzy subset  ℒ  is determined by its membership function    μ ℒ  ∈    [  0 , 1  ]   ℝ    given by the identity (4).



An increase in information imprecision reduces the suitability of this information. Therefore, it is logical to consider the problem of imprecision assessment. A basic tool used in this chapter to measure the imprecision of fuzzy sets is Khalili’s measure [44] determined by the identity


  m  ( A )  =  ∫  − ∞   + ∞    μ A   ( x )  d x ,  



(50)




in which the fuzzy subset   A ∈ ℱ  ( ℝ )    has bounded support, i.e., its membership function    μ ℒ  ∈    [  0 , 1  ]   ℝ    fulfils the condition


   ∃   (  p , q  )  ∈  ℝ 2     {  x ∈ ℝ :  μ A   ( x )  > 0  }  ⊂  [  p , q  ]  .  



(51)







The increase in the ambiguity of an OFN suggests a higher number of alternative recommendations to choose from. This leads to an increase in the risk of choosing an incorrect assessment from recommended alternative ones. This may result in making a decision, which will be ex post associated with a loss of chance. Therefore, an increase in the ambiguity of OFN implies the decrease in the utility of information described by OFN. The proper tool for measuring the ambiguity of FN is an energy measure   d ∈    [   ℝ 0 +   ]    ℱ  ( ℝ )      proposed by de Luca and Termini [35]. In this article, for an arbitrary OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )  ∈ K   represented by   ℒ ∈ ℱ  ( ℝ )    we have


  d  (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  = m  ( ℒ )  .  



(52)







A new tool for OFN ambiguity evaluation is introduced in [19]. There, it is proposed that the oriented energy index   a ∈  ℝ K  ,   which assesses the ambiguity of any OFN    ℒ ↔   (  a , b ,   c , d ,  S L  ,  E L   )    by integral, was as follows


  a  (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  =  ∫ a d   μ ℒ   ( x )  d x ,  



(53)




in which    μ ℒ  ∈    [  0 , 1  ]   ℝ    is the membership function of the fuzzy subset   ℒ ∈ ℱ  ( ℝ )    representing evaluated OFN. Quite a new fact for evaluation is that for any negatively oriented OFN, its oriented energy index is negative and for any positively oriented OFN, its oriented energy index is positive. Moreover, it is obvious that for any OFN we have


  d  (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  =  |  a  (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )   |  .  



(54)







This means that oriented energy index stores the information on energy index and the orientation of assessed OFN. This gives new perspectives for imprecision management.



Example 5.

Let us calculate oriented energy index: for OFNs   U ↔   determined by (18), for   V ↔   determined by (32), and for    Z ↔  =  U ↔   +   V ↔    determined by (42). Implementing (53), we get the following:


   a  (  U ↔  )  =  ∫ 2 4    2 x − 4  x  d x +  ∫ 4 8  d x +  ∫ 8  10     3 x − 30   x − 14   d x ≈ 6.3614 ,   



(55)






   a  (  V ↔  )  =  ∫  15   11     3 x − 45   x − 23   d x +  ∫  11  6  d x +  ∫ 6 5    3 x − 15   x − 3   d x ≈ 7.8362 ,   



(56)






   a  (  Z ↔  )  =  ∫  17   15     5  (  x − 19  )  +    x 2  + 10 x − 359     2  (  x − 23  )    d x +  ∫  15   14   d x ≈ − 2.0414 .   □   



(57)









An increase in the indistinctness of an OFN suggests that the differences between recommended and unrecommended decision alternatives are harder to differentiate. This leads to an increase in a risk of choosing a not recommended option. Therefore, increase in the indistinctness of OFN implies the decrease in the utility of information described by OFN. The right tool for measuring the indistinctness is the entropy measure, proposed also by de Luca and Termini [35] and modified by Piasecki [36]. In this article, the entropy measure   e ∈    [  0 ; 1  ]    ℱ  ( ℝ )      will be described like in Kosko [45]. For an arbitrary OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )  ∉ ℝ  , we have


  e  (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  =   m  (  ℒ ∩  ℒ C   )    m  (   (  ℒ ∪  ℒ C   )  ∩  [  a , d  ]   )      ,  



(58)




in which the symbol    ℒ C    denotes the complement of the fuzzy subset   ℒ ∈ ℱ  ( ℝ )    describing evaluated OFN. Due to a good synthetic substantiation and universalism of the above-mentioned formula, the entropy measure proposed by Kosko [45] is now widely used.



Example 6.

Let us calculate entropy measure: for OFNs   U ↔   determined by (18), for   V ↔   determined by (32), and for    Z ↔  =  U ↔   +   V ↔    determined by (42). Using (58), we get the following:


    m  (  U ∩  U C   )  =  ∫ 2  10   m i n  {   μ  U ↔    ( x )  , 1 −  μ  U ↔    ( x )   }  d x    =  ∫ 2   8 3      2 x − 4  x  d x +  ∫   8 3   4   (  1 −   2 x − 4  x   )  d x +  ∫ 4 8  0 d x +  ∫ 8    46  5     (  1 −   3 x − 30   x − 14    )  d x +  ∫    46  5    10     3 x − 30   x − 14   d x ≈ 0.9609 ,      



(59)






    m  (  U ∪  U C   )  =  ∫ 2  10   m a x  {   μ  U ↔    ( x )  , 1 −  μ  U ↔    ( x )   }  d x    =  ∫ 2   8 3     (  1 −   2 x − 4  x   )  d x +  ∫   8 3   4    2 x − 4  x  d x +  ∫ 4 8  d x +  ∫ 8    46  5      3 x − 30   x − 14   d x +  ∫    46  5    10    (  1 −   3 x − 30   x − 14    )  d x ≈ 7.0391 ,    



(60)






   e  (  U ↔  )  =   m  (  U ∩  U C   )    m  (  U ∪  U C   )    ≈ 0.1365 .   



(61)







In analogous way we obtain


    e  (  V ↔  )  ≈ 0.1396   , e  (  Z ↔  )  ≈ 0.2041 .   □    



(62)









The values of oriented energy index entropy measure obtained in Examples 5 and 6 will be used in approximation tasks presented in a following chapter. As it can be easily proved, in case of TrOFN     T r  ↔   (  a , b , c , d  )  , ∉ ℝ  -oriented energy index and entropy measure are determined basing on the following relation


  a  (    T r  ↔   (  a , b , c , d  )   )  =  1 2   (  d + c − b − a  )  ,  



(63)






  e  (    T r  ↔   (  a , b , c , d  )   )  =   d − c + b − a   3 · d + c − b − 3 · a    



(64)







Hence, for TOFN     T r  ↔   (  a , b , c  )  ∉ ℝ ,   we have


  a  (   T ↔   (  a , b , c  )   )  =  1 2   (  d − c  )  ,  



(65)






  e  (   T ↔   (  a , b , c  )   )  =  1 3  .  



(66)







From the point of view of real objects modelling, steadiness of indistinctness is a drawback of TOFN. This disadvantage is the result of a lack of any possibility to track the influence of occurring changes on the imprecision element. It is yet another premise to prefer TrOFN as a tool to describe imprecise numbers.



Finally, let’s notice the following, simple characteristics of TrOFN.



Lemma 1.

For an arbitrary TrOFN     T r  ↔   (  a , b , c , d  )  ∉ ℝ ,   we have:


   e  (    T r  ↔   (  a , b , c , d  )   )  ≤  1 3  ,   



(67)






   e  (    T r  ↔   (  a , b , c , d  )   )  =  1 3  ⇔   T r  ↔   (  a , b , c , d  )  =  T ↔   (  a , b , d  )  =  T ↔   (  a , c , d  )  .   □   



(68)









Proof. 

For positively oriented TrOFN     T r  ↔   (  a , b , c , d  )  ,   we have   c ≥ b  , which implies


  e  (    T r  ↔   (  a , b , c , d  )   )  =   d − c + b − a   3 · d + c − b − 3 · a   =   − d + c − b + a   − 3 · d − c + b + 3 · a   =    (  a − d  )  +  (  c − b  )    3 ·  (  a − d  )  −  (  c − b  )    ≤    (  a − d  )    3 ·  (  a − d  )    =  1 3  .  



(69)







For negatively oriented TrOFN     T r  ↔   (  a , b , c , d  )  ,   we have   b ≥ c ,   which implies


  e  (    T r  ↔   (  a , b , c , d  )   )  =   d − c + b − a   3 · d + c − b − 3 · a   =    (  d − a  )  +  (  b − c  )    3 ·  (  d − a  )  −  (  b − c  )    ≤    (  d − a  )    3 ·  (  d − a  )    =  1 3   



(70)







The condition (58) follows immediately from the identities (64) and (66). □





This conclusion will be used in the next chapter when examining the characteristics of a suggested approximation model of any OFN utilizing TrOFN.




4. Approximation Problem


After reference [33], we understand imprecision as a superposition of ambiguity and indistinctness of information. Ambiguity can be interpreted as a lack of a clear recommendation between one alternative among various others. Indistinctness is understood as a lack of explicit distinction between recommended and unrecommended alternatives.



To estimate the distance between any pair of OFNs, we introduce a pseudo-metrics   δ :  K 2  →  ℝ 0 +    determined by a following identity:


   δ  (   ℒ ↔   (   a 1  ,  b 1  ,  c 1  ,  d 1  ,  S L   ( 1 )    ,  E L   ( 1 )     )  ,  ℒ ↔   (   a 2  ,  b 2  ,  c 2  ,  d 2  ,  S L   ( 2 )    ,  E L   ( 2 )     )   )     =      (   a 1  −  a 2   )   2  +    (   b 1  −  b 2   )   2  +    (   c 1  −  c 2   )   2  +    (   d 1  −  d 2   )   2    .   



(71)







In this section, we will consider the approximation problem of an arbitrary OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    by the nearest TrOFN     T r  ↔   (  p , q , r , s  )   . Hence, the main criterion of approximation is to determine such TrOFN     T r  ↔   (   p 0  ,  q 0  ,  r 0  ,  s 0   )   , which will satisfy the following condition:


   δ  (    T r  ↔   (   p 0  ,  q 0  ,  r 0  ,  s 0   )  ,  ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )     = m i n  {  δ  (    T r  ↔   (  p , q , r , s  )  ,  ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  :   T r  ↔   (  p , q , r , s  )  ∈  K  T r    }  .   



(72)







Function   δ :    (   K  T r    )   2  →  ℝ 0 +    is a metric in    K  T r    . It implies that if any    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )  ∈  K  T r     then it is the unique solution of the minimization problem (72). Moreover, any crisp number   a ∈ ℝ   is represented by TrOFN     T r  ↔   (  a , a , a , a  )   . Therefore, we must consider a case of


   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )  ∉  K  T r   ⊃ ℝ .  



(73)







The condition (72) will be equivalent to a problem


  Φ  (   p 0  ,  q 0  ,  r 0  ,  s 0  | a , b , c , d  )  = m i n  {  Φ  (  p , q , r , s | a , b , c , d  )  :  (  p , q , r , s  )  ∈  ℝ 4   }   



(74)




of minimization of the objective function   Φ  (  · | a , b , c , d  )  :  ℝ 4  →  ℝ 0 +    given by an identity


  Φ  (  p , q , r , s | a , b , c , d  )  =    (  p − a  )   2  +    (  q − b  )   2  +    (  r − c  )   2  +    (  s − d  )   2  .  



(75)







When processing imprecise values, we use FN or OFN only to follow the influence of initial values imprecision on the imprecision of obtained information. Due to our approximation problem, we can impose the requirements of approximating by such value that retains the measures of the imprecision of an approximated value. Using (53) and (58) in an uncomplicated way, we can determine the estimates of ambiguity and indistinctness of the approximated value


  A = a  (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  ,  



(76)






  E = e  (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  .  



(77)







In this case, the conditions of imprecision we denote as


  a  (    T r  ↔   (  p , q , r , s  )   )  = A ,  



(78)






  e  (    T r  ↔   (  p , q , r , s  )   )  = E .  



(79)







Let us also notice that due to the condition (78), OFNs    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    i     T r  ↔   (  p , q , r , s  )    are identically oriented. Juxtaposing the identity (63) and the condition (78) implies a linear equation describing invariance of ambiguity


  s + r − q − p = 2 · A .  



(80)







Pairing the identity (50) and the condition (79) implies a linear equation describing invariance of indistinctness


   (  1 − 3 · E  )  · s −  (  1 + E  )  · r +  (  1 + E  )  · q −  (  1 − 3 · E  )  · p = 0 .  



(81)







According to Lemma 1, the condition (81) can be used only in case of OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    satisfying the condition


  e  (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  = E ≤  1 3   



(82)







For any OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    represented, inter alia, by its membership function    μ ℒ  ∈    [  0 , 1  ]   ℝ   , we determine its support closure      [   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   ]     0 +      in the following way


     [   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   ]     0 +    =   l i m   α →  0 +     {  x ∈ ℝ :  μ ℒ   ( x )  ≥ α  }  =  [  a , d  ]  .  



(83)







The support closure      [   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   ]     0 +      is interpreted as the smallest closed subset containing all possible values represented by OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   . Hence, Invariant Criterion


   [  a , d  ]  =    [   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   ]     0 +    =    [    T r  ↔   (  p , q , r , s  )   ]     0 +    =  [  p , s  ]   



(84)




can be treated as yet another constraint imposed on approximation method. This Criterion is represented by the equation system:


   {      p = a ,       s = d .        



(85)







Each TrOFN feasible in the approximation task will be called a feasible TrOFN. Conditions (80), (81), and (85) are restrictions that limit a set of feasible TrOFN. The solution of OFN approximation is the nearest feasible TrOFN, denoted by the symbol       T r  ↔   0   . In following subsections, we will analyse chosen problems of approximation OFN by TrOFN. Each of those problems will be distinguished by a chosen combination of restrictions limiting the set of feasible TrOFN. Each of approximation problems is called XYZ-approximation, in which the prefix XYZ is an acronym identifying the approximation problem. The solution of XYZ-approximation of any OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    is denoted by a symbol       T r  ↔    X Y Z    (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )   .



4.1. Unconditional Approximation (UC-Approximation)


Initially, we will consider the approximation problem with no constraints imposed on the set of feasible TrOFN. This approximation problem is called UC-approximation. UC-approximation is determined just by the objective function (74). In the face of a lack of any restricting equations, the solution of UC-approximation problem of OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    is TrOFN


    T r  ↔   (  a , b , c , d  )  =     T r  ↔    U C    (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  .  



(86)







It is obvious that a UC-approximation problem always has a solution.



Example 7.

For OFNs    U ↔  =  ℒ ↔   (  2 , 4 , 8 , 10 ,  S U  ,  E U   )    determined by (18),    V ↔  =  ℒ ↔   (  15 , 11 , 6 , 5 ,  S V  ,  E V   )    determined by (32), and    Z ↔  =  U ↔   +   V ↔  =  ℒ ↔   (  17 , 15 , 14 , 14 ,  S Z  ,  E Z   )    determined by (42), we have


      T r  ↔   (  2 , 4 , 8 , 10  )  =     T r  ↔    U C    (  U ↔  )    ,   T r  ↔   (  15 , 11 , 6 , 5  )  =     T r  ↔    U C    (  V ↔  )    ,   T r  ↔   (  17 , 15 , 14 , 14  )  =     T r  ↔    U C    (  Z ↔  )  .    



(87)







Then, we evaluate an example influence that UC-approximation had on the imprecision measure. For OFNs    U ↔  ,      V ↔   , and    Z ↔  ,   the results gathered in Examples 5 and 6 were used. In case of TrOFNs       T r  ↔    U C    (  U ↔  )    ,       T r  ↔    U C    (  V ↔  )    , and       T r  ↔    U C    (  Z ↔  )  ,   the imprecision characteristics were determined by formulas (63) and (64). All those values are presented in Table 1.





The results presented in this example show that UC-approximation to a certain extent distorts the imprecision evaluations. However, these evaluations are only the values representing the points on conventional scale. Therefore, the observed deviations of less than 5% of relative error can be considered insignificant.



On the other hand, the comparison of identities (15) and (45) lets us conclude that for any pair    (  β ,  ℳ ↔   )  ∈ ℝ × K   we have


  β ☉     T r  ↔    U C    (  ℳ ↔  )  =     T r  ↔    U C    (  β ☉  ℳ ↔   )  .  



(88)







Moreover, from the comparison of identities (21)–(27) and (47), it follows that for any pair    (   K ↔  ,  ℳ ↔   )  ∈  K 2    we have


      T r  ↔    U C    (  K ↔  )   +      T r  ↔    U C    (  ℳ ↔  )  =     T r  ↔    U C    (   K ↔   +   ℳ ↔   )  .  



(89)







It means that the function       T r  ↔    U C   ∈    (   K  T r    )   K    is a linear operator on  K . Due to this property, the errors of the estimations of oriented energy index and entropy measure did not succumb to propagation. This is a vital advantage of UC-approximation method.




4.2. Approximation under Criterion of Constant Ambiguity (CA-Approximation)


Let us consider the approximation problem in which each feasible TrOFN satisfies the condition (78). Such an approximation task we call CA-approximation problem. Then, the coordinates of all the feasible TrOFN     T r  ↔   (  p , q , r , s  )    can be presented as a general solution of the Equation (80). This solution is given as follows


    {          p = x ,       q = y ,               r = z ,       s = 2 · A + x + y − z ,               x , y , z ∈ ℝ ,     



(90)




in which the sequence    (  x , y , z  )    is a monotonic sequence. Then—to solve the OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    CA-approximation problem—the first step is to find the minimum of a function


  φ  (  x , y , z  )  = Φ  (  x , y , z , 2 · A + x + y − z | a , b , c , d  )  .  



(91)







The minimum is reached in a point    (   x 0  ,  y 0  ,  z 0   )    of following coordinates


   {       x 0  =   3 · a − b + c + d − 2 · A  4  ,        y 0  =   − a + 3 · b + c + d − 2 · A  4  ,        z 0  =   a + b + 3 · c − d + 2 · A  4  .        



(92)







When inserting those coordinates to (90), we conclude that the solution of OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    CA-approximation problem is TrOFN


    T r  ↔   (    3 · a − b + c + d − 2 · A  4  ,   − a + 3 · b + c + d − 2 · A  4  ,   a + b + 3 · c − d + 2 · A  4  ,   a + b − c + 3 · d + 2 · A  4   )  =     T r  ↔    C A    (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  .  



(93)







Example 8.

For OFNs    U ↔  =  ℒ ↔   (  2 , 4 , 8 , 10 ,  S U  ,  E U   )    determined by (18),    V ↔  =  ℒ ↔   (  15 , 11 , 6 , 5 ,  S V  ,  E V   )    determined by (32), and    Z ↔  =  U ↔   +   V ↔  =  ℒ ↔   (  17 , 15 , 14 , 14 ,  S Z  ,  E Z   )    determined by (42), we have


     T r  ↔   (  1.8193 , 3.8193 , 8.1807 , 10.1807  )  =     T r  ↔    C A    (  U ↔  )  ,   



(94)






     T r  ↔   (  15.1681 , 11.1681 , 5.8319 , 4.8319  )  =     T r  ↔    C A    (  V ↔  )  ,   



(95)






     T r  ↔   (  17.0207 , 15.0207 , 13.9793 , 13.9793  )  =     T r  ↔    C A    (  Z ↔  )  .   



(96)







Next, we assess an example influence that CA-approximation had on indistinctness evaluation. For OFNs   U ↔  ,    V ↔  ,   Z ↔  ,       T r  ↔    U C    (  U ↔  )   ,      T r  ↔    U C    (  V ↔  )  ,  and      T r  ↔    U C    (  Z ↔  )  ,  the results from Example 7 were used. In case of TrOFNs      T r  ↔    C A    (  U ↔  )   ,      T r  ↔    C A    (  V ↔  )   , and      T r  ↔    C A    (  Z ↔  )  ,  their entropy measure was determined by the formula (64). All these values are presented in Table 2.



Moreover, we have here


        T r  ↔    C A    (  U ↔  )   +      T r  ↔    C A    (  V ↔  )  =   T r  ↔   (  1.8193 , 3.8193 , 8.1807 , 10.1807  )   +    T r  ↔   (  15.1681 , 11.1681 , 5.8319 , 4.8319  )     =   T r  ↔   (  16.9874 , 14.9874 , 14.0126 , 14.0126  )  ≠   T r  ↔   (  17.0207 , 15.0207 , 13.9793 , 13.9793  )  =     T r  ↔    C A    (  Z ↔  )  .    



(97)







Hence, the function       T r  ↔    A C   ∈    (   K  T r    )   K    is not an additive operator on  K  . Furthermore, the two equations below show the existing effect of estimation errors propagation of oriented energy index and entropy measure.


   a  (      T r  ↔    C A    (  U ↔  )   +      T r  ↔    C A    (  V ↔  )   )  = − 1.9784 ≠ − 2.0414 = a  (      T r  ↔    C A    (  Z ↔  )   )  ,   



(98)






   e  (      T r  ↔    C A    (  U ↔  )   +      T r  ↔    C A    (  V ↔  )   )  = 0.2020 ≠ 0.1967 = e  (      T r  ↔    C A    (  Z ↔  )   )  .     □   



(99)









The above example shows that the influence of CA-approximation on the entropy measure evaluation is moderate, and when it comes to its scale it is similar to the influence of UC-approximation method. This example proves that the function       T r  ↔    C A   ∈    (   K  T r    )   K    is not a linear operator on  K . Calculations run in this example indicate the possibility of the occurrence of the error estimation propagation of oriented energy index and entropy measure. An extremely interesting phenomenon is revealed by Equation (98). IT appears that during the addition of OFNs approximations with precisely imitated ambiguity index, the error propagation of index estimation occurs. This phenomenon will be further called a zero-error propagation phenomenon.




4.3. Approximation under Criterion of Constant Imprecision (CI-Approximation)


Let us consider an approximation problem in which each feasible TrOFN satisfies conditions (78) and (79). Such a task will be called CI-approximation. Then, coordinates of all feasible TrOFN     T r  ↔   (  p , q , r , s  )    can be presented as a general solution of equation system (80) and (81). This solution is given as


  {      p = x ,       q = y ,       r = y +   1 − 3 · E   1 − E   · A ,       s = x +   1 + E   1 − E   · A ,           x , y ∈ ℝ .     



(100)







Then, to solve the OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    CI-approximation problem, the first step is to find the minimum of a function


  φ  (  x , y  )  = Φ  (  x , y , y +   1 − 3 · E   1 − E   · A , x +   1 + E   1 − E   · A | a , b , c , d  )   



(101)







This minimum is reached in a point    (   x 0  ,  y 0   )    of following coordinates


   {       x 0  =   a + d  2  −   1 + E   2 ·  (  1 − E  )    · A ,        y 0  =   b + c  2  −   1 − 3 · E   2 ·  (  1 − E  )    · A .        



(102)







After inserting these coordinates to (98), we can conclude that the solution of CI-approximation problem of OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    fulfilling condition (82) is TrOFN


    T r  ↔   (    a + d  2  −   1 + E   2 ·  (  1 − E  )    · A ,   b + c  2  −   1 − 3 · E   2 ·  (  1 − E  )    · A ,     b + c  2  +   1 − 3 · E   2 ·  (  1 − E  )    · A ,   a + d  2  +   1 + E   2 ·  (  1 − E  )    · A  )  =     T r  ↔    C I    (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  .  



(103)







Example 9.

For OFNs    U ↔  =  ℒ ↔   (  2 , 4 , 8 , 10 ,  S U  ,  E U   )    determined by (18),    V ↔  =  ℒ ↔   (  15 , 11 , 6 , 5 ,  S V  ,  E V   )    determined by (32), and    Z ↔  =  U ↔   +   V ↔  =  ℒ ↔   (  17 , 15 , 14 , 14 ,  S Z  ,  E Z   )    determined by (42), we have


     T r  ↔   (  1.8137 , 3.8248 , 8.1751 , 10.1863  )  =     T r  ↔    C I    (  U ↔  )  ,   



(104)






     T r  ↔   (  15.1610 , 11.1752 , 5.8248 , 4.8390  )  =     T r  ↔    C I    (  V ↔  )  ,   



(105)






     T r  ↔   (  17.0442 , 14.9972 , 14.0038 , 13.9558  )  =     T r  ↔    C I    (  Z ↔  )  .   



(106)







Furthermore, we have here


        T r  ↔    C I    (  U ↔  )   +      T r  ↔    C I    (  V ↔  )  =   T r  ↔   (  1.8137 , 3.8248 , 8.1751 , 10.1863  )   +    T r  ↔   (  15.1610 , 11.1752 , 5.8248 , 4.8390  )     =   T r  ↔   (  16.9747 , 15.0000 , 13.9999 , 13.9999  )  ≠   T r  ↔   (  17.0442 , 14.9972 , 14.0038 , 13.9558  )  =     T r  ↔    C I    (  Z ↔  )  .    



(107)







Therefore, the function       T r  ↔    C I   ∈    (   K  T r    )   K    is not an additive operator on  K  . Moreover, the two equations presented below are examples of an occurrence of zero-error propagation phenomenon.


   a  (      T r  ↔    C I    (  U ↔  )   +      T r  ↔    C I    (  V ↔  )   )  = − 1.9875 ≠ − 2.0414 = a  (      T r  ↔    C I    (  Z ↔  )   )  ,   



(108)






   e  (      T r  ↔    C I    (  U ↔  )   +      T r  ↔    C I    (  V ↔  )   )  = 0.1990 ≠ 0.2041 = e  (      T r  ↔    C I    (  Z ↔  )   )  .     □   



(109)









The above example proves that the function       T r  ↔    C I   ∈    (   K  T r    )   K    is not a linear operator on  K . The calculations in this example confirm that there is a possibility of an occurrence of zero-error propagation phenomenon of oriented energy index and entropy measure estimations.




4.4. Approximation under Invariant Criterion (IC-Approximation)


Let us consider an approximation problem in which each feasible TrOFN satisfies conditions (84). Such an approximation task will be called IC-approximation. Then, coordinates of all feasible TrOFN     T r  ↔   (  p , q , r , s  )    can be presented as a general solution of the Equation (85). This solution is given as


    {      p = a ,       q = x ,       r = y ,       s = d ,           x , y ∈ ℝ .     



(110)







Then, to solve the OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    IC-approximation problem, the first step is to find the minimum of a function


  φ  (  x , y  )  = Φ  (  a , x , y , d | a , b , c , d  )  .  



(111)







This minimum is reached in a point    (   x 0  ,  y 0   )    of following coordinates


   {       x 0  = b ,        y 0  = c .        



(112)







In this instance, we can conclude that the solution of IC-approximation problem of OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    is TrOFN


    T r  ↔   (  a , b , c , d  )  =     T r  ↔    I C    (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  =     T r  ↔    U C    (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  .  



(113)







This means that UC-approximation and IC-approximation problems always have an identical solution. Therefore, there is no need to consider IC-approximation problem.




4.5. Approximation under Invariant Criterion with Constant Ambiguity (ICCA-Approximation)


Let us consider an approximation problem in which each feasible TrOFN satisfies conditions (78) and (84). Such an approximation task will be called ICCA-approximation problem. Then, coordinates of all feasible TrOFN     T r  ↔   (  p , q , r , s  )    can be presented as a general solution of equation system (80) and (85). This solution is given as


    {          p = a ,       q = x ,               r = x + 2 · A + a − d ,       s = d ,             x ∈ ℝ .   



(114)







Then, to solve the OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    ICCA-approximation problem, the first step is to find the minimum of a function


  φ  ( x )  = Φ  (  a , x , x + 2 · A + a − d , d | a , b , c , d  )  .  



(115)







This minimum is reached in a point


   x 0  =   − a + b + c + d  2  − A .  



(116)







After inserting that value to (114), we can conclude that the solution of ICCA-approximation problem of OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    is TrOFN


    T r  ↔   (  a ,   − a + b + c + d  2  − A ,   a + b + c − d  2  + A , d  )  =     T r  ↔    I C C A    (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )  .  



(117)







Example 10.

For OFNs    U ↔  =  ℒ ↔   (  2 , 4 , 8 , 10 ,  S U  ,  E U   )    determined by (18),    V ↔  =  ℒ ↔   (  15 , 11 , 6 , 5 ,  S V  ,  E V   )    determined by (32), and    Z ↔  =  U ↔   +   V ↔  =  ℒ ↔   (  17 , 15 , 14 , 14 ,  S Z  ,  E Z   )    determined by (42), we have


     T r  ↔   (  2 , 3.6386 , 8.3614 , 10  )  =     T r  ↔    I C C A    (  U ↔  )  ,   



(118)






     T r  ↔   (  15 , 11.3362 , 5.6638 , 5  )  =     T r  ↔    I C C A    (  V ↔  )  ,   



(119)






     T r  ↔   (  17 , 15.0414 , 13.9586 , 14  )  =     T r  ↔    I C C A    (  Z ↔  )  . ( ! )   



(120)







Let us notice that the sequence    (  17 , 15.0414 , 13.9586 , 14  )    is not monotonic. Therefore, the object     T r  ↔   (  17 , 15.0414 , 13.9586 , 14  )    is not an OFN. It is described by its membership relation    μ    T r  ↔     (  ⋅ | a , b , c , d  )  ∈ ℝ ×  [  0 , 1  ]    given by the identity (43). This object is an example of an improper OFN described in [6]. Summing up, the solution of an ICCA-approximation problem OFN   Z ↔   does not exist. In addition, this fact also results in conclusion that for the triple    (   U ↔  ,  V ↔  ,  Z ↔     )  ,   the function       T r  ↔    I C C I   ∈    (   K  T r    )   K    does not fulfil the condition (89).



Next, we evaluate an example influence that ICCA-approximation had on indistinctness evaluation. For OFNs    U ↔  ,      V ↔   ,   Z ↔   ,       T r  ↔    C A    (  U ↔  )    ,       T r  ↔    C A    (  V ↔  )    ,       T r  ↔    C A    (  Z ↔  )    ,       T r  ↔    U C    (  U ↔  )    ,       T r  ↔    U C    (  V ↔  )  ,   and       T r  ↔    U C    (  Z ↔  )  ,   the results from Example 8 were used. In case of TrOFNs       T r  ↔    I C C A    (  U ↔  )    and       T r  ↔    I C C A    (  V ↔  )  ,   their entropy measures were determined based on formula (64). All these values are given in Table 3.





The above example proves that the function       T r  ↔    I C C A   ∈ T  r K    is not a linear operator on  K . The lack of linearity of that function lets us also expect that the zero-error propagation phenomenon will occur. The calculations in this example also prove the thesis that for chosen OFNs, the solution of ICCA-approximation problem might not exist. Similar conclusion can be drawn in case of CA-approximation and CI-approximation.




4.6. Approximation under Invariant Criterion with Constant Imprecision (ICCI-Approximation)


Let us consider an approximation problem in which each feasible TrOFN satisfies conditions (78), (79), and (84). Such an approximation task will be called ICCI-approximation problem. Using the substitutions (85), the equation system (80), (81), and (85) can be transformed into the following equivalent equation system:


   {      r − q = 2 · A − d + a ,        (  1 + E  )  · r −  (  1 + E  )  · q =  (  1 − 3 · E  )  ·  (  − d + a  )  .        



(121)




According to Cramer’s Rule [46], system of Equation (121) is consistent if it satisfies the following condition:


   (  2 · A − d + a  )  ·  (  1 + E  )  =  (  1 − 3 · E  )  ·  (  − d + a  )  ,  



(122)







From the condition (122), we have


  E =   d − a   2 · A −  (  d − a  )     



(123)




because the condition (73) implies   a ≠ d  . Therefore, there is no need to consider ICCI-approximation problem. On the other hand, we can say that if OFN    ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )    satisfies the conditions (82) and (123) then the ICCA-approximation problem solution       T r  ↔    I C C A    (   ℒ ↔   (  a , b , c , d ,  S L  ,  E L   )   )    additionally satisfies the condition (84).





5. Recommendations


OFNs are a form of a record of imprecise information. The purpose of approximation of OFNs by TrOFNs was justified in the paper. Following that premise, six OFN approximation problems by the nearest TrOFN were proposed and discussed in the paper. It appeared that the two remaining approximation problems UC-approximation ad IC-approximation always deliver identical solutions. Additionally, the ICCI-approximation and ICCA-approximation problem always have identical solutions. Therefore, they should not be differentiated. Each of remaining four approximation methods has its advantages and disadvantages.



The main advantage of UC-approximation method is the fact that it is the only discussed method that delivers a solution of any OFN. IT is also the only one of the discussed approximation methods free of the occurrence of error propagation phenomenon of imprecision characteristics, that is, ambiguity index and entropy measure. Thanks to using the UC-approximation for processing complex sets of information, it is always safe. The drawbacks of UC-approximation method are the discrepancies between the characteristics of imprecision of approximated OFN and approximating TrOFN. This distorts the usefulness evaluation of processed information. From the point of view of algebra, UC-approximation is a linear operator of all OFN space.



All other approximation methods might lack the solution of incidental OFN. Such cases can be easily recognised utilising the fact that every TrOFN is characterised by a monotonic sequence of parameters. If, during implementation of a chosen approximation method of a given OFN we will obtain a non-monotonic sequence of parameters, then such an approximation problem has no solution. Attempts should be made to approximate a given OFN using another approximation method. There always exists at least one approximation method with a solution for a given OFN.



CA-approximation method approximates a given OFN by such TrOFN that its oriented energy index is equal to oriented energy index of OFN. This lets us monitor the usefulness of processed information more credibly. A more precise approximation method is ICCS-approximation, which approximates a given OFN by TrOFN of the identical support closure and equally oriented energy index. It allows one to monitor the usefulness of processed information more credibly. This means that CA-approximation should be used only in cases in which ICCA-approximation method does not deliver the solution. For both these approximation methods, there are no universal conditions restraining the set of approximated OFNs.



On the contrary, in case of CI-approximation method, the approximated OFNs must be characterised by a low level of entropy that satisfies condition (82). The CA-approximation method approximated a given OFN by TrOFN with an equally oriented energy index and entropy measure. It lets us monitor the usefulness of processed information more credibly than in case of the approximation obtained by the CA-approximation method.



A significant, common disadvantage of CA-, CI-, and ICCA-approximation methods is the occurrence of zero-error propagation phenomenon, described in Section 4. This usually leads to the conclusion that using such methods of approximation in cases of big, complex sets of information creates a threat for the credible monitoring of processed data usefulness.



In this case, the procedure of approximation method choice depends on individual preferences of the researcher who wants to approximate OFNs by TrOFNs. Nevertheless, it can be clarified by the following procedure:




	
If the researcher accepts the phenomenon of zero-error propagation, then one should choose CI- or ICCA-approximation method if applicable. Otherwise, one should choose UC-approximation.



	
If, in a considered case, the approximation method provides no solution, then the researcher chooses the second of CI- or ICCA-approximation method,



	
If, in the considered case, CI- and ICCA-approximation methods do not have solutions, then the researcher should choose the CA-approximation method,



	
If, in the considered case, the CA-approximation method does not have a solution, then the researcher should choose UC-approximation.








The above-described procedure of the approximation method choice can be used separately for any number. It is acceptable to use different methods for different numbers in the same empirical implementation.



The results obtained in the paper let us, for instance, use the Oriented Behavioural Present Value [17,18] in portfolio models described in [19,21,22,24].




6. Conclusions


The results obtained in this article will facilitate the use of OFN in real object modelling.



In the face of conditions (7) and (8), the above-described approximation methods can be used for approximate FN by trapezoidal FN. The oriented energy index is then reduced to the energy measure.



Among other things, FN are applied in social choice and political sciences. In reference [47], FN describe imprecise linguistic evaluation labels used by voters. Each assessment can be irrationally undervalued or overvalued. Then, we can use OFN to describe the irrational deviations of the assessment. In [48], FN describe voters’ opinion profiles. This is a static description of the population of voters. On the other side, voters’ opinions are very dynamic. Replacement of FN by OFN would allow one to describe mentioned dynamics. The problems discussed in this paper can be a starting point for an attempt to create such approximation methods of OFN by TrOFN that such a constraint that a “vector of solution parameters is a monotonic sequence” will be included. Moreover, further research on the considered above approximation method should be devoted to the following problems:




	
the impact of approximation on the ordering of OFNs,



	
the impact of the approximation on a solution to equations determined by OFNs,



	
the impact of approximation on formal modelling of real objects.








Solutions obtained to the last three problems will allow estimation of the approximation error.
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Table 1. UC-approximation impact on imprecision evaluation.






Table 1. UC-approximation impact on imprecision evaluation.





	    ℒ ↔    
	    a  (  ℒ ↔  )     
	    a  (      T r  ↔    U C    (  ℒ ↔  )   )     
	    e  (  ℒ ↔  )     
	    e  (      T r  ↔    U C    (  ℒ ↔  )   )     





	   U ↔   
	   6.3614   
	   6.0000   
	   0.1365   
	   0.1429   



	   V ↔   
	   − 7.8362   
	   − 7.500   
	   0.1396   
	   0.1429   



	   Z ↔   
	   − 2.0414   
	   − 2.000   
	   0.2041   
	   0.2000   







Source: Own elaboration. □
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Table 2. CA-approximation impact on indistinctness evaluation.






Table 2. CA-approximation impact on indistinctness evaluation.





	    ℒ ↔    
	    e  (  ℒ ↔  )     
	    e  (      T r  ↔    C A    (  ℒ ↔  )   )     
	    e  (      T r  ↔    U C    (  ℒ ↔  )   )     





	   U ↔   
	   0.1365   
	   0.1358   
	   0.1429   



	   V ↔   
	   0.1396   
	   0.1375   
	   0.1429   



	   Z ↔   
	   0.2041   
	   0.1967   
	   0.2000   







Source: Own elaboration.













[image: Table] 





Table 3. ICCA-approximation impact on indistinctness evaluation.






Table 3. ICCA-approximation impact on indistinctness evaluation.





	    ℒ ↔    
	    e  (  ℒ ↔  )     
	    e  (      T r  ↔    I C C A    (  ℒ ↔  )   )     
	    e  (      T r  ↔    C A    (  ℒ ↔  )   )     
	    e  (      T r  ↔    U C    (  ℒ ↔  )   )     





	   U ↔   
	   0.1365   
	0.1141
	   0.1358   
	   0.1429   



	   V ↔   
	   0.1396   
	0.1213
	   0.1375   
	   0.1429   



	   Z ↔   
	   0.2041   
	-
	   0.1967   
	   0.2000   







Source: Own elaboration. □
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