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Abstract: Land subsidence (LS) due to natural and human-driven forces (e.g., earthquakes and
overexploitation of groundwater) has detrimental and irreversible impacts on the environmental,
economic, and social aspects of human life. Thus, LS hazard mapping, monitoring, and prediction
are important for scientists and decision-makers. This study evaluated the performance of seven
machine learning approaches (MLAs), comprising six classification approaches and one regression
approach, namely (1) classification and regression trees (CARTs), (2) boosted regression tree (BRT),
(3) Bayesian linear regression (BLR), (4) support vector machine (SVM), (5) random forest (RF),
(6) logistic regression (LogR), and (7) multiple linear regression (MLR), in generating LS susceptibility
maps and predicting LS in two case studies (Semnan Plain and Kashmar Plain in Iran) with varying
intrinsic characteristics and available data points. Multiple input variables (slope, aspect, ground-
water drawdown, distance from the river, distance from the fault, lithology, land use, topographic
wetness index (TWI), and normalized difference vegetation index (NDVI)), were used as predictors.
BRT outperformed the other classification approaches in both case studies, with accuracy rates of 75%
and 74% for Semnan and Kashmar plains, respectively. The MLR approach yielded a Mean Square
Error (MSE) of 0.25 for Semnan plain and 0.32 for Kashmar plain. According to the BRT approach,
the variables playing the most significant role in LS in Semnan Plain were groundwater drawdown
(20.31%), distance from the river (17.11%), land use (14.98%), NDVI (12.75%), and lithology (11.93%).
Moreover, the three most important factors in LS in Kashmar Plain were groundwater drawdown
(35.31%), distance from the river (23.1%), and land use (12.98%). The results suggest that the BRT
method is not significantly affected by data set size, but increasing the number of training set data
points in MLR results in a decreased error rate.

Keywords: land subsidence modeling; classification; machine learning algorithms; Semnan plain;
Kashmar Plain

1. Introduction

Land subsidence (LS) is a global environmental issue caused by natural (e.g., earth-
quakes) or human-induced processes (e.g., over-exploitation of groundwater, dissolution of
calcareous bedrock, extraction of natural gases and minerals) [1]. These processes can result
in soil compaction and reduction in pore water pressure, leading to the gradual sinking of
the ground surface and detrimental environmental and economic impacts [1,2]. Flooding
and increased vulnerability to natural disasters are among the negative environmental
consequences of LS [3,4], and the adverse impacts of LS on the economy include “lower
agricultural productivity, water pollution, infrastructure destruction, and decreased real
estate value” [5].

Some studies have examined LS using numerical and hydraulic modeling [6]. For
example, Luo and Feng [7] simulated groundwater exploitation and its impact on LS
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using a finite element model for Cangzhou City, Hebei Province, China, and identified
a one-month time lag between groundwater exploitation and LS. Shi et al. [8] studied the
correlation between groundwater level and surface displacement by analyzing the impact
of groundwater depression discs in different hydro-stratigraphic units using numerical
simulation. To prevent further land subsidence, they concluded that excessive groundwater
extraction must be prevented. In addition, several studies have used numerical ground-
water models to investigate the relationship between groundwater extraction and aquifer
deformation and to generate LS maps [9–11].

Numerous studies have demonstrated that machine learning approaches (MLAs) are
more accurate than conventional parametric methods [12,13]. MLAs incorporate different
historical datasets and analyze influential factors (e.g., soil characteristics, permeability)
to classify and predict the LS susceptibility of a given area [2–15]. Using MLAs to detect
LS-prone areas can enhance decision-making processes in water management and land
use planning. Understanding the risk of subsidence enables planners to identify the most
susceptible spots, allocate resources appropriately, and mitigate any further losses. In
addition, these approaches can help identify potential areas of LS, allowing for improved
use of targeted monitoring and early warning systems. Hence, several studies have been
dedicated to investigating the accuracy and performance of different MLAs in modeling LS.
Mohammady et al. [16] investigated land subsidence susceptibility in Semnan Plain, Iran,
using Random Forest (RF). Rahmati et al. [17] compared the performance of the two models
of maximum entropy (MaxEnt) and genetic algorithm rule-set production (GARP) for mod-
eling land subsidence in Kashmar Plain (Iran). They concluded that the GARP model’s
performance was better than MaxEnt. Arabaameri et al. [18] investigated the performance
of four single and hybrid MLAs, including MaxEnt, general linear model (GLM), artificial
neural network (ANN), and support vector machine (SVM), in Kashan plain (Iran). They
highlighted the more accurate modeling abilities of the ANN model. Zhao et al. [19] com-
bined a new approach to improve decision stump classification (DSC) with different MLAs
(e.g., J48 decision tree, alternating decision tree) to map land subsidence susceptibility. They
stated that their proposed approach enhanced the accuracy of LS prediction significantly.
In another study, Mohammady et al. [16] investigated the accuracy of three MLAs, namely
multivariate adaptive regression spline (MARS), mixture discriminant analysis (MDA), and
boosted regression tree (BRT), for predicting LS susceptibility in Semnan Plain, Iran. They
reported that MARS outperformed other MLAs in the study area. Liu et al. [20] addressed
LS in urban planning and infrastructure management by using two machine learning mod-
els, including the extreme gradient boosting regressor (XGBR) and long short-term memory
(LSTM). They identified groundwater level (GWL) and building concentration (BC) as key
factors influencing LS. They also revealed that there could be a significant decrease in LS by
2040 in a scenario where the GWL (i.e., groundwater table) and BC impacts were reduced by
80%. This result highlights the importance of implementing strategic policy interventions.
Eghrari et al. [21] conducted a study in Kashan Plain, Iran, to analyze the land subsidence
susceptibility using RF and XGBoost MLAs and considered twelve influential factors, such
as topography, vegetation, hydrological elements, and anthropogenic features.

MLAs can also be applied to understand how LS may be affected by climate change.
By analyzing historical data and projecting future trends, MLAs can help identify areas
where subsidence is expected to be most severe [22]. Collados-Lara et al. [23] developed
a new method using regression models to investigate the impacts of climate change scenar-
ios on land subsidence induced by groundwater drawdown. They reported a 54% increase
in the LS rate in Vega de Granada in Spain under the representative concentration pathway
(RCP) 8.5 climate change scenario.

Several studies indicate that MLAs have proven useful for estimating LS susceptibility
as well as generating LS susceptibility maps, since MLAs do not rely on accurate data, which
can be challenging to acquire. Nonetheless, a thorough evaluation of the performance
of different MLAs has not been carried out, as most previous studies only compared
a small number of approaches. Moreover, to obtain more accurate results, influential
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factors, including natural and human-induced factors, should first be determined and
then employed in the modeling process. The aim of this study was thus to answer the
following questions:

• Which MLA has higher accuracy for predicting LS in a given study area?
• Do different MLAs vary in performance in study areas with different inherent charac-

teristics and status (e.g., groundwater drawdown)?

To achieve these aims, we scrutinized the performance of six classification MLAs (clas-
sification and regression tree (CART), Bayesian linear regression (BLR), SVM, boosted BRT,
RF, and logistic regression (LogR)) and one regression method (multiple linear regression
(MLR)) in identifying LS-prone areas and predicting the magnitude of LS. We applied the
methods to two study areas, Semnan Plain and Kashmar Plain in Iran, both of which have
experienced severe LS in recent decades [16–24], using nine input variables: distance from
the river, distance from the fault, groundwater drawdown, slope, aspect, land use, lithology,
topographic wetness index (TWI), and normalized difference vegetation index (NDVI).

These seven MLAs were selected for analysis based on their performance merits and
previous studies [16–27]. The CART approach can handle missing values in the training
dataset and is insensitive to outliers since it uses surrogates [28]. The BLR approach can
detect influential subsidence factors using a two-state dependent variable [29]. The SVM
approach has excellent precision, robust generalization, and a higher pace of learning (REF).
The BRT approach is intricate but concise, since it offers robust hydrological perception,
and is thus an appropriate approach for a wide range of environmental applications. RF has
higher prediction accuracy, higher efficiency when used with large datasets, low bias, and
low variance by employing the bagging technique, which means that each occurrence has an
equal chance of being chosen, and it avoids overfitting the data [28]. One of the advantages
of LogR is its simplicity and interpretability, as the coefficients of the independent variables
can be easily interpreted as the effect of each variable on the predicted probability [30]. The
MLR approach is a powerful tool for modeling complex relationships between variables, as
it allows analysts to examine the effect of multiple variables on a dependent variable while
controlling for the effects of other variables. However, it is important to carefully consider
the requirements of MLR, such as linearity, normality, and independence of errors, before
applying the technique to a particular dataset.

The novel contributions of this work are comparing the ability of a broad range of
classification MLAs to predict the susceptibility of an area to LS and that of a regression
approach to determine the subsidence of a study area and to scrutinize the role of different
factors and characteristics of a study area (e.g., amount of subsidence and data accessibility)
in LS predictions, based on the outputs of these approaches.

2. Methodology

The methodology section comprises the following four main steps, as depicted in
a flowchart in Figure 1:

1. Preparing input variables, including slope, aspect, lithology, groundwater drawdown,
distance from the river, distance from the fault, topographic wetness index, land use,
and normalized difference vegetation index;

2. Generating LS susceptibility maps using different MLAs (RF, CART, BLR, BRT, LogR, SVM);
3. Estimating the value of LS using MLR;
4. Evaluating the performance of the MLAs based on mean square error (MSE), Receiver

Operating Characteristic (ROC) curve, and accuracy (AUC) of each algorithm.
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Figure 1. Flowchart showing different steps in the methodology applied in this study.

2.1. Data Gathering

To prepare the input variables, Sentinel-1 satellite images of the study areas for
2015–2017 were obtained, and the locations and dimensions of several subsidence points
in the areas were extracted using image analysis and by referring to technical reports
(obtained from the Geological Survey and Mineral Exploration Institute) and previous stud-
ies [16–31]. The geographic location of the occurrence and the non-occurrence LS points
(provided by the Geological Survey and Mineral Exploration Institute, the abovementioned
studies, and RS-GIS-based methods) are used to obtain LS maps. A 12.5 m Digital Elevation
Model (DEM) map was then downloaded from the ALOS PALSAR satellite, and changes
in groundwater drawdown were calculated using Grace and GLADAS satellite images
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and observational data. Landsat-8 images were used to calculate NDVI and land use, and
1:100,000 lithology maps of the study areas were acquired from the Geological Survey of
Iran. Finally, raster layers (12.5 m) were prepared and generated for the input variables.

2.2. Input Data Preparation

Input variables to the MLAs comprised slope, aspect, distance from the river, distance
from the fault, NDVI, lithology, land use, and groundwater drawdown. Slope, aspect,
distance from the river, and distance from the fault were derived from the DEM map.
A TWI map showing topographic control over hydrological processes was derived based on
DEM, flow direction, flow accumulation, and slope maps [32] using the following equation:

TWI = ln
(

α

tan β

)
(1)

where α is the cumulative up-slope area at any given point and tan β is the slope angle at
that point.

The land use maps and NDVI were also obtained by processing Landsat-8 satellite
images. NDVI, which represents the vegetation cover in a given area, is calculated using
the following equation [33]:

NDVI =
Band4 − Band3

Band4 + Band3
(2)

where Band4 and Band3 are the near-infrared and red bands, respectively.
To have a better perspective on the groundwater status of the study areas, data from

the GRACE satellite were used to estimate total water storage (TWS) changes in the study
areas. To quantify groundwater storage (GWS), values for surface storage, including soil
moisture distribution, snow depth water equivalent, canopy water evaporation, and river
water storage obtained from Global Land Data Assimilation System-Common Land Model
(GLDAS) values were subtracted from the GRACE data. Finally, ∆GWS was computed
as follows [34]:

∆GWS = ∆TWS − ∆GLDAS (3)

The groundwater drawdown was calculated using the data of observational wells obtained
from the Iran Water Resources Management Company (IWRMC), and groundwater drawdown
maps were generated using the IDW (Inverse Distance Weight) geostatistical method.

To avoid overfitting in machine learning approaches, one of the widely accepted
methods is to randomly split the data into training and test sets [34]. Hence, of the data
gathered for the study areas, around 70% was allocated randomly to model land subsidence
susceptibility, while the remaining 30% was set aside to validate the model [35].

2.3. Spatial Modeling Using MLAs
2.3.1. Boosted Regression Tree (BRT)

Boosted regression tree is a nonparametric ensemble hybrid of two approaches: de-
cision tree and boosting. The main concept in BRT involves fitting several decision trees
repetitively to enhance the accuracy of the results [36,37]. Decision trees associate a re-
sponse to their predictors by recursive binary splits, while boosting approaches fit several
models to predictors and identify the best model to achieve more accurate results using
a random subset of all data. All random subsets have the same amount of data points and
are selected from the complete dataset. Data used at each tree are returned to the entire
dataset and can be selected in subsequent trees, as opposed to the single models used in
conventional regression approaches [38]. Finally, the boosting procedure assigns varying
degrees of importance to the subsets, and subsets with the lowest prediction performance
are given more weight in the next split. In this approach, predictors and inventories are
allowed contribute to the modeling process over several trees, improving overall model
performance [39]. The use of multiple trees in BRT eliminates the most evident drawbacks
of single-tree approaches, such as comparatively poor predictive accuracy. Moreover, BRT
approaches can predict various variable types (e.g., continuous and categorical data) to
fit complex non-linear data and do not require data pre-processing. Since the BRT ap-
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proach is based upon combining and averaging several models and modifying the dataset
in each step, it has a lower error rate and higher accuracy, which is of great importance
in detecting environmental phenomena like subsidence. Moreover, boosted regression
trees (BRTs) showcase notable advantages, including excelling in predictive performance,
adeptly handling complex data relationships, and demonstrating resilience against over-
fitting. However, it is important to note potential drawbacks, including computational
expenses, sensitivity to noise, and the need for meticulous tuning of multiple hyperparam-
eters. For more detailed information on the performance of BRT, see Elith et al. [39].

2.3.2. Classification and Regression Tree (CART)

Classification and regression tree is a nonparametric approach that expands a decision
tree using a binary classification strategy. It recursively divides the dataset into several
subsets until it forms homogeneous groups according to a modeler-specified threshold [40].
CART works with a wide variety of inputs, including numerical data, categorical data, and
binary data, and its predictions are immune to monotone transformations and different
scales of measurement between variables [40,41]. The inherent qualities of the CART algo-
rithm, such as its robustness to outliers and its ability to effectively handle missing values
in the training data set, can be highly advantageous in LS modeling. Also, being prone to
overfitting and a lack of global optimization are the disadvantages of this approach [40].

2.3.3. Random Forest (RF)

Random forest is a commonly used MLA for various purposes, from categorization
and cluster analysis to regression [42]. Breiman [28] first developed RF based on bootstrap
aggregation (i.e., bagging, a method to reduce variance within a noisy dataset). The RF
approach consists of three parameters: node size, number of trees, and number of features
sampled. It comprises several tree-based classifiers (i.e., CARTs), each of which is built
using a training set of samples (i.e., bootstrap samples) and a random variable [28]. Out-
of-bag observations (OOBs) are used in RF, in which each bootstrap sample sets aside
approximately one-third of the data. An estimate of the generalization error (OOB error)
can be used to weigh the significance of the input variables, which are then used to identify
the most influential factors on the dependent variable. RF selects the splitting variable from
a random group of input variables to reduce the correlation between trees and improve
model efficiency. It predicts the unseen dataset as the average of predictions from each tree
once all the trees have been generated. Due to its higher accuracy in spatial modeling
and better capabilities of determining the weights (i.e., importance) of different variables
compared to statistical models, RF is one of the widely used MLAs in studying LS. Random
forest (RF) offers robustness against overfitting, effective handling of missing values, and
capability to manage a large number of features. Nevertheless, it is essential to consider
potential downsides, such as computational expenses, potential suboptimal performance
on highly noisy data, and a trade-off in interpretability compared to simpler models [31].
More information on RF can be found in Breiman [28].

2.3.4. Support Vector Machine (SVM)

Support vector machine was first developed by Cortes and Vapnik [43] for classifi-
cation purposes. SVM is a type of MLA that uses kernel functions and hyperplanes to
convert non-linear problems into linear problems that can be handled more easily [44–46].
It tries to minimize the upper bound of the generalization error, as opposed to the training
error. Moreover, SVM seeks a global optimum under conditions that can be easily met,
rather than identifying the local minimum. The better classification abilities of the SVM
algorithm for environmental data and using optimal data separation techniques make
SVM more suitable for environmental studies such as subsidence susceptibility [11]. SVM
exhibits strength in high-dimensional spaces, demonstrating effectiveness, robustness in
handling outliers, and versatility with various kernel functions. However, it is essential to
acknowledge their computational intensity, interpretational challenges, and sensitivity to
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the choice of kernel and hyperparameters, aspects that should be carefully considered in
practical applications. For more detailed information on SVM, see Marjanovic et al. [47].

2.3.5. Bayesian Logistic Regression (BLR)

Bayesian logistic regression, one of the most popular classification MLAs, is a gen-
eralized linear approach where the probability of success can be expressed as a sigmoid
function (for binary classification). When analyzing the relationship between the dependent
and independent variables, BLR follows three steps: (i) determining each parameter’s initial
probability, (ii) finding the likelihood function of the data, and (iii) making a posterior
distribution function for parameters [33]. The underlying concept is that a Bernoulli distri-
bution is assumed for the values (i.e., 0 and 1) forecast by a linear combination of predictors,
which are mapped to the probability value by the logistic function [48]. By integrating
Bayesian techniques with a logistic regression model and employing uncertainty estimation
approaches, more robust outcomes can be obtained and mitigate the risk of overfitting
the data [49]. This can be particularly advantageous for spatial mapping objectives. Also,
Bayesian logistic regression (BLR) holds advantages in providing probabilistic outputs,
adeptly managing multicollinearity, and offering interpretability. However, it is crucial to
acknowledge potential limitations, including the assumption of linearity in relationships,
potential challenges in capturing complex patterns in data, and sensitivity to outliers. For
more information on BLR, see Pavlyshenko [48].

2.3.6. Logistic Regression (LogR)

Logistic regression is a statistical approach for analyzing the relationship between
a dependent variable and one or more independent variables, where the dependent vari-
able is categorical (i.e., binary or ordinal), and the independent variables can be continuous,
categorical, or a combination of both. LogR aims to model the probability of a certain
outcome or event based on the values of the independent variables. The output of LogR is
a predicted probability of the dependent variable belonging to a particular category. LogR
fits a logistic function to the data, a sigmoid-shaped curve that maps any input value to a
value between 0 and 1. The logistic function takes the following form [30]:

p =
1

(1 + exp−z)
(4)

where p is the predicted probability of the dependent variable, z represents the linear
combination of the independent variables and their coefficients, and exp denotes the
exponential function.

The Log R approach estimates the coefficients of the independent variables that best
fit the data, and these coefficients are then used to calculate the predicted probabilities of
the dependent variable [50]. The response variables of the logistic regression model can be
binary or multilevel classes, and the predictor variables can be a combination of continuous,
discrete, or binary variables. In addition, LogR does not require data to be normal, making
it particularly useful in environmental studies. However, the increased likelihood of data
overfitting is a drawback of this method [11].

2.3.7. Multiple Linear Regression (MLR)

Multiple linear regression is a statistical method that uses numerous variables to
predict the outcome of a response variable. The purpose of MLR analysis is to simulate
the linear connection between the independent factors and the dependent variable, since
dependent variables are affected by numerous factors in most real-world issues [50]. Due
to the inclusion of additional explanatory variables, MLR can be viewed as an extension of
ordinary least-squares (OLS) regression of the form suggested by Chakraborty et al. [51]:

y = b0 + b1x1 + b2x2 + · · ·+ bnxn + ε (5)
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where y represents the dependent variable; x1, x2, . . ., xn are the independent variables; b0
denotes the intercept; b1, b2, . . ., bn are the regression coefficients; and ε is the error term.
The regression coefficients represent the change in the dependent variable for a one-unit
increase in the corresponding independent variable, while all other independent variables
are assumed to be constant.

To perform MLR, the data analyst must first collect data on the dependent and
independent variables and then use these data to estimate the regression coefficients,
using a technique such as least square regression. The analyst can then use the esti-
mated coefficients to predict the value of the dependent variable for new values of the
independent variables.

2.4. Validation of the LS Susceptibility Maps

The purpose of validation in any modeling process is to determine whether the
developed model produces sufficiently accurate results for the intended aim [52,53].

In the present analysis, AUC (also known as accuracy or efficiency), ROC curve, F-1
score, and MSE were used to evaluate the performance of the different MLAs for the
two study areas and datasets. AUC is a statistical measure of how well a model detects or
excludes conditions and is measured for any model as follows:

AUC =
TP + TN

TP + TN + FP + FN
(6)

where TN, FN, TP, and FP denote the true negative, false negative, true positive, and false
positive values, respectively. TP and TN represent the number of pixels correctly identified,
whereas FP and FN represent the number of pixels incorrectly categorized [49–55].

Although there is no general rule for choosing a cut-off value for predicting natural
hazards, researchers have frequently considered probability (P) values greater than 0.5
to indicate unreliable results [56,57]. Therefore, we selected a probability of 0.50 as the
threshold, so a cell with P > 0.5 and LS was categorized as TP. FP (error type I) indicates
that a cell without LS is classed as unstable (P > 0.5), whereas FN (error type II) indicates
that a cell with LS is classified as stable (P < 0.5).

The ROC curve which plots sensitivity (Y-axis) against 1-specificity (X-axis) and F1
− score are also good measures to investigate the performance of MLAs. The following
equations are used to plot the ROC curve and calculate the F1 − score.

sensivity =
Tp

Tp + FN
(7)

specificity =
TN

TN + FP
(8)

Percision =
Tp

Tp + FP
(9)

Recall =
Tp

Tp + FN
(10)

F1 − score =
2(Percision × Recall)
(Percision + Recall)

(11)

Mean squared error is a popular metric to evaluate the performance of a model. In
simple terms, MSE measures how well a model can predict a variable by calculating the
average squared difference between predicted and actual values. The squared differences
are used instead of absolute differences to ensure that positive and negative errors do not
cancel each other out. MSE is calculated as follows [58,59]:

MSE =
1
n∑ (y i − ŷi)

2 (12)

where n is the number of observations, and yi and ŷi represent the actual and predicted
values of the variable, respectively.
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The MSE value ranges from 0 to infinity, with 0 indicating perfect prediction and higher
values indicating poorer performance. The model with the lowest MSE value is considered
the best fit for the data. MSE has several advantages over other metrics, including its
ability to penalize large errors more severely than small errors, making it more sensitive
to outliers.

3. Study Areas

In recent decades, the intensification of agriculture, urbanization, and excessive wa-
ter withdrawal have caused irreversible environmental changes, including LS, in Iran.
Subsidence has been observed in many cities, including Tehran, Isfahan, and Ahvaz, due
to unsustainable water management. In this study, we scrutinized the performance of
different MLAs in identifying LS-prone zones in two of Iran’s important but less addressed
areas (Semnan Plain and Kashmar Plain) (Figure 2a), which have experienced a continuous
drop in groundwater level in recent decades. The primary rationale behind selecting these
two regions stems from the notable occurrence of subsidence in both areas. The decision is
influenced by the proximity of lithological characteristics in these regions, coupled with
similar trends in groundwater drawdown and the comparable nature of the land use. Con-
sequently, it is of significant importance to employ various machine learning algorithms
for the comparative analysis of subsidence in these two regions. LS has been occurring
in both areas for some decades and has caused a drastic reduction in land elevation. In
Kashmar Plain, LS has caused some areas to sink by more than 22 cm annually, leading
to infrastructure destruction, increased flooding, and water supply disruption [16]. In
addition, LS has caused damage to agricultural land, resulting in economic losses for
farmers. Semnan Plain has also been affected by LS of approximately 12 cm/year [17]. As
a result, the identification of areas that are vulnerable to LS can be highly useful for the
management and prevention of further LS and the destructive processes that are linked
with subsidence.
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3.1. Semnan Plain

Semnan Plain is located in the western part of Semnan province in Iran, on the southern
foothills of the Alborz Mountain range and northern regions of the Kavir desert (Figure 2b).
It has an approximate area of 1200 km2 and lies between a longitude of 53◦3′ and 53◦40′

E and a latitude of 35◦18′ and 35◦43′ N [60]. The elevation ranges from 874 m above sea
level (masl) adjacent to desert areas to 1857 masl in mountainous regions. According to
previous studies and geological maps of the area, the common soil type in the middle
of the plain, around Semnan City and its surroundings, is young alluvial sediment [61].
The lithological characteristics of Semnan Plain, which is located in a tectonically active
region, are presented in Table 1. Geomorphological surveys of the area indicate that the
slope of the plain is from north to south and that seasonal flows enter the plain from
the northern and northeastern highlands [62]. The dominant land uses in the area are
rangeland and agriculture. Semnan Plain has a semi-arid cold to cold-arid climate [63].
Mean annual precipitation mainly consists of rainfall and is about 130 mm, and the mean
annual temperature is around 16.1 ◦C [31]. Groundwater extraction has significantly
increaed in recent years due to low precipitation, high sedimentation, scarce surface water,
and improper water management, in order to meet the needs of various sectors such
as the municipal, agricultural, and industrial sectors. This has led to a drastic decline
in groundwater levels in the region and associated environmental, social, and economic
issues. The groundwater decline has been most severe in the eastern and southern parts of
Semnan Plain as a result of the higher intensity of agriculture practices in these regions [60].
Figure 3 shows land use, aspect, distance from the river, TWI, NDVI, distance from fault,
groundwater drawdown, and slope maps for Semnan Plain.

Table 1. The lithology of Semnan plain.

Code Description Area (%)

Qft2 Low-level sediment fan and
valley terrace deposits 59.4

Mur Sandy marl 21.2

Qft1 High-level piedmont fan and
valley terrace deposits 10.3

Eav Dacitic to Andesitic volcanic 3.26
Ek Shale with tuff intercalations 2.34

TRJs Dark grey shale and
sandstone 2.03

Qd Darjazin fan deposits 2.01
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Figure 3. Thematic layers considered for Semnan plain: (a) land use, (b) aspect, (c) distance from the river, (d) topographic wetness index (TWI), (e) NDVI, (f) 
distance from fault, (g) groundwater drawdown, and (h) slope. 

Figure 3. Thematic layers considered for Semnan plain: (a) land use, (b) aspect, (c) distance from the river, (d) topographic wetness index (TWI), (e) NDVI,
(f) distance from fault, (g) groundwater drawdown, and (h) slope.
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3.2. Kashmar Plain

Kashmar Plain covers an area of 6467 km2 and is located in the western part of
Khorasan Razavi province in Iran, between a longitude of 57◦10′ and 58◦35′ E and a latitude
of 34◦45′ and 35◦30′ N [25] (Figure 2c). The elevation ranges between 782 and 2259 masl.
Like Semnan Plain, Kashmar Plain mainly consists of rangeland and agricultural land.
A large desert fault (Droneh) is located along the northern border of the Kashmar plain, and
its internal trend is east–west [64]. The plain receives a mean annual precipitation of 156 mm,
mainly in the form of rainfall, and has a mean annual temperature of around 17.5 ◦C [64]. In
terms of climate, the region is classified as semi-arid to arid. Since no permanent rivers exist
in the area, the water supply depends upon groundwater resources, with 84% of withdrawn
groundwater used for irrigation, 9% in the municipal sector, and the rest for industrial
and other purposes [65]. A recent groundwater balance analysis reported 76 MCM over-
exploitation per year from the aquifer [24]. The distribution of LS in Kashmar Plain is
not uniform, and the sunken areas are mostly evident as a cluster of sinkholes varying in
width and depth through the plain. The lithological characteristics of Kashmar Plain are
presented in Table 2. Figure 4 depicts land use, aspect, distance from the river, TWI, NDVI,
distance from the fault, groundwater drawdown, and slope maps of Kashmar plain.

Table 2. The lithology of Kashmar plain.

Code Description Area (%)

Qft2 Low level sediment fan and
valley terrace deposits 56.9

Mur Sandy marl 7.52

Qft1 High-level piedmont fan and
valley terrace deposits 7.13

Eav Dacitic to Andesitic volcanic 13.36
Qsf Lowest alluvial deposits 7.34

TRJs Dark grey shale and
sandstone 4.03

Sr serpentinite 2.06
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Figure 4. Thematic layers considered for Kashmar plain: (a) land use, (b) aspect, (c) distance from the river, (d) topographic wetness index (TWI), (e) NDVI, (f) 
distance from fault, (g) groundwater drawdown, and (h) slope. 
Figure 4. Thematic layers considered for Kashmar plain: (a) land use, (b) aspect, (c) distance from the river, (d) topographic wetness index (TWI), (e) NDVI,
(f) distance from fault, (g) groundwater drawdown, and (h) slope.
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4. Results

Land subsidence in the two study areas (Semnan Plain and Kashmar Plain) was
calculated separately using the six classification-based approaches and one regression-
based MLA described in the Section 2.

4.1. Analysis of Variable Importance and Correlation

Tables 3 and 4 present the correlation between input variables for Semnan and Kashmar
plains, respectively. According to the obtained results, the BRT, SVM, and RF approaches
demonstrated better performance in predicting susceptibility to LS among the six studied
approaches, as they had the lowest error rate.

Table 3. The correlation between input variables of Semnan Plain.

Groundwater
Drawdown

Distance from
the River NDVI Distance from

the Fault TWI Slope

Groundwater drawdown 1 0.76 0.51 0.41 0.82 0.26
Distance from the river 0.76 1 0.29 0.48 0.85 0.65

NDVI 0.51 0.29 1 0.19 0.87 0.32
Distance from the fault 0.41 0.48 0.32 1 0.1 0.15

TWI 0.82 0.85 0.87 0.1 1 0.22
Slope 0.26 0.65 0.32 0.15 0.22 1

Table 4. The correlation between input variables of Kashmar Plain.

Groundwater
Drawdown

Distance from
the River NDVI Distance the

from Fault TWI Slope

Groundwater drawdown 1 0.81 0.57 0.43 0.84 0.22
Distance from the river 0.81 1 0.33 0.53 0.87 0.69

NDVI 0.55 0.33 1 0.17 0.89 0.37
Distance from the fault 0.46 0.53 0.17 1 0.15 0.18

TWI 0.84 0.87 0.89 0.15 1 0.27
Slope 0.22 0.69 0.37 0.18 0.27 1

Figure 5 illustrates the relative importance of the input variables for the top three
approaches in the study areas. According to the BRT approach, variables playing the most
significant role in LS in Semnan Plain were groundwater drawdown (20.31%), distance
from the river (17.11%), land use (14.98%), NDVI (12.75%), and lithology (11.93%), while
distance from the fault (9.51%), TWI (7.32%), and slope (6.11%) were less important for
predicting LS. According to the SVM approach, the factors with the greatest impact on
subsidence in Semnan Plain were groundwater drawdown (31.21%), distance from the
river (16.01%), land use (13.18%), NDVI (10.15%), and lithology (9.43%), with distance from
the fault (8.51%), TWI (6.12%), and slope (5.31%) having less impact. In the RF approach,
there was an even stronger correlation between groundwater drawdown (33.21%), distance
from the river (15.21%), land use (12.78%), NDVI (9.75%), and lithology (9.03%) and LS in
Semnan plain, while distance from the fault (8.51%), TWI (6.12%), and slope (5.01%) had
minor impacts (Figure 5a).

According to the BRT approach, the three most important factors in LS in Kashmar
Plain were groundwater drawdown (35.31%), distance from the river (23.1%), and land use
(12.98%), while NDVI (9.66%), lithology (9.5%), distance from the fault (8.5%), TWI (7.3%),
and slope (6.1%) played minor roles. The SVM approach also identified groundwater
drawdown (41.51%), distance from the river (21.31%), and land use (10.90%) as the three
most important factors for LS in Kashmar Plain, while NDVI (7.5%), lithology (7.15%),
distance from the fault (5.95%), TWI (4.33%), and slope (3.13%) had weaker correlations
with LS. In addition, the RF approach identified groundwater level (44.31%), distance from
the river (20.51%), and land use (10.40%) as the three most influential factors for LS in
Kashmar Plain, while NDVI (4.95%), lithology (5.63%), distance from the fault (4.95%), TWI
(4.33%), and slope (3.13%) played less significant roles (Figure 5b).



Land 2024, 13, 322 17 of 27Land 2024, 13, 322 17 of 27 
 

 
(a) 

 
(b) 

Figure 5. The relative importance of geo-environmental factors in BRT, SVM, and RF approaches in 
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Figure 5. The relative importance of geo-environmental factors in BRT, SVM, and RF approaches in
(a) Semnan Plain and (b) Kashmar Plain.

4.2. Land Subsidence Susceptibility Mapping

Areas prone to LS were predicted by extracting weights from the BRT, SVM, and RF
approaches and mapping them in ArcGIS. Land subsidence was classified into four groups
(very high, high, medium, and low) using the natural break method (for more information
on this method, see Abdollahi et al. [66]). Figure 6 presents the subsidence susceptibility
map generated by BRT (best) and LogR (worst) for both study areas. According to Figure 6b,
it is clear that BRT achieved better performance in predicting LS. Both BRT and LogR
predicted very high levels of LS in central areas of Semnan Plain, but BRT performed
better than LogR in predicting areas with high subsidence. LogR performed weakly in
distinguishing areas with high and medium subsidence.
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Figure 6. Land subsidence hazard mapping using (a) LogR in Semnan plain, (b) BRT in Semnan plain, (c) LogR in Kashmar plain, and (d) BRT in Kashmar. Figure 6. Land subsidence hazard mapping using (a) LogR in Semnan plain, (b) BRT in Semnan plain, (c) LogR in Kashmar plain, and (d) BRT in Kashmar.
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The BRT and LogR approaches detected areas with very high subsidence in the
southeast and northwest of Kashmar Plain. However, the LogR approach showed weakness
in distinguishing areas with low and moderate LS and classified most of the areas with
medium subsidence in the low subsidence category. Overall, the accuracy of LS prediction
was higher for Semnan Plain, which had more data points than Kashmar Plain.

4.3. Land Subsidence Prediction

According to technical reports and previous studies, the average LS rate in Semnan
Plain and Kashmar Plain is approximately 12 and 22 cm/year, respectively. The MLR
approach showed good performance in predicting these LS values (Figure 7), with MSE for
Semnan Plain and Kashmar Plain equal to 0.25 and 0.32, respectively.
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Figure 7. Predicted LS values for (a) Semnan and (b) Kashmar plains. 
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Figure 7. Predicted LS values for (a) Semnan and (b) Kashmar plains.

4.4. Model Validation and Comparison

The accuracies of the different models in predicting LS values for the two study
areas are presented in Table 5. The BRT, SVM, and RF approaches yielded the more
accurate responses for predicting subsidence in both Semnan and Kashmar plains. The
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accuracy scores for Semnan Plain were 0.75, 0.72, and 0.73 for the BRT, SVM, and RF
approaches, respectively. For Kashmar Plain, the accuracy rates were 0.74, 0.7, and 0.69 for
the same approaches. According to the AUC classes (i.e., poor (0.5–0.6), average (0.6–0.7),
good (0.7–0.8), very good (0.8–0.9), and excellent (0.9–1)), the performance of BRT was
classified as good for both regions. On the other hand, the performance of RF and SVM
was classified as good for Semnan Plain and average for Kashmar Plain. In general, all the
examined approaches had average to good performance in modeling LS; however, BRT was
deemed to have attained better performance due to its higher accuracy in comparison to
the other approaches. BRT showcases notable advantages including excelling in predictive
performance, adeptly handling complex data relationships, and demonstrating resilience
against over-fitting. However, it is important to note potential drawbacks, including
computational expenses, sensitivity to noise, and the need for meticulous tuning of multiple
hyperparameters. For more detailed information on the performance of each model, see
Section 2.3.

Table 5. Accuracy of the approaches.

Approach
AUC

Semnan Plain Kashmar Plain

RF 0.73 0.69
CART 0.70 0.63
BRT 0.75 0.74
SVM 0.72 0.70
BLR 0.71 0.68
LogR 0.67 0.56

Confusion diagrams for Semnan plain and Kashmar plain are shown in Figures 8 and 9
and Tables 6 and 7, respectively. The ROC curves and F1 − scores of each model are presented
in Figure 10 and Table 8, respectively. According to Figure 10, the BRT approach outperforms
the other five algorithms, with AUC values of 0.76 and 0.74 in both Semnan and Kashmar plains.
Additionally, F1 − scores in Table 8 reveal that, in both study areas, the ranking of approaches
according to their accuracy is as follows: BRT > RF > SVM > BLR > CART > LogR.
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Figure 10. Receiver Operating Characteristic (ROC) curves for (a) Semnan Plain and (b) Kashmar Plain.

Table 8. F1 − scores of each model.

Approach RF CART BRT BLR SVM LogR

Kashmar
Plain 0.70 0.64 0.74 0.67 0.68 0.56

Semnan
Plain 0.83 0.78 0.84 0.80 0.82 0.76

4.5. Discussion
4.5.1. Comparison of Applied Approaches

Modeling and simulation are useful decision support tools to better understand po-
tential environmental hazards. The use of modeling tools also allows decision-makers to
have a better understanding about modeled phenomena and plan effective environmen-
tal strategies. Utilizing machine learning models enables policymakers to delineate land
subsidence-prone areas, facilitating the establishment of risk maps and zoning regulations.
Urban planners can strategically avoid placing critical infrastructure or high-density de-
velopments in identified high-risk zones. For example, policymakers and urban planners
can make better decisions about infrastructure projects by considering potential subsi-
dence risks in different areas. This ensures that infrastructure is designed and located in
more safe regions (i.e., non-subsidence areas), minimizing the impacts of subsidence on
roads, buildings, and utilities [67]. Also, policymakers can optimize resource allocation
by using machine learning findings to identify high-risk areas. This allows for targeted
monitoring, implementing mitigative measures, and upgrading infrastructure, and it leads
to an increase in the overall negative impacts of land subsidence.

However, a wide variety of modeling frameworks and approaches with different
predictive power are available, which can result in diverse outputs. In the present study,
BRT, SVM, and RF all achieved acceptable performance in predicting LS in the two study
areas, Semnan Plain and Kashmar Plain in Iran, as measured by the AUC metric. Similarly,
Sekkeravani et al. [11] created zoning maps for detecting areas susceptible to LS in the
central plains of Iran using various models and found that RF, BRT, and SVM achieved
a significant level of accuracy.

The LogR approach performed poorly compared to the other five MLAs in terms
of predicting LS in the study areas, while CART and BLR showed average performance.
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A previous study by Hakim et al. [68] investigating the performance of four MLAs (Ad-
aBoost, multilayer perceptron, LogR, LogitBoost) also found that LogR was the least
successful approach in predicting LS susceptibility. The findings in the present study
provide ample support for the claim that tree-based MLAs, particularly SVM and BRT, are
adept at identifying non-linear connections with a high degree of complexity [69]. There
was substantial agreement between the results obtained and those of Lee et al. [70] for the
BRT and RF approaches, but no previous study had tested and compared seven distinct
MLAs in the two study areas.

4.5.2. Evaluation of the Significance of Variables

Due to the location of the study areas in arid regions of Iran with low precipitation rates,
groundwater is the main source of water for different demand sectors, especially agriculture.
According to the BRT and RF results, the major cause of LS in both Semnan Plain and
Kashmar Plain is overexploitation and mismanagement of groundwater resources. Studies
in Florida (USA) have revealed similar issues, with excessive groundwater extraction being
identified as the primary cause of subsidence [71]. Subsidence and ground collapse are the
result of stresses and strains imposed on groundwater resources by extensive groundwater
depletion, leading to a catastrophic decrease in potentiometric levels [72]. Moreover,
Semnan Plain has insufficient LS provisioning and monitoring systems [73], enabling the
overexploitation of groundwater resources. In addition, there has been a notable increase
in population, expansion of industrial regions, and intensified water demand in Semnan
Plain in recent decades [61], resulting in the unsustainable extraction of groundwater
resources. Studies conducted in other areas have also revealed a significant relationship
between extensive groundwater withdrawal and land subsidence. For instance, Orhan [74]
scrutinized the causes of LS in Konya, Turkey, and identified a strong correlation (0.95)
between LS occurrence and changes in groundwater level.

Subsidence in the two study areas has also been significantly influenced by land use,
with agricultural areas in both Semnan Plain and Kashmar Plain having experienced their
highest subsidence due to excessive groundwater withdrawal. Studies by Mohammady
et al. [16] and Rahmati et al. [17,25] investigating LS susceptibility in the Semnan and
Kashmar plains using tree-based approaches also found that some of the most severe LS
occurred in agricultural areas.

The lithology of the study areas was another influential factor in LS, with soils in the
low-level pediment fan and valley terrace deposits being more susceptible to subsidence.
A study by Saeidi et al. [24] also found that sediment type and sediment thickness were
among the primary reasons for LS in Kashmar Plain.

5. Conclusions

One of the detrimental natural hazards in both Semnan Plain and Kashmar Plain is
land subsidence, which can result in infrastructure failure and environmental and economic
issues. In this study, six classification-based MLAs (BRT, RF, SVM, BLR, CART, and LogR)
were used to investigate LS in these two areas. In addition, MLR was applied to predict LS in
the two areas. Lithology, slope, aspect, TWI, distance from the river, distance from the fault,
land use, NDVI, and groundwater drawdown at the sites were all taken into consideration
in LS modeling. The BRT approach was able to predict LS hazard in both study areas
with a good degree of accuracy, while RF and SVM also showed good performance for
both areas. The LogR approach showed the worst performance in predicting LS in both
study areas. Overall, the results indicated that LS in both areas is mainly occurring due to
groundwater drawdown, but that the distance from the river, NDVI, land use, and lithology
also have significant impacts.

According to the results, groundwater drawdown is one of the most influential factors
responsible for LS in the study areas. Typically, one answer in such situations is to carry
out water transfer projects to offer alternate resources for local communities. Due to the
risks and high implementation costs of such projects, they are not advised for providing
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alternate water resources. Improving water management across various sectors, utilizing
water purification techniques by industries to prevent water pollution, and enacting laws
regulating water usage in different demand sectors (e.g., municipal, industrial, agriculture)
can aid in replenishing water resources. Furthermore, implementing projects aiming at
reducing water consumption in agricultural sectors such as utilizing modern irrigation tech-
niques (e.g., drip and rain irrigation methods), cultivating crops with higher resilience to
water scarcity, close monitoring of groundwater level, and prohibiting illegal groundwater
extraction can hinder the further overexploitation of resources.

In this study, land subsidence was investigated between the years 2015 and 2017.
Access to more updated temporal data can enhance the accuracy of results. The primary
limitation of the current study stems from the unavailability of subsidence rate data in
the region. The absence of such data prevents a comprehensive analysis of the gradual
influence of various factors on land subsidence over time, hindering the ability to simulate
real-time possibilities of subsidence. Utilizing the interferometric synthetic aperture radar
(InSAR) time series analysis technique could address this limitation. Therefore, it is recom-
mended that future research explores the use of subsidence rate as a response variable in
predicting land subsidence susceptibility using machine learning models, contingent upon
the availability of relevant datasets.

Furthermore, certain critical factors, such as sedimentation rate, altitude, soil type, and
curvature, were not considered in this study. Incorporating these factors into the prediction
process in future studies is crucial for obtaining more accurate results. The inclusion of
such data can significantly enhance the precision of the outputs.

Furthermore, there is potential for future studies to focus on developing a practical
risk framework. This framework could incorporate vulnerability components, integrating
data on assets and populations susceptible to the impacts of land subsidence. While these
tasks hold significant value for addressing real-world land subsidence challenges, they
necessitate further investigation that includes the acquisition of relevant datasets. This not
only applies to the present study regions but also extends to global considerations.

This study compared the performance of a range of classification MLAs in predicting
LS hazards, but future studies should also include deep learning and hybrid approaches in
the analysis. Future studies can use the results obtained here to investigate management
scenarios and climate change scenarios for improving the resilience of areas to subsidence
and reduce adverse economic and environmental impacts.
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