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Abstract

:

A new transient-based hybrid heuristic approach is developed to optimize a transient generation process and to detect leaks in pipe networks. The approach couples the ordinal optimization approach (OOA) and the symbiotic organism search (SOS) to solve the optimization problem by means of iterations. A pipe network analysis model (PNSOS) is first used to determine steady-state head distribution and pipe flow rates. The best transient generation point and its relevant valve operation parameters are optimized by maximizing the objective function of transient energy. The transient event is created at the chosen point, and the method of characteristics (MOC) is used to analyze the transient flow. The OOA is applied to sift through the candidate pipes and the initial organisms with leak information. The SOS is employed to determine the leaks by minimizing the sum of differences between simulated and computed head at the observation points. Two synthetic leaking scenarios, a simple pipe network and a water distribution network (WDN), are chosen to test the performance of leak detection ordinal symbiotic organism search (LDOSOS). Leak information can be accurately identified by the proposed approach for both of the scenarios. The presented technique makes a remarkable contribution to the success of leak detection in the pipe networks.
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1. Introduction


The issue of potable water shortages has become more and more critical in many parts of the world. Water loss is considered as a serious problem in both developed and developing countries [1], and is attracting more and more public concern. Non-revenue water or unaccounted for water is estimated at between 20 to 40% for most countries investigated [2,3]. The inverse transient analysis (IWA) method separates water losses in distribution systems into real and apparent losses. Real losses (leakage) from pipelines or pipe networks may not only cause large economic loss, but can also affect environmental hygiene [4,5]. Leaks may create serious water quality problems, resulting in equipment failure, problematic operations management, errors in pipeline design, and significant costs [4,6,7,8,9,10]. Among the various reasons for water losses, leaks in water distribution networks (WDNs) are considered to be one of the major problems to be solved.



Basically, the leak detection and location techniques can be generally divided into two main categories, steady-state based and transient based. Many steady-state based methods, such as Acoustic Emissions [11,12] and vibration monitoring [13,14,15,16], were developed for leak detection in the pressurized pipeline. These steady-state vibro-acoustic based methods have been proven to be quite effective in previous studies. The most important advantage is that the steady-state based methods can provide the high precision results without altering the operating conditions of the system. However, these methods were generally developed based on the specialized hardware, which lead to high costs [17]. On the other hand, transient-based methods (e.g., pressure wave propagation) have been widely used to detect leaks in WDN. A transient event can be generated by a simple operation, such as valve closure and opening [18]. In the transient condition, the leak location, leak orifice size, and frictional losses will affect the head changes in the pipe network when compared with those of the system in steady-state. The major advantage of transient-based methods is that information about such leaks can be efficiently and cost-effectively obtained, because transient waves travel along fluid-filled pipes at high speed [4,5,19]. A large amount of data can be collected by a simple operation in a very short period of time. However, the transient operation may cause some undesired damage or failure in the system if the operation is not properly handled.



Many previous studies have focused on the development of numerical simulations with optimization algorithms for leak detection in a WDN. Moreover, heuristic optimization approaches have also been widely discussed in the community of water supply engineers. Several earlier researchers have used heuristic algorithms with a synthetic WDN to test their ability to detect leaks. Examples are genetic algorithm (GA) [20], hybrid genetic algorithm (HGA) [21], particle swarm optimization (PSO) [22], sequential quadratic programming (SQP) [23], central force optimization (CFO) [24], and simulating annealing (SA) [25]. Vítkovský et al. [20] demonstrated the ability of the GA in lieu of the Levenberg-Marquardt (LM) method used in [26] to identify leaking nodes and pipe friction factors in the same WDN. Kapelan et al. [21] combined the GA and LM method as a hybrid inverse transient model (HGA) to exploit the advantages of combining two methods. The HGA is more stable than LM model, and it is more accurate and faster than the GA model. Jung and Karney [22] showed that both GA and PSO are capable of solving the ITA problem. It was found that PSO is more suitable than GA not only in convergence but also in accuracy. Haghighi and Ramos [24] exploited an ITA-based optimal algorithm, termed CFO, as an inverse problem solver for leak detection in a reference leaking pipe network. CFO exhibited good accuracy for identifying the friction factor and leak location. Recently, Huang et al. [25] presented an ITA-type optimization approach, called LDSA, based on the combination of the transient flow simulation and SA to detect leaks in a laboratory pipeline and a synthetic pipe network. The SA was used to solve the inverse problem with a least-squares criterion objective function.



On the other hand, some studies applied their leak detection techniques to a laboratory pipe system or real WDNs. Ferrante et al. [27] coupled the wavelet analysis with a Lagrangian model to identify the leaks in a laboratory branched pipe system in the Water Engineering Laboratory at the University of Perugia. Their approach memorized the amplitude of each wave and the moment at which it passed the leak, and then identified the leak. Nazif et al. [28] introduced a heuristic method combined the artificial neural network (ANN) model and GA to find the optimal hourly water level variation in a water distribution storage tank for different seasons. Ferrante et al. [29] investigated the relationship between leak geometry and detectability within steady-state and transient based techniques. They used the experimental tests to demonstrate the effect of higher system pressure for leak detectability in steady-state and transient conditions. Casillas et al. [30] introduced a sensor placement approach based on either GA or PSO to detect leaks in WDNs in Hanoi and in Limassol. The results showed that PSO obtains results faster than GA, and it is very effective for smaller WDN or with fewer sensors. However, the GA provided better placement solutions with higher efficiency for larger networks or more sensors. Meniconi et al. [31] used a Lagrangian model simulating pressure wave propagation to evaluate the pipe pressure wave speed and to locate the possible anomalies by coupling GA and wavelet analysis, respectively. Their approach was further executed in a part of the WDN of Milan for providing the diagnosis of the pipe system. Lee et al. [32] integrated the advantage of the methods of cumulative sum and wavelet transform to effectively detect the sudden pressure changes of WDN. The pressure data obtained from the real burst accident were used to verify their burst detection and location algorithm. Moreover, many other studies were devoted to the development of optimization approaches for leak detection in real cases [19,33,34].



This paper focuses on solving the leak detection problem, as well as the number of leaks, their location, the value of CdA (discharge coefficient multiplies area opening of the orifice) in the pipe network, with optimum transient perturbations. A hybrid heuristic approach, called leak detection ordinal symbiotic organism search (LDOSOS), is developed based on the ordinal optimization algorithm (OOA) and symbiotic organism search (SOS) for automatically determining leak information in a leaking pipe network. In order to examine the performance of the proposed approach, two synthetic leaking scenarios with different pipe network configurations are considered. The ability of convergence compared with different optimization algorithms pertaining to the detection results is addressed in first scenario. Furthermore, the use of the optimum transient generation is demonstrated in the second scenario.




2. Methodology


This section deals with the mathematical background of forward flow simulation models, and includes steady-state and transient flow simulations in the pipeline network. The procedure of transient generation point selection is introduced in this section. Brief descriptions of OOA and SOS, and the combination of a forward flow model with OOA and SOS for the leak detection are also described.



2.1. Flow Simulation Model


Yeh and Lin [35] developed a numerical approach, termed PNSA, for estimating the steady-state nodal head and flow rate for any given pipe network. This approach uses the SOS in lieu of the SA in PNSA to solve an optimal water head distribution and the nodal flow rates in a network. The flowchart of PNSOS is shown in Figure 1.



The Hazen-Williams equation is used to express the relationship between the flow rate and head loss for each pipe [36,37]. The loss coefficient (Kij) in the Hazen-Williams equation for a pipe is defined as [38]:


    K  i j   =   10.66667 ⋅  L  i j      C  i j   1.851852   ⋅  D  i j   4.870370       



(1)




where ij is the variable defined from node i to node j, Lij is the length (m) of the pipe, Cij is the Hazen-Williams friction coefficient depending on the pipe material [36], and Dij is the pipe diameter (m). Based on Equation (1), the flow rate Qij in each pipe can be expressed as


    Q  i j   =   (   Δ  H  i j      K  i j     )   0.54     



(2)




where ΔHij is the frictional head loss in a pipe. The equation of mass conservation at node i can be written as


   M  C i  =   ∑  j = 1   n n     Q  i j   + Q  I i      



(3)




where nn is the number of total neighbor nodes to node i and QIi is the demand or the source at node i. The flow rate is positive for flowing out of node i and negative for flowing into node i, while QIi is positive for inflow and negative for outflow. Therefore, the objective function used in the PNSOS is defined as


   M i n i m i z e   ∑ i  n d       (  M  C i   )   2      



(4)




where nd is the total number of nodes needed to estimate the nodal heads and flows in a network system.




2.2. Hydraulic Transient Model


Since the steady-state water head and flow rate for each node in the network has been estimated, the hydraulic transient can then be evaluated from the following momentum equation and continuity equation [25,38]:


   m o m e n t u m : g A   ∂ H   ∂ x   +   ∂ Q   ∂ t   +  f  2 D A   Q  | Q |  = 0   



(5)






   c o n t i n u i t y :   ∂ H   ∂ t   +    a 2    g A     ∂ Q   ∂ x   = 0   



(6)




where g is gravity acceleration, A is pipe cross-sectional area, H is hydraulic head, x is distance along the pipe, Q is volume rate of flow, t is time, D is diameter of pipe, a is the wave speed, and f is the friction factor, which can be described by steady, quasi-steady, or unsteady state conditions. Many approaches have been presented for unsteady friction modeling, such as weighting function-based model [39,40] and the instantaneous acceleration-based model [41,42]. Since this work is not experimentally oriented, the friction factor is considered to be steady. Moreover, the elastic behavior is assumed for pipe material and then the effects of viscoelasticity are not considered. The method of characteristics (MOC) is a common technique for solving hydraulic transient equations [43]. Equations (5) and (6) are then transferred to the following two sets of ordinary differential equations along the characteristic lines (dx/dt = ±a):


    C +  :  {        d H   d t   +  a  g A     d Q   d t   +   f a   2 g D  A 2    Q  | Q |  = 0         d x   d t   = + a         



(7)






    C −  :  {      −   d H   d t   +  a  g A     d Q   d t   +   f a   2 g D  A 2    Q  | Q |  = 0         d x   d t   = − a         



(8)




where dx is the distance differential and dt is the time differential. With appropriate initial and boundary conditions, the finite difference method is applied to approximate Equations (7) and (8), and simultaneously calculate the transient head and flow rate in the grid points in the network. Boundary conditions often consist of known pressures and flow rates at the pipe network, which are generally reservoirs, connections, valves, pumps, and leakages. The leaks in the networks may be represented by orifices and expressed as [44]:


    Q L  =  C d  A   2 g Δ H     



(9)




where QL is the volumetric flow rate of the leak, CdA is the discharge coefficient times the effective area of orifice, and ΔH is the head loss caused by the orifice.




2.3. Excitation Procedure for Transient Generation


For leak detection in pipe networks using ITA, the problem of the generation of pressure waves is a very important issue of transient test-based techniques. The worst transient fluctuations are usually required because the severity of transient fluctuations is related to the efficacy of applying ITA. The possibility of the use on hydraulic transient for leak detection have been experimentally validated in laboratory conditions by using the Portable Pressure Wave Maker (PPWM) device [45,46], and further applied in field tests [47,48,49]. Generally, valve operation is a common way to create a change in the outflow discharge for obtaining transient fluctuations [18]. Vítkovský et al. [19] suggested that a valve, as a transient generator, should be closed very quickly with a small discharge magnitude. Thus, the optimal transient generation location and operation parameters for generating the optimal transient perturbations should be determined while using ITA. Valve operation is also termed excitation, as shown in Figure 2. Note that Figure 2 are modified from [7]. The two major valve operation parameters are the duration of change y and the amount of change z for controlling the intensity of transient fluctuations. On the other hand, another parameter is the side curves of the excitation, which are usually non-linear and depend on valve type and its operation. The side curve is considered to be linear for convenience in numerical verification. Haghighi and Shamloo [50] noted that the intensity index, E, is the accumulative energy of transient heads evaluated from function of parameters y and z for each candidate point (i.e., node in pipe network). To obtain the optimum transient perturbations in the pipe network, the intensity index E should be maximized while using each candidate node as a transient generation point with corresponding operation parameters. The objective function for determining the optimal parameters y and z for each candidate node with maximum accumulative energy is described as [50]:


   M a x i m i z e : E ( y , z ) =   ∑   t s  = 1   n t      ∑  i = 1   n d     |     H  i  t s    −  H  i 0      H r     |      ×   ∏   t s  = 1   n t      ∏  i = 1   n d    P  e  i  t s          



(10)






   P  e  i  t s    =  {         H  i  t s       H  m i n          H  m i n   >  H  i  t s          1      H  m i n   ≤  H  i  t s    ≤  H  max            H  max      H  i  t s           H  max   < H         



(11)




where E is the overall energy of heads, y is the duration of outflow change, z is the consumption of the change, Hi0 is the initial steady head, Hits is the piezometric head at node i at time step ts, nt is number of transient modelling time steps, Hr is the reservoir head, Peits is the penalty factor to impose pressure constraints, Hmax and Hmin are, respectively, the maximum and the minimum permissible heads in system.




2.4. Ordinal Optimization Approach


The key idea behind an OOA is to rank the values of the objective function in ascending order. In reality, an OOA is much easier than the process of searching for a global optimal solution [51]. Two major procedures are used in an OOA: ordinal comparison and goal softening procedures. The first procedure looks for the relative relationship between each solution in order to find better solutions; the second is to determine a reliable and satisfactory solutions instead of directly evaluating the optimal solution in a complex optimization model. Thus, the optimum solution could be obtained from a feasible solution space. The searching process in the procedure would be reduced. To obtain the top optimum proportion solutions, Lau and Ho [52] noted that the top 5% of solutions can be treated as a reliable criterion with a very high probability (≥0.95) of obtaining satisfactory solutions.




2.5. Symbiotic Organism Search (SOS)


Cheng and Prayogo [53] developed a new meta-heuristic algorithm, termed the symbiotic organism search (SOS) algorithm, which was inspired by actual biological interactions. The biological interaction between two organisms or species in a symbiotic system can be generally categorized into three types: mutualism, commensalism, and parasitism. Mutualism denotes that the relationship is beneficial each organism. Commensalism is the relationship in which one organism benefits from the other without affecting it, while parasitism represents a non-mutual relationship in which one species benefits at the expense of the other. The characteristics of SOS are similar to other population-based meta-heuristic algorithms, such as GA and PSO. SOS shares the same following four features: (1) the control parameters, such as the initial population size and the maximum number of iterations should be appropriately settled; (2) the population of organisms which contains candidate solutions are used to determine the global optimal solution in the search space during the searching process; (3) the candidate solutions are used to guide the searching process; and (4) a selection mechanism to retain better good solutions and to abandon poor solutions. Furthermore, the SOS algorithm is a parameter-free technique, and only the control parameters, such as initial population size and maximum number of iteration are required. Algorithm-specific parameters for other competing algorithms might increase computational time and produce local optimal solutions. Hence, SOS has been successfully applied to various types of problem such as the construction management [54], work shift [55], and optimal reservoir operation [56].



Figure 3 shows the flowchart of an SOS algorithm. SOS starts with an initial population named the ecosystem. A group of organisms is randomly generated in the feasible solution domain and then added into the initial ecosystem. Each organism is considered as a candidate solution (CAS) for the corresponding problem with a certain objective function value (OFV). The search procedure begins when the initial ecosystem is set up. In the searching procedure, each organism will get to benefit or be harmed from continuously interacting with another organism in three different types/forms of symbiosis explained above.



2.5.1. Mutualism State


In mutualism, organism Xi and Xj are randomly selected from an ecosystem for interaction. Both organisms interact to mutual benefit in order to increase chances of survival in the ecosystem. Hence, the new candidate solutions for Xi and Xj are modified based on the mutualistic mechanism between Xi and Xj, and is illustrated as:


    X  i n e w   =  X i  + R  D M  × (  X  b e s t   − M V × B  F 1  )   



(12)






    X  j n e w   =  X j  + R  D M  × (  X  b e s t   − M V × B  F 2  )   



(13)




where RDM is a vector of random numbers range from 0 to 1, Xbest is the current best organism with the best OFV in the ecosystem, MV is the mutual vector defined as MV = (Xi + Xj)/2, and BF1, and BF2 are the benefit factors randomly as either 1 or 2.




2.5.2. Commensalism State


Similar to mutualism, the organism Xj is randomly chosen from the ecosystem to interact with another random organism Xi. Xi gains benefit from Xj, but Xj is not affected by this relationship. The new Xi can be modified as:


    X  i n e w   =  X i  + R  D C  × (  X  b e s t   −  X j  )   



(14)




where RDC is the vector of random numbers range from −1 to 1.




2.5.3. Parasitism State


In parasitism, a parasitical organism XP is generated by cloning and mutating it from Xi in random dimensions, using a random number with a range between given lower and upper bounds. A parasite XP tries to replace the random host organism Xj. Both XP and Xj are then evaluated for their fitness (OFVs). If the parasite has a better OFV, the host organism will be immediately replaced by the parasite. If the OFV of Xj is better, then Xj will survive and kill the parasite XP.





2.6. Development of LDOSOS


Abhulimen et al. [57] recorded that pressure measurements are more sensitive than volume measurements for leak detection. Hence the objective function of ITA is defined in terms of pressure head as:


   M i n i m i z e   ∑  j = 1  m     ∑  i = 1  n      (   H  o i j   −  H  s i j    )   2        



(15)




where m is the total number of observation points in the network, n is the number of observations made at an observation point, and Hoij and Hsij are ith observed, and simulated heads at the observation point j, respectively. The LDOSOS can automatically determine the leak information based on the minimization of Equation (15). The procedures of LDOSOS are summarized in Figure 4. The LDOSOS can be used to determine the optimal leak location, leak size, and the number of leaking pipes simultaneously. The procedure for detecting the leaks using LDOSOS is given below:




	
Import the network configurations.



	
Use SOS to determine the optimal transient generating point with its corresponding operating parameters (i.e., y: duration of outflow change, z: amount of nodal consumption variation) by maximizing Equation (10). The optimum solution is obtained when the OFV of Equation (10) does not change within four iterations.



	
For the pipe sifting procedure in OOA, successively generate a temporary leak which is located at the middle of each pipe; the location and CdA of the orifices are treated as temporary solutions.



	
Since the temporary leak solutions are available, PNSOS is then used to calculate the steady-state nodal heads and flow rates in the network.



	
Generate a hydraulic transient event at the optimal generation point and apply Equations (7) and (8) to simulate the head distribution in the network.



	
Apply Equation (15) to calculate the temporary OFV for the temporary solution of each pipe.



	
Arrange all of the pipes according to the values of temporary OFVs. A quarter of pipes with smaller OFVs are chosen as candidate pipes (CAPs). Only the CAPs will be used in the further steps.



	
Randomly generate 200 CASs with the information of a leaking pipe, leak location and CdAs of the orifices, and calculate their OFVs. The top 5% CASs would then be selected for the next step.



	
Consider the best 5% CASs as the initial organisms for the ecosystem.



	
Execute a searching process using SOS. In general, mutualism and commensalism states are used to guide the organisms toward the current best organism, and the parasitism state is applied to avoid the organism becoming stuck in a local optimal solution.



	
Check whether the optimization process satisfies the stopping criterion or not. If so, the LDOSOS is then terminated; otherwise, the searching process goes on and back to the tenth step.








Note that the first stopping criterion is defined as the absolute value of the difference between the two successive optimal OFVs of Xbest which are all less than 10−4 within four iterations. The second criterion is that the iteration reaches 10,000 times.





3. Results and Discussion


3.1. Pipe Networks Setting


To test the applicability of LDOSOS in leak detection, two scenarios with different synthetic pipe network systems adopted from the literature are used. These two pipe networks are designed based on the concept of district metering areas (DMA), in which inflow and outflow are monitored. User demands and leaks are assumed as constants and can be separated through continuous observation of mass conservation of flow measurements.



The first scenario (S1) is the one presented in [25], with a layout referred to as pipe network A, as shown in Figure 5. The configuration of this network consists of eight pipes, six nodes, two potential leaks, and one downstream valve, and the characters “N”, “P”, and “L” represent the node, pipe, and leak, respectively. The pipe diameter varies from 250 to 500 mm, while the pipe length varies from 1000 to 1250 m. Nodal consumptions are considered as 0 for all nodes. N1 is considered as a reservoir with 120 m constant-head, and downstream of P8 is a valve with a discharge flow rate of 5 cubic m per min (m3/min). Two potential leaks, denoted as L1 and L2, are both in P6 and are at 300 and 310 m from N5, respectively, with the same CdA = 0.00025 m2 and same QL = 0.5 m3/min. The downstream valve is the only outflow of pipe network A. Hence, the optimum operation point is located at the valve. In order to compare the proposed approach with the work of [25], the operation parameters y and z are fixed to 1 s and −5 m3/min, respectively, for the simulation of a sudden closure of the valve. The characteristics of the nodes and pipes of the pipe network A are listed in Table 1.



In order to solve the leak detection problems in a real WDN, scenario 2 (S2), with a synthetic pipe network B presented in [35] is considered in this study. The pipe properties are listed in Table 2. Figure 6 shows the configuration of the network which consists of 11 pipes, nine nodes, seven continually outflow points, and two potential leaks. The pipe length ranges from 400 m to 1250 m, and the diameter ranges 200 to 405 mm. The N1 is the water supply node with a constant inflow rate of 25 m3/min and constant head of 120 m. Seven outflow nodes N2, N3, N4, N5, N6, N8, and N9 continuously discharge 5, 2.5, 2.2, 2.2, 2.5, 5 and 5 m3/min, respectively. The leak L1 is in P11 and 300 m away from N3, while the leak L2 is at the middle of P7 and 250 m away from N6. The CdA and QL of L1 are 0.00025 m2 and 0.5 m3/min and CdA and QL of L2 are 0.0001 m2 and 0.1 m3/min. In pipe network B, N2, N8, and N9 are available as candidate transient generation points with larger discharges. The optimal operation point (i.e., N2, N8 and N9) and the optimal parameters, y and z, must be determined.



In both of the scenarios, all of the pipes are old cast-iron pipes and the Hazen-Williams friction coefficient is chosen as 100 [18]. The wave speed a in pipe is thus assumed to be 1000 m/s [18]. The total simulation time is 30 s. The time interval (dt) is chosen as 0.005 s for Section 3.2 and Section 3.3. On the other hand, dt is chosen as 0.005 and 0.05 s for various cases for Section 3.4. In the following sections, the application of LDOSOS to the leak detection in the simple pipe network and WDN is assessed. Moreover, the error analysis is also addressed. The simulations for the leak detection are performed on a personal computer with Intel 3.3 G E3-1230v2 CPU and 32 GB RAM.




3.2. Applicability of LDOSOS to Leak Detection


In this section, the proposed method is used to demonstrate the convergence and efficiency of leak detection in S1. The results are then compared with leak detection symbiotic organism search (LDSOS) and LDSA approaches. LDSOS is a simplified optimization approach similar to LDOSOS, but without the elimination procedure OOA. All of the pipes are treated as candidate pipes in LDSOS. Furthermore, 10 initial solutions are randomly generated from a feasible solution domain as the initial organisms for the ecosystem of LDSOS. On the other hand, LDSA is a heuristic technique based on SA for solving leak detection problems in pipe network A. In the leak detection process, LDSA randomly generated a trial solution in the network then adopted the least squares method with the minimal OFV to find the possible leak information, including the location and the value of CdA. However, the searching space in SA may be enormous and required a large computing time to find the optimal solution. By contrast, OOA is adopted in the LDOSOS to sift through the searching space. Based on the search procedure, P6 and P7 in pipe network A are first sifted and ranked as the CAPs; the top 5% CASs from CAPs with different leak information are sifted by calculating all CASs’ OFV (Equation (15)). More specifically, the top 10 best CASs (   200 × 0.05 = 10   ) are sifted as the initial organisms for LDOSOS.



Figure 7 shows the predicted heads versus time at the valve, based on the intact network and the network with two leaks. The predicted head distributions by LDSA, LDSOS, and LDOSOS display very similar transient patterns; however, their efficiencies are quite different in obtaining optimal results. Table 3 gives the results of leak detection for S1 from LDSA, LDSOS, and LDOSOS. The results show that LDOSOS is capable to detect leaks that are close to each other. The LSDA takes 372 min and 9815 iterations, while LDSOS required 120 min and 3481 iterations to obtain the results. The efficiency of LDSOS is better than LDSA. Moreover, LDOSOS takes 50 min and 1469 iterations to complete the detection process and to obtain the optimal locations and CdAs. The convergence and efficiency of LDOSOS is greatly enhanced as a result of the sifting procedure OOA. The computing efficiency of LDOSOS is approximate 86 and 58% better than that of LDSA and LDSOS. The LDOSOS obtained the optimum solution after about 1500 iterations which is significantly less than the other two approaches. Obviously, the performance of LDOSOS is much more efficient than the other two algorithms.




3.3. Leak Determination in WDN with Optimal Transient Operation


The proposed approach is further used to demonstrate the performance of LDOSOS on leak detection in the WDN. The nodes with several continuity nodal consumptions in the WDN system are considered as the discharge outlet for supplying water to users. To obtain the optimal transient fluctuations in the pipe network, a best generation point is first selected from the feasible locations (i.e., N2, N8, and N9). The initial outflow of the feasible locations is then changed to the triangular form, as shown in Figure 2. The optimal operation parameters, y and z are optimized to generate the worst transient fluctuations, while 1 < y < 10 s and −5 < z < 5 m3/min, with all of the nodal heads being greater than 0 and less than 160 m. The maximum value of Equation (10) with the optimal parameters for each candidate node is listed in Table 4. The overall maximum value reaches to 1978, while using N8 as the transient generation point. The optimum operation duration time y is determined as 2.7 s, while the discharge change z is estimated as −2.58 m3/min. The maximum transient energy of N8 is higher than that of N2 and N9. Thus, the N8 with its relevant parameters is the best point to generate the transient fluctuations for S2. Furthermore, N8 and N9 are considered as the observation and generation point in LDOSOS to compare the leak detection results using different operation points with its relevant parameters. The transient pressures are sampled for 30 s after the excitation.



Figure 8a,b, respectively, show the optimal temporal head distributions observed at N8 and N9 for pipe network B with two potential leaks. The optimal simulated temporal heads at N8 and N9 are precisely reconstructed as compared to the observations. Apparently, the oscillation of transient fluctuation at N8 is heavier than that of N9. Table 5 shows the optimal solutions of the estimated leak information predicted by using N8 or N9 as the transient generation point in LDOSOS. The predicted results clearly demonstrates the ascendancy of the optimal location (N8) as the best transient generation point. Although the leak sizes are quite different to each other, the leaks are successfully detected by the proposed approach in the short time. It takes about 60 min and 1843 iterations to obtain the optimal solution by using N8 to generate transient fluctuations. On the other hand, it took about 64 min and 1967 iterations for using N9 as the generation point. The efficiency between two generation points is not obvious. However, the predicted results of L2 yields about a 3.6% relative error in leak area of L2 while using N9 as the generation point. The accuracy is better when using the optimal generation point N8 with its relevant parameters, which indicates that LDOSOS could be used for leak detection, even though the node continues to supply water to other purposed/use. The results show that the accuracy of the proposed approach increased when using the optimal transient generation point and the optimal operation parameters.




3.4. Measurement Error Analysis


To evaluate the accuracy of the results predicted by proposed approach, two error criteria, standard error of the estimate (SEE) and mean error (ME), are used to assess the influence of measurement error to LDOSOS for leak detection. SEE is the square root of the sum of squared errors between the simulated and computed heads divided by the number of degrees of freedom, which equals the number of observed data points minus the number of unknowns. On the other hand, ME is the average of the sum of errors between the simulated and computed heads. More details on the use of ME and SEE are provided in [58].



Two cases for each scenario are considered in Analysis: 1. 6001 simulated data with high frequency of 0.005 s are used; 2. 601 data with low frequency of 0.05 s with measurement errors are applied. The white noise with zero mean and 0.01 standard deviation are generated and added to those low frequency data to represent the measurement errors. Note that N8 is chosen as the transient generation point for the mentioned cases of S2. Table 6 shows the results of the error analysis for leak detection in those two scenarios with two cases. The error analyses demonstrate slight differences among those two cases in each scenario. The MEs in each Case 1 of those two scenarios are one order smaller than those of Case 2. Furthermore, SEEs in each Case 2 are two orders larger than those of Case 1. Such a result is consistent with the magnitude of noise added to the original simulated data. The results of Case 2 of both scenarios demonstrate that the influence of measurement error is insignificant, implying that LDOSOS can precisely predict the leak information even the observations contained measurement errors.





4. Conclusions


This study presents a hybrid heuristic optimization approach, termed LDOSOS, to detect leaks in pipe networks based on the combination of hydraulic transient flow simulations, OOA and SOS. Leaks in the pipes are represented by orifices. The PNSOS is used to determine the head at each node and the flow rate at each pipe before transient generation. To enhance the efficiency and accuracy of LDOSOS, a procedure is used to estimate the optimal transient generation point and its operation parameters. Moreover, the OOA is applied to sift the searching space. The top 25% CAPs with smaller OFVs are sifted, and the top 5% CASs are selected as the initial organisms for the ecosystem in SOS algorithm. After obtaining the OFVs of the initial organisms, LDOSOS identifies the leaks using three symbiotic states to guide the organisms forward and move toward the variable best organism (Xbest) with the smallest OFV.



A pipe network with two leaks in the same pipe is first used to verify the ability of the proposed approach for leak detection. The temporal head distribution, leak locations, and CdAs are accurately predicted and agreed well with those from the other two algorithms. When these three algorithms are compared, LDOSOS had an approximately 86 and 58% better computing efficiency than LDSA and LDSOS. Moreover, the LDOSOS only takes about 50 min and 1469 iterations to obtain the optimal solution, implying that the searching space is largely reduced by the elimination procedure OOA, and the solutions quickly converged to the optimal solution during iterations. The simulation results show that LDOSOS not only greatly enhances the computation efficiency but also increases the convergence ability. On the other word, LDOSOS significantly outperforms LDSA and LDSOS.



Using ITA for leak detection, the worst transient fluctuations with drastic changes are theoretically essential for good performance of ITA. The optimal transient energy estimation is used in the proposed approach to obtain the optimal transient generation point and its relevant parameters. On the basis of DMA, a WDN is used in this study consisting of 11 pipes, nine nodes, with several continuously outflows, and two potential leaks in two different pipes. The SOS is first used to optimize the operation parameter of three feasible transient generation points. N8 and N9 are then selected to compare the performance of LDOSOS using different transient generation points. The leak information is accurately predicted by LDOSOS with fairly high efficiency by using the best generation point N8 and relevant parameters. The detected results adopting the suboptimal generation point N9 yield a relative error of about 3.6% for the predicted leak area of L2. The results show that the optimal generation point and operation parameters provide more reliable results than other candidate generation points.



In summary, it has been demonstrated from the simulations that LDOSOS has the ability to detect the number of leaking pipe, location of the leak, and their size in a synthetic simple pipe network and a synthetic WDN. The proposed approach speeds up the ITA convergence and improves the reliability of the results. Moreover, the head at measurement point can be precisely computed by LDOSOS even the observations contained measurement errors. However, real drink water systems usually have more complicated pipe and system properties. Pipe characteristics in real situations will also be different if different pipe materials are used. We expect that we will be able improve the capability of LDOSOS to apply to real situations and provide a sound method to detect leaks in pipes in future work.
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Figure 1. Flowchart of pipe network analysis model (PNSOS). 
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Figure 2. Transient excitation at operation point. 
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Figure 3. Flowchart of symbiotic organism search (SOS). 
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Figure 4. Flowchart of leak detection ordinal symbiotic organism search (LDOSOS). 
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Figure 5. Configuration of synthetic pipe network A. 
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Figure 6. Configuration of synthetic pipe network B. 
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Figure 7. The simulated head distributions at valve for leak detection using various approaches. 
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Figure 8. Simulated head distributions observed at (a) N8 and (b) N9. 
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Table 1. The characteristics of the synthetic pipe network A.
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Pipe

	
Node

	
Diameter (mm)

	
Length (m)




	
Number

	
From

	
To






	
P1

	
N1

	
N2

	
305.0

	
1000.0




	
P2

	
N2

	
N3

	
305.0

	
1000.0




	
P3

	
N3

	
N4

	
250.0

	
1100.0




	
P4

	
N1

	
N4

	
405.0

	
1250.0




	
P5

	
N4

	
N5

	
355.0

	
1000.0




	
P6

	
N5

	
N6

	
305.0

	
1100.0




	
P7

	
N3

	
N6

	
305.0

	
1250.0




	
P8

	
N6

	
Valve

	
500.0

	
1000.0
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Table 2. The characteristics of the synthetic pipe network B.
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Pipe

	
Node

	
Diameter (mm)

	
Length (m)




	
Number

	
From

	
To






	
P1

	
N1

	
N2

	
305.0

	
1000.0




	
P2

	
N2

	
N3

	
305.0

	
1000.0




	
P3

	
N3

	
N4

	
250.0

	
1100.0




	
P4

	
N1

	
N4

	
405.0

	
1250.0




	
P5

	
N4

	
N5

	
200.0

	
500.0




	
P6

	
N5

	
N6

	
400.0

	
400.0




	
P7

	
N7

	
N6

	
200.0

	
500.0




	
P8

	
N4

	
N7

	
355.0

	
400.0




	
P9

	
N7

	
N8

	
355.0

	
600.0




	
P10

	
N8

	
N9

	
305.0

	
1100.0




	
P11

	
N3

	
N9

	
305.0

	
1250.0
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Table 3. Actual leak information and predicted results from three approaches for S1.
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Header

	
L1

	
L2

	
CPU Time (min)

	
Iterations




	
Pipe No.

	
Location (m)

	
CdA × 10−4 (m2)

	
Pipe No.

	
Location (m)

	
CdA × 10−4 (m2)






	
Actual

	
6

	
300

	
2.5

	
6

	
310

	
2.5

	
-

	
-




	
LDSA

	
6

	
300

	
2.5

	
6

	
310

	
2.5

	
372

	
9815




	
LDSOS

	
6

	
300

	
2.5

	
6

	
310

	
2.5

	
120

	
3481




	
LDOSOS

	
6

	
300

	
2.5

	
6

	
310

	
2.5

	
50

	
1469
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Table 4. Optimum operation parameters for candidate nodes.
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	Node
	y (s)
	z (m3/min)
	EMax





	N2
	7.2
	−5.0
	1239



	N8
	2.7
	−2.58
	1978



	N9
	3.6
	−3.22
	1843
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Table 5. Estimated leak information for S2 using N8 or N9.
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Header

	
N8

	
N9




	
L1

	
L2

	
L1

	
L2




	
Pipe No.

	
Location (m)

	
CdA × 10−4 (m2)

	
Pipe No.

	
Location (m)

	
CdA × 10−4 (m2)

	
Pipe No.

	
Location (m)

	
CdA × 10−4 (m2)

	
Pipe No.

	
Location (m)

	
CdA × 10−4 (m2)






	
Actual

	
11

	
300

	
2.5

	
7

	
250

	
1

	
11

	
300

	
2.5

	
7

	
250

	
1




	
LDOSOS

	
11

	
300

	
2.499

	
7

	
250

	
1

	
11

	
300

	
2.479

	
7

	
250

	
0.964








Note that the computation time are 60 min and 64 min for using N8 and N9, respectively.
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Table 6. The prediction errors of leak detection in two scenarios.
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Prediction Errors






	
Scenario 1

	
ME (m)

	
SEE (m)




	
Case 1

	
−1.76   ×   10−6

	
4.11   ×   10−4




	
Case 2

	
1.35   ×   10−5

	
5.63   ×   10−2




	
Scenario 2

	
ME (m)

	
SEE (m)




	
Case 1

	
6.13   ×   10−6

	
8.13   ×   10−4




	
Case 2

	
7.41   ×   10−5

	
6.58   ×   10−2
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