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Abstract: Contrary to the continuum hypothesis, which averages water flow across the entire
domain, including both grains and pores, the line-element model concentrates unsaturated flow in
the pore space in the intermediate region of horizontal and vertical channels. The flux equivalent
principle is used to deduce the equivalent unsaturated hydraulic conductivity, the flow velocity
and the continuity equations. It is found that the relative hydraulic conductivities derived from
the line-element model and the continuum model are identical. The continuity equations in the
two models are also similar, except that the coefficient in the water content term is half that in the
line-element model. Thus, the unsaturated flow problem in porous media is transformed into a
one-dimensional problem. A dimension-reduced finite line-element method is proposed that includes
a complementary algorithm for Signorini’s-type boundary conditions involving the seepage-face
boundary and the infiltration boundary. The validity of the proposed model is then proved by
good agreement with analytical, experimental and simulated results for one-dimensional infiltration
in a vertical soil column, unsaturated flow in a sand flume with drainage tunnels, and transient
unsaturated flow water-table recharge in a soil slab, respectively. In general, the proposed method
has good computational efficiency, especially for smaller mesh sizes and short time intervals.

Keywords: unsaturated flow; line element; porous media; water pressure head; water table

1. Introduction

Numerical analysis of unsaturated flow behavior in porous media is fundamental
in geotechnical engineering problems involving precipitation-induced landslides [1-3],
dam failure of a tailing [4,5], seepage control in concrete construction [6-8] and CO,
sequestration [9].

Because of the heterogeneity of grain and pore sizes, the nonlinearity of hydraulic con-
stitutive relationships and the variability of boundary conditions, substantial efforts have
been made to solve the Richards’ equation [10] by numerical approaches, such as the finite
element method [11,12], the finite difference method [13], the finite volume method [14]
and the numerical manifold method [15]. To solve the subsurface-flow and solute-transport
problems in cases with uncertain hydraulic permeability, Liao et al. [16] developed a nested
sparse-grid-collocation method to quantify the uncertainty in numerical modeling of sub-
surface flow and solute transport. This novel method was much more efficient and robust
than the traditional Monte-Carlo Method. In these numerical methods, the sizes of the
grains and pores are conceptualized as a continuum according to the representative el-
ementary volume. As indicated by Tran et al. [17], continuum-based methods may not
accurately represent the heterogenous distributions of water pressure in the porous media
associated with random arrangement of soil grains. Issues such as numerical oscillations
near the wetting front, errors in maintaining mass balance and low computational efficiency
can sometimes lead to large errors in the numerical solutions [11-13,18]. Moreover, these
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methods are generally established on the assumption that water flow is averaged across the
whole domain, including grains and pores, which contradicts the reality that underground
water can flow only through the pore spaces in porous media.

Alternatively, the equivalent-pipe-network method was developed to model the sub-
surface flow in porous media and fractured rock, such as the saturated flow in porous
media [19], the unconfined seepage flow in fractured rock [20], the linear and nonlinear
free-surface flow in porous media [21-23]. In the equivalent-pipe-network method, water
flow is restricted to the sides of triangular elements and the hydraulic parameters of pipes
are mathematically equivalent to the triangular elements. Thus, the numerical simulations
are dependent on triangular mesh and the triangular elements around the free surface
sometimes need to be updated iteratively [24]. Moreover, the equivalent-pipe-network
models are established for isotropic media; they are not applicable to anisotropic media
and are not interpreted physically.

Recently, Ye et al. [25,26] and Wei et al. [24] detailed a sound physical line-element
model to solve the steady and transient free-surface flow in both isotropic and anisotropic
media. Furthermore, Yuan et al. [27] extended this orthotropic line-element method to
model the steady free-surface flow in three-dimensional porous media and a successful
application on the left bank abutment slope of the Kajiwa Dam was achieved. Chen
et al. [28] proposed a line-element approach on the unsteady free-surface flow in three-
dimensional porous media with consideration of equivalent specific yield, and the effect of
media anisotropy on the transient free-surface flow behavior was demonstrated. Due to the
s of modeling free-surface flow in unconnected fracture networks, Ye et al. [29] developed
a unified line-element method by reducing both the rock matrix and the fractures into
one-dimensional line elements and included the effect of fracture distribution on the
frees surface location. However, the flow velocity in the unsaturated area above the free
surface is generally described by a continuous penalized Heaviside function, which is
not consistent with the nonlinear results from Mualem [30] and Hu et al. [12]. Therefore,
previous research works are limited in their ability to describe the saturated flow condition
and do not account for the constitutive relationships between relative permeability, water
content and pressure head. These models thus cannot be applied to rainfall seepage
problems. Therefore, the line-element model is commonly used to describe unsaturated
flow. The corresponding finite-line-element approach is also proposed as an extension of
the saturated line-element model.

The primary objectives of this research are (1) to develop a simple line-element method
with dimension reduction for modeling unsaturated flow in porous media and (2) to assess
the numerical reliability of the proposed line-element method for different problems consid-
ering unsaturated flow. This research is organized as follows. In Section 2, the equivalent
unsaturated hydraulic conductivity, flow velocity and continuity equations are derived.
In Section 3, a dimension-reduced finite line-element method is proposed and combined
with a complementary algorithm for Signorini’s-type boundary conditions involving the
seepage face boundary and infiltration boundary. In Section 4, the proposed model is
validated by comparisons with the results from the available analytical, experimental and
simulated approaches for unsaturated flow in a vertical soil column, unsaturated flow in a
sand flume with drainage tunnels and transient unsaturated flow water-table recharge in
a soil slab, respectively. The relationship of flow with mesh size and the time interval is
also investigated.

2. Line-Element Model Development
2.1. Basic Equations

As shown in Figure 1, the two-dimensional unsaturated flow through the control
volume based on the mass-balance principle is governed by Richards’ equation [10]:



Water 2024, 16,

57

30f17

Vx

|\/
'/\

—‘l

N Y7 N /|
T \‘ @<

—>|

IN .
T “ B

l

where 6 is the water content and v is the vector of flow velocity described by the Darcy-
Buckingham law

0= — kek, (0)V (h + 2) )

where ks is the tensor of saturated hydraulic conductivity, k; is the relative hydraulic conduc-
tivity as a function of water content 8, /1 is the pressure head, and z is the vertical coordinate.
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Figure 1. (a) The traditional continuum model; (b) The line-element model for unsaturated flow
through the control volume (purple color denotes unsaturated void space).

2.2. Equivalent Flow Velocity and Relative Hydraulic Conductivity

As indicated by Ye et al. [25,26], the pores for flow conduction in the control volume
can be substituted by an orthogonal network of horizontal and vertical channels. This
model differs from the continuum hypothesis, which asserts that water flow should be
averaged across the whole control volume. When the flow channels are commonly replaced
by line elements, the equivalent hydraulic parameters and governing equations can also
be derived based on the flux-equivalent principle. In an approach similar to the saturated-
flow model, a homogeneous pore-scale pattern is employed to illustrate the behavior of
unsaturated flow in the control volume, as presented in Figure 1a. The key difference is
that only parts of the pore volume are occupied by water flow. Correspondingly, in the
line-element model, the water flow is concentrated in the intermediate horizontal and
vertical channels, as shown in Figure 1b. Therefore, water flow velocities in the unsaturated
horizontal and vertical channels are also described by the Darcy-Buckingham law:

A(h +2z) A(h +z)

Ix = kle = ks,lxkr,lx(elx)T (3)
dh+z dh+z
U1, = klz% = ks,lzkr,lz(elz)% (4)

where the subscripts Ix and Iz are used to denote the horizontal and vertical channels, respec-
tively, and v, ks and k; are the flow velocity, saturated and relative hydraulic conductivity
of channels.
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For the continuum model and the line-element model, the total rate Q, on the inflow
boundary in the horizontal direction, combining Equations (3) and (4), can be expressed
as follows:

d(h+z
Qr=0vx-Az= ks,xkr% Az ()
o(h+z
Qx = 0Oy * AlxNx = ks,lxkr,lx% : AlxNx (6)

where Az is the vertical size of the control volume, N, is the channel number in the vertical
direction and Ay, is the area of single horizontal channel cross-section.

When water flows under saturated conditions such that k, = k., = 1, Equations (5) and (6)
are reduced to the saturated form, as stated by Ye et al. [20,21]. The saturated hydraulic
conductivity of horizontal channels can thus be given as:

ks,lx = ks,xBx/Alx (7)

where By is the horizontal channel spacing and is equal to Ay/Nj.
Inserting Equation (7) into Equation (6) and using B, = Az/Ny, we find

kr = Ky 1x (8)

Similarly, the saturated and relative hydraulic conductivities in the vertical direction
between the continuum model and line-element model can be derived as

ks,lz = ks,z B, /Alz (9)

ky = kr,lz (10)

where Aj, and B; are the cross-section area and channel spacing in the vertical direction.
Equations (8) and (10) indicate that the equivalent relative hydraulic conductivity in the
line-element model is equal to that in the continuum model.

Thus, Equations (3) and (4) can be rewritten as

B, . 3(h+z)

le = Tuks'Xkr ax (11)
B o(h+z
U1, = Alzks,zkr(az) (12)
z

Equations (11) and (12) indicate that the line-element model treats the flow around the
channels as though it were flow into the channels.

2.3. Equivalent Continuity Equations

In the continuum model, the water content 6 is averaged across the whole domain of
the control volume. By contrast, in the line-element model, the water content 6 is divided
equally between the horizontal and vertical channels. The following equations can thus
be obtained:

0
61 - NxApAx = 0, - N:A;Az = 5 - Axdz (13)

where 0), and 0;, are the water content in the single horizontal and vertical channels.
Using By = Az/Ny and B; = Ax/N, gives:

79Bx

elx - EAIX

(14)

_GBZ

=54 (15)
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Based on mass-balance conservation, the total mass of inflow and outflow across the
single horizontal channel is equal to the derivative of the water content over time. Thus,
the continuity equation for the single horizontal channel can be given as

0 _ [, . Ah+tz)
ot ox | BTy

(16)

Inserting Equations (11) and (14) into Equation (16) gives the equivalent continuity
equation for the single horizontal channel:

(17)

100 _ o[,  ah+2)
20t ox| % ox

Similarly, the equivalent continuity equation for the single vertical channels is written as

100 0 d(h+2z)
o —az[ ook 2 E2) ] (18)

An interesting analogue of the continuity equation between the porous media and
the orthotropic channels can be observed from Equations (1), (17) and (18): the final
mathematical expressions are quite similar except that the coefficient in the water content
term in the line-element model is half that in the continuum model, which is different
from the equivalent one-to-one specific yield given by Chen et al. [28]. Note that only the
vertical channels can contribute to water release/recharge during the unsteady saturated
free-surface flow analysis, while the vertical and horizontal channels can contribute equally
to the saturation variation in the control volume based on the average flow [10].

2.4. Unified Formulations and Boundary Condition

By comparing Equations (17) and (18) with Equation (1), the two-dimensional unsat-
urated flow problems through the porous media are reduced into one-dimensional form
through an orthogonal network of line elements. Hence, a local coordinate . as shown in
Figure 2. is employed to replace the Cartesian coordinates x and z; the equivalent velocities
in the Equations (11) and (12) can be generalized as:

Bij  9(h+z)
where i and j denote the two endpoint numbers of an arbitrary horizontal or vertical
line element.

Az :1

ccoe -} Local coordinate

X
>

Figure 2. The local coordinate system of single fracture.
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For simplicity, A;; is assigned a unit of area, so Equation (19) is reduced to:
oh+z
Ul']' = Bijksky% (20)
The continuity Equations (17) and (18) can also be merged as
100 0 d(h+2z)
—— = — |ksk 21
20t 0l { "ol } @1)

Note that Equation (21) is similar to the h-based Richards’ equation for one-dimensional
unsaturated flow problems presented by Phoon et al. [18] and Berardi et al. [31], except for
the 1/2 on the left side of Equation (21).

In order to solve the unsaturated flow problem based on the line-element model,
Equation (21) should satisfy the following conditions:

(1) Initial pressure-head condition

hili—o = ho (22)

(2) Dirichlet boundary condition
hi(t) = hi(t) (23)

(3) Neumann boundary condition
qi(t) = 4;(¢) (24)

(4) Signorini’s-type boundary condition [12]
hi <h*;q;: <q"

25
LW =0 )

where I* and g* are the upper limits of pressure head and flux, respectively. The Signorini’s-
type boundary includes the seepage face boundary and the infiltration boundary. For the
seepage boundary with #* = 0 and g* = 0, on the saturated part, g; < 0, h; = 0 while on
the unsaturated part, q; = 0, h; < 0. For the infiltration boundary, on the saturated part,
q; < q*, hj = h* while on the unsaturated part, q; = g%, h; < h*.

3. Finite Line-Element Algorithm

When applying the variational principle and the specific moisture capacity C = 96/9h,
the functional I(h) of the continuity Equation (21) across the whole flow domain () yields

2/ Zkk[ h“} z/ gglzhlequz (26)

where I' is the Neumann boundary.
Minimizing the functional I(%) gives

h+z 9 [a(h+2) C ah oh oh
Z/kk ahi[ ]dHZ/ 2aran " Lligy, =0 @)

For the one-dimensional line element, the pressure head and coordinate can be ex-
pressed in the form of shape functions as follows:

h+z = Ni(hi +z;) + Nj(hj +z;) = N(he + ze) (28)

N; =1-1/1; (29)
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N =1/l; (30)
N=[N; Nj (31)
he=[h; ) (32)
ze=1lz z (33)

where N; and N; are the one-dimensional shape functions in the local coordinate system
and [;; is the line length. The derivative of the shape functions N; and N; versus [ can be
obtained as:

B= | N = [1/1; 1/l (34)

where B is the one-dimensional geometric matrix in the local coordinate system.
Then, the partial derivative terms in Equation (27) can be written as

d(h+z) 1 1

al :_E(hi+2i)+fj<hf+zf):B("f“e) (35)
d(h+z d(h+z

(252 &[5} - @

B #]- v ”

Inserting Equations (35)—(37) into Equation (27) and using a back-difference method in
the time domain, the finite-line-element matrix scheme for the unsaturated flow in porous
media becomes

C C
— V= =1
<K+At>h AR (38)
in which
K=Y | BkkBdl (39)
Q Yl
+C
c=Y / NT SN (40)
oy 2
=Y Ng-Y /I B ksk,Bdl - z (41)
T Q “tj

where At is the time increment between time steps # + 1 and #. During the two successive
iterations m + 1 and m, numerical solution is obtained when the following inequality
is achieved:

1 1 1
B2 — m | < ol (42)

where 4 is a preset tolerance with the value 0.001 in this study.

At each time step, it is not confirmed in advance whether the seepage face and
infiltration boundaries are saturated or unsaturated. Therefore, a complementary algorithm
for the Signorini’s-type boundary conditions [12,32-34] is employed to determine saturated
and unsaturated parts on the seepage face and infiltration boundaries. The algorithm at
each time step is detailed as below:

(1) Initiate the iteration step at m = 0;

(2) Classify the nodes on the Signorini’s-type boundary into two sets as
Ny = {ilh; <h*q;=q"}, Ny = {ilh; = h*;q9; < q* };

(8) Fori e Njletq; = g% whilefori € Ny let h; = h*. Solve Equation (38). If Equation (42)
holds, end current calculation and turn to the next time step; else, turn to step (4);

(4) Update the node sets: if i € Ny and h; > h*, then N; — {i} and N, + {i};if i € Ny and
q; > q*, then Ny — {i} and Ny + {i}; turn to step (2).
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4. Validations
4.1. One-Dimensional Infiltration in a Vertical Soil Column

The analytical solution for a one-dimensional infiltration through a vertical soil column,
as developed by Warrick et al. [35], was first applied to verify the finite line-element method.
This mathematical model contains one sandy clay loam layer 1 m in thickness, as shown in
Figure 3. The relationships between the relative hydraulic conductivity, water content and
pressure head are described by the van Genuchten-Mualem model [30,36]:

o _0-6 _ [a+lan) " h<0 )
C6—6, |1 h>0
2
ke = S1/? [17 (1—5}/’")’”] (44)

where « and 7 are the constitutive parameters, S, is the effective saturation and 6; and
6, are the saturated and residual water contents, respectively. Based on the curve-fitting
experimental data from Phoon et al. [18], all the model parameters for the sandy clay loam
soil were given as ks =1 x 10~ m/s, s = 0.363, 0, =0.186, « = 1 m~! and #n = 1.53. The
water pressure head through the whole flow domain was set at —8 m; that of the top
boundary was set at 0 m.

IR S T
\

A
h(z=1m, >0)=0m
Initial condition
h(z, t=0)=-8m lm

h(z=0m, >0)=-8m

X v

=

Figure 3. One-dimensional infiltration model from Warrick et al. [35].

To elucidate the mesh-size dependency of the line-element model, the soil column
model was considered equivalent to three kinds of orthogonal networks of horizontal
and vertical line elements with different spacings: By = B, = 0.01 m, 0.02 m and 0.04 m,
respectively. The time increment was fixed at 300 s for all three line-element models during
analysis of unsaturated flow. Figure 4a shows the evolution over time of the pressure head
along the depth based on the numerical simulations and analytical solutions from Warrick
et al. [35]. The numerical curves from By = B, = 0.01 m agree well with the analytical data,
while the numerical predictions from B, = B, = 0.02 m and 0.04 m are generally higher than
the theoretical results. Figure 4b shows the evolution of convergent iterative steps with
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time, which indicates that the numerical solution can generally be obtained within 5 steps

after 2 h.
1.0
B Analytical
0.9 4 B,=B,=0.01m Numerical
— - — B,=B,=0.02m Numerical
08— — B=B=0.04m Numerical 11,700s
0.7 1 -
E R
~ 0.6 1 e ST e \
_8 23.400s
= 0.5 1
>
2 e e = m T T
M 0.4 ,———.—'__._."'--—-—-—--—'\—
46,800s
0.3 1
0.2 1
0.1+
0.0 r : : | : : ,
-9 -8 -7 -6 -5 -4 =3 -2 -1 0
Pressure head (m)
(a)
. ——B,=B,~0.04m
—A—B=B,=0.02m
—=—B=B,~0.0Im
20
=
e
5
=154
(1
o
e
)
o
£10
=)
Z
5 -
0 1 I I 1 I I
2 4 6 8 10 12 14
Time (h)
(b)

Figure 4. (a) The comparisons of analytical and numerical water pressure heads; (b) The evolution

over time of convergent iterative steps with different spacings.

Figure 5a,b shows a plot of the evolution over time of water pressure heads along the
depth and convergent iteration steps for four different time intervals from 100 s to 468 s,
respectively. All mesh sizes were fixed as By = B; = 0.5 m. Good agreements between the
numerical results and analytical data were obtained for all time intervals. By comparison,
there are almost no differences between the water-pressure curves from different time
intervals. Nevertheless, the computational efficiencies from different time intervals vary,
such as that the number of convergent iteration steps for At = 100 s is generally less than half



Water 2024, 16, 57

10 of 17

of that for At =468 s. Thus, the fewer time intervals there are, the fewer convergent iteration
steps are needed. Note that the number of convergent iteration steps decreases substantially
in the beginning of the sampled time and then holds stable until the unsaturated flow
gradually becomes steady.

10— Analytical
0.9 Ar=100s Numerical
— - — Ar=180s Numerical
0.8+ = Ar=300s Numerical o 11,700s
e A=468s Numerijgal g
0.7 4 T
E
~ 0.6 gy
5 23,400s
2054
>
2
m 0.4
" N 46,800
0.3
0.2
0.1+
0.0 T T T T T T T
-9 -8 -7 -6 =5 -4 -3 -2 -1 0
Pressure head (m)
(a)
30
—m— step time interval 100s
—A— step time interval 180s
25 —&— step time interval 300s
—»— step time interval 468s
2]
®
bl
)
=
4 151
o
o
E
5 10
Z
5
0 T T T T T T T T T T
0 2 4 6 8 10 12 14
Time (h)
(b)

Figure 5. (a) The comparisons of analytical and numerical analyses of water pressure heads; (b) The
evolution over time of convergent iterative steps with different time intervals.

4.2. Unsaturated Flow in a Sand Flume with Drainage Tunnels

The experimental observations of the unsaturated flow in a sand flume with drainage
tunnels performed by Hu et al. [12] were used to validate the proposed numerical approach.
The sand-flume model was created with a Perspex sheet and steel frame in the dimensions
1m X 1.2 m. The upstream and downstream chambers were used to control water-level
fluctuation using removable overflow plates. As shown in Figure 6, there were five drainage
tunnels of dimensions 0.1 m x 0.1 m embedded in the sand flume. Based on the curve-fitting
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experimental data from Hu et al. [12], all the van Genuchten-Mualem model parameters
for the fine-sand soil were given as ks = 2.4 X 105 m/s, 05 = 0.363, 0, =0, « = 0.049 m 1
and n = 1.72. During seepage, the initial upstream and downstream water levels were 1 m
and 0.2 m, respectively; later, the upstream water level fell to 0.2 m with a constant speed
of 1 m/s, while the downstream water level was invariable. The water head was measured
using 34 piezometer tubes.

B Test data
SEEE BX=B}_=0.05m Numerical

— B,=B,=0.02m Numerical
1.0 4_0min — — B=B=0.01m Numerical

0.0 E T u T E T u T E
0.0 0.2 04 0.6 0.8 1.0
x(m)
(a)
5

——B=B,~0.05m
—&— B=B,=0.02m
—=—B=B~0.0Im

w

£41

8

Q

=

Gy

o

e

Q

E

534  e-e-e

Z

2 T T T T T T T
0 5 10 15 20 25 30
Time (min)
(b)

Figure 6. (a) The comparisons of analytical and numerical analyses of water pressure heads; (b) The
evolution over time of convergent iterative steps with different spacings.

Similarly, the comparisons of water tables versus time between the numerical solutions
and experimental observations for different mesh sizes and time intervals are shown in
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Figures 6a and 7a, respectively. The numerical results generally are consistent with the
experimental data, except that water tables from By = B, = 0.01 m and 0.02 m at the initial
time are higher in the numerical solutions than in the measurements. For a fine mesh
By = B; = 0.01 m, the comparisons of numerical calculations and test data indicate that the
proposed line-element algorithm is weakly dependent on the time interval.

1.2

m Test data
Ar=15s Numerical
. — — Ar=30s Numerical
1.0 4 0 min -=== A=60s Numerical
— - — At=120s Numerical
0.8 -
E 06 18min
[
T .
0.4 -
30min
|
0.2 - h
0.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0
x(m)
(a)
20

—m— step time interval 15s
—A— step time interval 30s
—&— step time interval 60s
—»— step time interval 120s

Number of Iterations
=)
1

0 T T T T T T T

0 5 10 15 20 25 30
Time (min)

(b)

Figure 7. (a) The comparisons of analytical and numerical analyses of water pressure heads; (b) The
evolution over time of convergent iterative steps with different time intervals.

Meanwhile, the corresponding convergent iteration steps are also presented in Figures
6b and 7b, respectively. For different mesh sizes, a maximum of four steps are required to
reach convergence. For a fine mesh with B, = B, = 0.01 m, the time interval has negligible
impact on the numerical accuracy but has a significant effect on the numerical convergence;
the numerical solutions can be attained within five steps when the time interval is equal or
less than 60 s.
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4.3. Transient Unsaturated Flow Water-Table Recharge in a Soil Slab

The laboratory measurements of water pressure in a soil slab conducted by Vauclin
et al. [37] were employed to assess the feasibility of applying the suggested finite line-
element approach to infiltration problems. As shown in Figure 8, the model size was 3 m in
length and 2 m in height. The left and bottom boundaries were impervious, and the right
side was connected to a reservoir with a constant water level. The soil filling in the slab was
a homogeneous fine river sand. Based on the curve-fitting experimental data from Vauclin
et al. [37], the van Genuchten-Mualem model parameters for the fine river sand were given
asks=84m/d, 0,=03,0,=0.01,a =3.3m ! and n =4.1. During the infiltration process,
the level of the water table was initially held constant at 0.65 m. Then, a constant flux of
0.148 m/h was supplied along the top left zone 0.5 m in width for 8 h. 20 tensiometers were
evenly arranged in the soil slab to measure the water pressure head at different positions.
The water table level was confirmed by visual observation of soil color.

¢=0.148m/h

NSAALAL)

¢ Test Data
Vauclin et al. (1979)

+ B=B,=0.25m Numerical
O B=B=0.10m Numerical
A B=B,=0.05m Numerical

1 <70.65m

Water Table Position (m)

00 L 1 L 1 " 1 " 1 L 1 L
0.0 0.5 1.0 1.5 2.0 2.5 3.0
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Figure 8. (a) The comparisons of analytical and numerical analyses of water pressure heads; (b) The
evolution over time of convergent iterative steps with different spacings [37].
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The simulated water tables varied with time, mesh size and interval size. The experi-
mental results for different mesh sizes and time intervals are shown in Figures 8a and 9a, re-
spectively. For different mesh sizes with At = 0.02 h, the numerical results from By = B, =0.05 m
show good agreement with the experimental data, while the deviations from
By = B, = 0.1 m and 0.25 m yield results that are higher than the measurements. For
a fine mesh B, = B, = 0.01 m, the numerical calculations from At = 0.1 h and 0.25 h are
inconsistent with the experimental data, especially at time 2 h and 3 h. Additionally, the
numerical predictions from an ADIPIT method [37] based on the continuum-based model
are also given in Figures 8a and 9a; the proposed line-element method reproduces the
unsaturated flow process of the continuum-based method with minimal deviation.
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Figure 9. (a) The comparisons of analytical and numerical water pressure heads; (b) The evolution
over time of convergent iterative steps with different time intervals [37].
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The convergent iteration steps are presented in Figures 8b and 9b as well. The maxi-
mum step size to achieve convergence for different mesh sizes is 3. This result indicates the
high convergence speed of the proposed line-element model. The computational efficiency
of the model with At = 0.02 h is superior to that of the model with Af = 0.10 h and that with
At =0.25 h. In contrast to the results seen from examples 1 and 2, the convergent iteration
steps early in the process are very large when the time interval is equal to or greater than
0.10 h, the maximum iteration step size. The divergent numerical solutions early in the
process when At = 0.10 h and 0.25 h, as shown in Figure 8a, may be the result of the sudden
transition of some nodes from the unsaturated condition to the saturated condition with
large time increments, which can cause significant changes in the specific moisture capac-
ity and relative hydraulic conductivity, included in Equation (38), between two adjacent
time steps.

5. Conclusions and Discussion

The traditional numerical methods were generally developed based on the continuum
hypothesis, which states that the water flow is averaged over the whole domain, including
both the pores and the grains. This assumption is contrary to the reality that underground
water can flow only through the pore space in porous media. Thus, the line elements are
used to characterize the flow channels and the equivalent flow velocity. Hydraulic parame-
ters and governing equations are established in the line-element model on the basis of the
flux-equivalent principle. In contrast to the traditional unsaturated flow model, there is no
additional parameter in the line element. The relative hydraulic conductivity and specific
moisture content are completely equivalent in these two models. The continuity equation is
similar to that used in one-dimensional unsaturated flow problems in a vertical soil column,
but the line-element model includes a coefficient of 1/2 in the water-content term.

The numerical line-element algorithm for unsaturated flow is proposed based on
the variational principle, and the matrix forms are presented in one-dimensional form,
such that the line integral is much more easily calculated in Equations (38)—(41). This ease
of calculation is in contrast to the surface integral used in Equation (1). As a result, the
nonlinearity of the unsaturated flow problem is highly reduced, and the numerical solution
can be achieved rapidly, as demonstrated in the three illustrated example, regardless of
mesh size or time interval. In fact, Equation (38) can be reduced to a one-dimensional line-
element form for steady flow, as presented by Ye et al. [26], if the time interval approaches
infinity. Compared with the line-element form for unsteady flow published by Ye et al. [25],
Equation (38) transforms the free surface into a natural boundary; thus, the nonlinear
iteration for free surface is no longer required. Additionally, the equivalent hydraulic
radius and aperture are both eliminated from the calculation.

In order to assess the validity of the proposed finite line-element method in unsatu-
rated flow with Signorini’s-type boundary conditions, one-dimensional infiltration in a
vertical soil column, unsaturated flow in a sand flume with drainage tunnels and transient
unsaturated flow water-table recharge in a soil slab were employed. It was found that the
numerical predictions from the proposed method show good agreement with the analytical,
experimental and simulated results. In general, the proposed method is computationally
efficient and sensitive to the mesh size and time interval. It is suggested that unsaturated
flow be modeled with fine mesh and smaller time interval.

Herein, the line-element model has been successfully extended to model unsaturated
flow in porous media, as well as steady and unsteady free-surface flow. The line-element
model can thus be confidently used in many other scientific areas, such as heat transfer,
solute transport and multiphase flow in porous media, given the similarity of governing
equations. Note that the unsaturated flow is described by the Richards’ equation and the
Darcy-Buckingham law only for the water phase; the disturbance of other phases such as oil
and gas was not investigated in this study. In order to describe multiphase flow in fractured
porous media, a dynamic model with angular corners from Tora et al. [38], a nested sparse
grid-collocation method based on the three-phase black-oil model from Liao et al. [16],
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and a two-phase flow unified-pipe-network method from Ren et al. [39] were developed.
Considering the effects of capillary and viscous forces during immiscible two-phase fluid
flow in porous media, crossover from capillary fingering to viscous fingering in a rough
fracture [40] and faster finger flow in more ordered fracture networks [41,42] were observed.
Further theoretical and numerical studies based on the line-element model are required to
model multiphase flow behavior and its multifield coupling effect in future research.
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