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Abstract: Information on historical flood levels can be communicated verbally, in documents, or in
the form of flood marks. The latter are the most useful from the point of view of public awareness
building and mathematical modeling of floods. Information about flood marks can be found in
documents, but nowadays, they are starting to appear more often on the Internet. The only problem is
finding them. The aim of the presented work is to create a new model for classifying Internet sources
using advanced text analysis (including named entity recognition), deep neural networks, and spatial
analysis. As a novelty in models of this type, it was proposed to use a matrix of minimum distances
between toponyms (rivers and towns/villages) found in the text. The resulting distance matrix for
Poland was published as open data. Each of the methods used is well known, but so far, no one has
combined them into one ensemble machine learning model in such a way. The proposed SD-NER
model achieved an F1 score of 0.920 for the binary classification task, improving the model without
this spatial module by 17%. The proposed model can be successfully implemented after minor
modifications for other classification tasks where spatial information about toponyms is important.

Keywords: machine learning; ensemble model; cultural heritage; flood memory; Poland; open data;
convolutional neural networks; natural language processing; high-water flood marks

1. Introduction

Searching for information on the Internet is not a simple task. The results returned by
popular search engines for ambiguous phrases often contain unexpected results. In January
2023, out of the first 10 search results for the phrase “flood mark”, only 5 in Google Search
and 8 in DuckDuckGo refer to flood issues. Search results depend on the search engine
used, and most importantly, they change over time [1]. With dozens or even hundreds of
thousands of websites returned by search engines, it is extremely difficult to determine
which of them contain information of interest to us. The task that each user faces is to
classify the search results into results that meet their expectations and the others. Most
often we do it intuitively based on previous experiences. For example, we ignore results
that are described as advertising and those that meet the search criteria, but are not of
interest to us. Fortunately, modern machine learning algorithms based on natural language
processing (NLP) make this classification much easier [2–4], no matter what information
we are looking for.

Flood marks (or high-water marks) are permanent graphic information describing and
often also showing how high water reached during catastrophic floods [5,6]. Sometimes
they are the only evidence of extreme events because no written records have survived.
Quantitative information about flood events, especially those from many years ago, is often
forgotten. This applies to both printed records and information about flood marks in the
form of plaques usually mounted on the walls. This quantitative information is used in
hydrological modeling, for example when determining potential flood hazard zones [7,8]
or historic flood reconstruction [9]. Their reliability has been demonstrated, among others,
in studies conducted by Bösmeier et al. [10]. It is also important that flood marks help
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to build flood awareness in local communities, as is the case in the UK [11], Poland [12],
Argentina, France, and New Zealand [13]. A few centuries ago, flood plaques were usually
placed on the facades of churches, or in their interiors (Figure 1). Nowadays, they are
placed on engineering structures such as bridges and viaducts, but also on private houses.
For this reason, sometimes finding them is not easy. Few people know about the existence
of even those publicly available. Information about some of them has not been described
anywhere, and reaching them is a real challenge. Searching for information about flood
marks in a small area, especially if it concerns historical marks, is feasible. An example may
be the inventory of flood marks combined with the survey carried out for the city of Cracow
(Poland) by Szczepanek et al. [14]. Some flood marks are created and installed in the form
of standardized plaques by the meteorological services of many countries. Unfortunately,
there is no central register of flood marks in Poland, and information about such marks is
scattered over many places. Very often, such marks are created on the initiative of local
communities or even individuals. Information about marks sometimes appears in the local
press but can also be found on the Internet. Contemporary flood marks resulting from local
initiatives are then original and unique, but finding them on the web is not easy.

Figure 1. Sample flood mark from 1813 attached to the side wall of the altar from Church of Divine
Mercy at Felicjanek Street in Cracow. Inscription in Polish: “There was a great flood on 26 August
1813, to the point of the hand”. (photo: R.Szczepanek, 2020).

In ancient times, information on flood marks was passed orally or sporadically ap-
peared in printed materials [5]. Currently, the main source of information about the world
is the Internet and social media. Searching for the right information should therefore be
easier than before, but as practice shows, finding valuable and true information is not easy.
Search engine results often contain pages unrelated to the content being searched for. This
is due to many reasons, but one of them is the ambiguity of the searched phrases. Manually
browsing the search results is time consuming, and adding more complex search terms
can be cumbersome. For example, a search for “high water mark” (another name for flood
mark) returns many economic links, not those related to flooding in rivers. This results
directly from the ambiguity of the search term. In economics, a high water mark is the
highest peak in value that an investment fund or account has reached. Whether a given
text is related to hydrology or economics makes it much easier to decide on the basis of the
context in which the expression appears. The search for the right context in the text has
made tremendous progress in recent years through the use of machine learning and text
analytics [4]. We decided to use these modern tools to search for information about floods
on the Internet.

Searching and browsing websites manually is time consuming and very inefficient.
The automation of the search process is therefore necessary, but even after that, the evalua-
tion of search results’ relevance remains the problem. The dynamic nature of information
sources, such as blogs or discussion forums, makes the task even more difficult. The rapid
development of machine learning (ML) in recent years has brought spectacular achieve-
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ments in the field of computer vision and text analysis [15]. New ML algorithms have also
proven their effectiveness in many hydrological tasks, in particular flood modeling [16].
However, it is not often in the earth sciences, which are dominated by quantitative analyzes
(e.g., time-series forecasting [17]), that natural language processing (NLP) algorithms are
used [18]. Typically, these are social media text analysis tasks during natural disasters [19].

The main goal of this research is to develop a method for the automatic classification
of websites for searching for flood marks using machine learning. The main contributions
of this research are listed as follows:

(1) The proposal of a novel deep learning ensemble model (SD-NER), which is a
combination of named entity recognition with spatial distance analysis of the entities found
in the text. The created model, tested on unstructured text from flood mark websites,
achieved an F1 score of 0.920 for a binary classification task.

(2) The matrix of distances between 205 rivers and 30,700 towns and villages in Poland
was calculated and published in CSV format under open license.

(3) A public and up-to-date repository of flood marks in Poland based on a bibliogra-
phy study, online search and field survey was created and published as an interactive map
on a dedicated web portal http://openhydrology.org/maps/flood_mark/ (accessed on 7
February 2023).

By the year 2023, about 300 existing flood marks were found and verified in Poland.

2. Related Work
2.1. Web Scraping

Web scraping is a technique to extract information from websites automatically [20].
Usually, when scraping tools are used on a website, it is assumed that the structure of
the pages is known and repetitive. After determining the structure of the document, the
necessary information is extracted from it in an orderly manner. With the help of web
page parsers, such as lxml or BeatifulSoup for Python, a page with a known structure can
be parsed to extract content from it [21]. However, when analyzing pages that are search
results, knowledge of their structure cannot be assumed. Such a task becomes much more
difficult than parsing pages with a known structure [22]. Due to the huge variety of website
structures and tags used to describe them, the process of extracting the text itself is quite a
challenge. Obtaining untagged plain text, with no HTML, CSS or JavaScript elements, is
the first step.

In the next step, text from its conventional form consisting of letters and words must
be converted to numeric form. This can be done in a number of ways. One of the classic
methods from the year 2013 is word2vec, in which each distinct word is represented as a
list of numbers called a vector [23]. The text from the website is converted into numerical
tokens and then analyzed using the next model in the workflow. Those models range from
simple naive Bayes [24] to the most extensive, such as BERT [25], GPT-3 [26], or recent
ultra-large MT-NLG with 530 billion of parameters [27]. To describe the text in numerical
form, multidimensional numerical representations based on large sets of text (corpora) are
used. Increasingly, such generalized text representations are made available in the form of
pre-trained models [28]. Machine learning (ML) models, and natural language processing
(NLP) methods in particular, can support text analysis on many levels. In the context of
website classification, two tasks seem to be the most useful: (a) named entity recognition
tasks, which involve extracting words of a certain type from the text, for example, names of
towns or rivers [29]; (b) classification tasks, which involve determining whether a given
page is what we are looking for or not [30]. Website classification can be performed directly
by task-oriented machine learning models [20,30] or using more generic models. Deep
learning-based methods, such as convolutional neural networks (CNN) and recurrent
neural networks (RNN), outperformed traditional machine learning approaches, such as
support-vector machine (SVM), in text classification tasks [31].

http://openhydrology.org/maps/flood_mark/
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2.2. Toponym Extraction by Named Entity Recognition

Among the many types of machine learning models, NLP models are the most useful
in the context of text analysis of web pages [32]. Named entity recognition (NER) is a task
of identifying specific words or phrases (“entities”) in the text and categorizing them, for
example, as persons, locations, or events [29]. When looking for information about historical
floods, we were interested in the fragments describing the relationships of inhabited areas
(cities, villages) with the rivers whose waters overflowed. Such names that define places
in geographical space (cities, rivers or mountain peaks) are called toponyms. The earliest
works related to the use of NER were based on the use of simple geographic relationships
between entities. In the work presented by Hu and Ge [33], a geographic knowledge
base was modeled and constructed to support the toponym disambiguation procedure
using a document collection consisting of 15,194 local Australian news articles. This
experiment shows that the disambiguation accuracy is in the range of 74–85%, depending
on the learning strategies used. The NER task concerning historical events is most often
conducted on scanned documents, which are then passed to the digitization process [34,35].
The second common area of use for NER analysis is information about natural disasters
posted by people on social media [31,36,37].

In 2021, Tempelmeier et al. [38] presented GeoVectors, a unique and comprehensive
world-scale linked open corpus of OpenStreetMaps (OSM) entity embeddings covering the
entire OSM dataset and providing latent representations of over 980 million geographic
entities in 180 countries. This can be a very important step in the global use of toponyms as
OSM is currently the richest publicly available information source on geographic entities
worldwide. Geographic Question Answering (GeoQA) is an important and rapidly growing
trend that connects Geographic Information Systems (GIS) with the NER [39]. Contractor
et al. [40] proposed a joint spatio-textual reasoning model for answering tourism questions.
Wang et al. [36] created NeuroTPR, a Neuro-net ToPonym Recognition model for extracting
locations from social media messages. NeuroTPR extends a general recurrent neural
network model for toponym recognition to address language irregularities in social media
messages. Not only is the text analysis itself important, but its spatial and temporal context
are also important [37]. This is particularly crucial in the case of natural disasters, when
the timing of the events described plays a key role. Some of the NER models use the long
short-term memory (LSTM) deep neural network architecture to detect toponyms [41]. An
example of such a solution is the LSTM-CRF NER models proposed by Yadav et al. [42]
or Dadas [43]. However, it should be noted that to the best of our knowledge, none of the
authors used random websites as a source of analysis. In contrast to structured and rather
short text-based sources (e.g., Twitter), websites are extremely diverse objects in terms of
their structure.

Language corpora are the basis for text analyses. In the case of the Polish language,
such a basis for analysis may be the NKJP (http://nkjp.pl/ (accessed on 7 February
2023)) [44,45]. The whole NKJP corpus consists of about 1.8 billion words. Entities in
the NKJP are mostly manually annotated with metadata, i.e., they contain information
about their origin, the title, the authors, etc. The second linguistic corpus to be used in
the case of the Polish language may be the Grammar Dictionary of the Polish Language
(SGJP; http://sgjp.pl/ (accessed on 7 February 2023)) [46]. Associated with this dictionary
is the Morfeusz SGJP (http://morfeusz.sgjp.pl/ (accessed on 7 February 2023)) [47], a
morphological analyser that enables NER analyses to be carried out on the text. Dadas [43]
presented a neural architecture for NER in Polish and demonstrated how to improve its
performance by using an entity-linking model with a knowledge base such as Wikipedia.

2.3. Spatial Distance

Spatial analyses on NER features are mainly focused on geocoding for features found
in the text. Geocoding is the process of converting addresses or toponyms into geographic
coordinates. Usually, finding a geographically referenced object (toponym) in text is an
intermediate step. Most often, authors use geocoding to associate a found toponym with its

http://nkjp.pl/
http://sgjp.pl/
http://morfeusz.sgjp.pl/
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place in space [35]. A complete system for text geoparsing was proposed by Halterman [48]
in the form of the Mordecai model built on word2vec [23] and Geonames. Kaczmarek
et al. [49] presented an NER model with CNN and K-means clustering for spatial planning
documents in Polish. As stated by the authors, the biggest struggle was the morphology
of the Polish language. The concept of spatial nominal entity (SNoE) recognition was
proposed by Medad et al. [50]. According to the authors, the same noun can be used
to refer to a spatial object or other entities, which leads to ambiguities. Therefore, the
recognition and disambiguation of spatial nominal entities in a corpus of an unstructured
text compose a challenging problem. An interesting end-to-end ELECTRo-map method
using statistical geocoding was proposed by Radford [51]. This model was evaluated
on Wikipedia articles with coordinates linked with latitude and longitude. Examples of
the processing and integration of spatial planning documents in Poland presented by
Kaczmarek et al. [52] show that this is a dynamically developing area at the junction of the
use of machine learning methods such as NLP and space management.

None of the found machine learning models based on NER used processed spatial
information related to toponyms in their structure. The proposed model was tested for
one country but combines the NER analysis with statistical measures of distance between
rivers and towns.

3. Materials and Methods
3.1. Materials

All data used in this study are public, free, and in digital format. Two vector datasets
are used as spatial data: (a) Hydrographic Map of Poland (MPHP50, 207 main rivers with
names as lines) (Figure 2A); (b) State Register of Geographical Names (PRNG, 43,990 cities
and villages as points) (Figure 2B).

Figure 2. Spatial data for Poland used in this research. (A) Hydrographic Map of Poland (MPHP50)
with hydrography network visualization of two main rivers: Wisła (Vistula) and Odra (Oder);
(B) State Register of Geographical Names (PRNG) with location of cities and villages.

Google remains the most popular web search engine in 2023. In the proprietary tool
category, it dominated the Internet many years ago. However, alternative tools such as
Bing, Yahoo!, Ask, and Baidu are constantly being developed, and in some tasks, they can
compete with the leader [1,53]. A separate group consists of tools that declare that they
will provide the user with search privacy. These include DuckDuckGo and StartPage. Two
popular search engines, one from each of these groups, were selected for the experiment:
Google and DuckDuckGo.

We searched for the phrase “znak wielkiej wody”, which means flood mark in Polish.
The results in the form of URL addresses (links) were saved in text files. Data scraping was
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carried out in January 2020, and in that time, Google reported about 8.3 million results. In
January 2023, the number of results decreased to 6.3 million.

To create a balanced training set, the number of analyzed pages was limited to a few
hundred initial results (Table 1). Almost four times as many links were fetched from Google
than from DuckDuckGo because there were significantly more pages actually related to
flood marks in the initial search results.

Table 1. Number of text sources used in this research.

Source Link Scraped URLs Scraped Documents (pdf) Labeled as Flood Mark

Google 382 34 151
DuckDuckGo 110 6 30

Total 492 40 181

3.2. Methods

The starting points for the conducted analyses were information about floods found
on websites. In addition to the classical text analysis, which will be described later, the
proposed method uses toponyms extracted from the text. Toponyms refer to two types of
objects: names of rivers and names of places. Both types of objects are shown in Figure 2.

The thesis put forward while creating and verifying the method is as follows: “If, in
the text concerning the flood, we find the name of a river and the name of a town located
nearby, a fluvial flood is probably described.” Assuming that using NER tools we can
extract toponyms from the text, it remains only to create a matrix describing the distances
of all toponyms of these two types (rivers and towns) on a national scale. Information from
such a matrix can be used in a machine learning model as an additional feature describing
each text separately.

To create the distance matrix, source data on rivers and towns available in the form
of Shapefile files were imported into the Postgres/PostGIS spatial database. Using the
spatial function, ST_Distance(river.wkb_geometry, town.wkb_geometry) in this case,
the shortest distance to each of the rivers in Poland was found for each town. An example
of a distance calculation is shown in Figure 3.

Figure 3. An example scheme for determining the distance. Minimum distance estimation between
Harkabuz town and three visible rivers (Skawa, Raba, and Czarna Orawa). The town Harkabuz is on
the Czarna Orawa river, so the distance is zero.
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Dedicated Python scripts with the Beautiful Soup package were used for websites
scraping, parsing, and tag removal. If the website link pointed to a pdf file, instead of
Beautiful Soup, the pdfminer package was used to extract the raw text. Morfeusz, a
morphological analyzer with pre-compliled Polish dictionaries, was used for lematization
and tokenization [54]. Initial processing included the removal of stop words (based on https:
//github.com/stopwords-iso (accesed on 7 February 2023)) and lexemes shorter than 3
characters. The Morfeusz package was also used as the key named entity recognition (NER)
tool for extracting toponyms from the text. In this particular case, the searched entities were
defined as a ‘geographical name’ or ‘part of a geographical name’ (‘nazwa_geograficzna’
and ‘człon_nazwy_geograficznej’ in Polish). Only these elements contained the names
of rivers, towns, and villages. After removing the duplicates, the names were saved
for auxiliary spatial analysis. All URL links were manually tagged as containing or not
containing flood mark information. Datasets were evenly balanced, with a similar number
of links to pages with and without information about flood marks. A sample description of
flood marks from a website is presented in Figure 4.

Figure 4. Sample description of flood mark (translation from Polish). Toponyms extracted from the
text using NER are marked in green (towns) and yellow (river). Text source: “Time keepers” web
portal—www.straznicyczasu.pl (accesed on 7 February 2023).

The last elements of the process of classifying websites provided by search engines
were binary classifiers (Figure 5) determining whether a given source actually refers to the
searched objects, in this case, flood marks. In this part of the workflow, three classifiers
were used, the first two of which were used in a classic way by supplying information from
the NLP model. The third classifier, in addition to the results from the second classifier,
additionally used information about spatial distances between toponyms found in the
text (Figure 5). All the elements of the workflow presented in Figure 5 are wrapped by
dedicated scripts written in Python 3.6.

Three Python libraries were used to build machine learning models: scikit-learn,
Tensorflow, and Keras [55]. The reference binary classification model was implemented
using the naive Bayes MultinomialNB method from the scikit-learn library. This machine
learning method implements the term frequency–inverse document frequency.

https://github.com/stopwords-iso
https://github.com/stopwords-iso
http://www.straznicyczasu.pl/viewtopic.php?f=57&t=1407&start=10
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Figure 5. Proposed sequential SD-NER model workflow for binary web page classification based on
toponym recognition and distance estimation.

The second model is a convolutional neural network (CNN) consisting of 7 sequential
layers built in the Keras environment. The model has 1,661,352 trainable parameters and
uses a batch size of 64. Rectified linear unit (ReLU) is used as the activation function, and
binary cross-entropy is used with the Adam optimizer for the loss function.

The output from the CNN model is the final result of the binary classification but
is also an input to consecutive deep feedforward (DFF) model (Figure 5). The main
hypothesis is that information about rivers and residential areas (towns) affected by a
flood can improve the classification if we can quantify the distance between the entities
found in the text. Geographic names of rivers and towns (toponyms) are extracted by
the named entity recognition module and merged with a distance matrix from the vector
layers. The DFF sequential model has two features as input: the probability of a flood
mark from the CNN and the normalized distance to the nearest river from the NER spatial
analysis (Figure 5). The architecture of the DFF model consists of 4 sequential layers and
has 42 parameters. This model uses ReLU and sigmoid activation functions with a batch
size of 10 for calculations. Binary cross-entropy with the Adam optimizer is used for the
loss function. We named this most complete path of the workflow the SD-NER model
because it uses both the results of the text analysis (NER component) and spatial analysis
(SD component). All three presented and tested models use machine learning in the final
phase, and the last two use deep neural networks.

To maintain a large unprocessed dataset, the initial raw text dataset was equally
divided (50/50) into training/verification and test datasets. In the training process, k-fold
cross-validation was implemented with n_splits = 4 and shuffle = True to obtain better
results and avoid overfitting the model.

To evaluate the results of binary classifiers, four metrics given in Equations (1)–(4)
were used. The interpretation and designations of all metrics is shown in Figure 6.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 = 2 · Precision · Recall
Precision + Recall

(4)
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Figure 6. Confusion matrix for binary classification evaluation metrics.

Accuracy (1) is a metric for classification models that measures the number of pre-
dictions that are correct as a percentage of the total number of predictions that are made.
Accuracy and loss are analysed to optimize the model structure and detect overfitting.
This metric should not be used for unbalanced datasets, but that was not the case here.
Precision (2) represents the number of correct positive results divided by the number of
positive results predicted by the classifier. Recall (3) is the number of correct positive results
divided by the number of all samples that should have been identified as positive. The F1
score (4) is the harmonic mean between precision and recall. It tells how many instances it
classifies correctly, as well as if it does not miss a significant number of samples. The F1
score is probably the most sophisticated and comprehensive metric. High precision but
lower recall gives extremely accurate output, but it then misses a large number of samples
that are difficult to classify. The greater the given metric (in the range 0–1), the better the
performance of the model is.

4. Results

As a result of the spatial analysis of vector data, a matrix of minimum distances
between 205 rivers and 30,700 towns and villages in Poland was created. Distances have
been rounded to full kilometers and are represented as integers for better performance. The
data are saved in the CSV format (Figure 7) and have been released under an open license.

Figure 7. Head of matrix with minimum distance between rivers (columns) and towns (rows) in
Poland. Published at https://doi.org/10.5281/zenodo.7618843 (accessed on 7 February 2023).

https://doi.org/10.5281/zenodo.7618843
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In the stage of web scraping, the main problem was the incorrect coding of websites
(about 5% of all results). Although Polish phrases were searched, the results also included
pages encoded in other languages. Text written in the Cyrillic, Chinese, and Arabic
alphabets appeared on the analyzed pages. Manual decoding solved 95% of problematic
text sources. In both search engines, the most important source turned out to be a portal
dedicated to flood marks in Poland (Znaki Wielkich Wód), created by scientists from Toruń
under the supervision of Marek Grześ (http://www.wielkawoda.umk.pl/ (accessed on
7 February 2023)). Information about flood marks was also found on discussion forums,
private blogs, and static pages. Most of the flood marks found were located in the immediate
vicinity of the two largest rivers in Poland, the Wisła and the Odra. The location and veracity
of information about flood marks was verified by field research.

Despite the relatively small set of training data, stable results were obtained after
about 200 epochs (Figure 8).

Figure 8. Accuracy and loss function during training and validation.

The results from the base model (naive Bayes) were significantly worse compared
to the others, reaching an F1 score of 0.607. The second of the tested models (CNN),
which used only information resulting from the text analysis, achieved an F1 of 0.786,
which is 29% better than the base model. The last of the models, which in addition to
the convolutional part (CNN) also used spatial information about the distance of objects,
obtained an F1 of 0.920, i.e., 52% better than the base model and 17% better than the CNN
model. The performances of all the models are presented in Table 2. With a very small
amount of training data and a simple convolutional model, the training time of the models
was negligibly short.

Table 2. Evaluation of tested models in binary text classification task.

Model Accuracy Precision Recall F1

Naive Bayes 0.829 0.850 0.472 0.607
CNN 0.868 0.810 0.772 0.786
SD-NER (proposed) 0.914 0.930 0.910 0.920

The obtained results confirm the assumption that the correct spatial interpretation of
information about toponyms in the text can significantly improve the classification of the
text. These differences are smaller for other metrics, except for recall. Recall improved from
0.472 all the way to 0.910 over the base model.

The vast majority of toponyms found in the text referred to objects only a few kilo-
meters apart (Figure 9). Only in some cases was the distance greater than 40 km. This is
consistent with the nature of floods in Poland, where fluvial floods are rather local and,
despite significant flood losses, do not reach long distances.

http://www.wielkawoda.umk.pl/
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Figure 9. Histogram of distance between rivers and towns extracted from text. Note: The frequency
(count) is on a logarithmic scale.

Probably not all distances shown in Figure 9 represent the cause and effect relationship
(river-city) associated with the flood. Especially in the case of longer documents, the
identified toponyms may have come from distant sentences. In all the documents examined,
such unrelated correlations (for distances greater than 40 km) were detected in only four
cases, including only one case over 100 km.

5. Discussion

The problem to which the presented analysis is devoted seemed to be practically
impossible at the beginning. Based on a small sample of links to websites, we aimed to
create a model that will correctly decide whether a given page actually concerns the sought
issue, in our case, flood marks. The results were much better than expected, although
quite simple machine learning methods were used. The biggest concern was related
to the (assumed) lack of information about the structure of the website from which the
information was collected. The variety of sources was huge, from discussion forums,
blogs, and static pages to shared documents in pdf format. The use of popular methods
of scraping and parsing available for the Python language enabled the initial preparation
of the text for analysis by removing redundant tags and extracting the content of the
documents. Certainly, by using information about page structures, much better results
could be obtained, but it would not give the proposed method of assumed scalability. The
results showed pages containing text in languages other than the base language (Polish).
Cyrillic-, Chinese-, and Arabic-coded texts were encountered on the results pages. Sources
that were indicated by search engines, but did not contain information about flood marks,
most often concerned astrology, horoscopes, and religion, as well as music (names of
albums or tracks). Some incorrect results should be associated with the specificity of the
Polish language as well as heritage and cultural connotations. Toponyms were additionally
extracted from the analyzed texts for further analysis. Similar methods have already been
used by other authors who described the mechanism of geotagging tests based on text
analysis. Panoutsopoulos et al. [56] described a model for the automatic identification and
extraction of agricultural terms from unstructured text. However, the source of information
was the AGRIS database, not the Internet. The authors used the spaCy library to analyze
the texts. In the NER task, the model achieved an F1 of approximately 0.52 for agricultural
terms. In the toponym geoparsing model described by Aldana-Bobadilla et al. [57], the
authors used, i.a., the Corpus of Georeferenced Entities of Mexico (CEGEOMEX), yielding,
for the global and local encoders, an F1 of 0.81. It should be noted that these tasks are
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not identical to those presented in this article, so they cannot be directly compared with
each other.

The second element of the proposed SD-NER ensemble model is a module related
to deterministic spatial analyses based on vector layers for the area of Poland. Using the
hydrography layer with major rivers and the settlement layer with towns and villages,
the minimum distances for each pair of toponyms were calculated. Examples of distance
histograms for three selected rivers in Poland are presented in Figure 10.

Figure 10. Histogram of distances from all towns in Poland to two main rivers (Wisła and Odra) and
one smaller river from southern Poland (Skawa).

Although the analyses were carried out in the Postgres/PostGIS database environment,
it was decided to publish the results in a simple CSV format under an open license so that
other researchers could easily use them.

The Wisła (Vistula) river, which is the largest river in Poland, crosses practically the
entire country, so the distances to towns do not exceed 300 km, and many towns are located
on the river itself. A similar situation is in the case of the second largest river, the Odra
(Oder), where many towns are located on the river itself. However, because the Odra river
runs along the western border of the country, many towns are far away from it. Both rivers
are the main source of the largest floods in Poland in the past, as well as in recent decades.
The information about the distances between the toponyms is important because most of
the floods are described in the texts as fluvial floods, i.e., connected with rivers. Therefore,
if the geographical distance between the toponyms is large, the probability of cause and
effect decreases significantly. Of course, this is not a rule, but it reflects the characteristics
of the descriptions of historical floods quite well. The spatial dependence in the form of
the distance between towns and villages in Poland and the two largest rivers is shown in
Figure 11.

Poland’s two main rivers, apart from a fragment in the south, flow through most
of the country in a northerly direction and in a quite parallel fashion. The upper part of
Figure 11 represents the settlements located east of the Wisła river, because the increase
in the distance from this river is accompanied by the increase in the distance from the
Odra river. The graph clearly shows an average distance between the two rivers of about
200–250 km. It is at such concentration points that sediments reach the X and Y axes on
the graph. At the same time, these are areas with a distance close to zero, representing
settlements lying directly on selected rivers. Settlements lying west of the Odra river are
visible in the lower part of the graph on the right.
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Figure 11. Scatter plot of distance from all towns/villages in Poland to two main rivers—Wisła and
Odra. Each point represents one settlement. See Figure 2 for spatial references.

To the best of the authors’ knowledge, analyses analogous to the one presented have not
been published so far, and certainly not in relation to flood marks. In this sense, the proposed
model is original and cannot be directly compared with the results of other authors. In the
proposed model, it was possible to obtain a result comparable to more advanced machine
learning models, such as BERT and its derivatives. The HerBERT and PolBERT model in
the NER task currently achieve a score of 94.5 and 93.6, respectively [58,59]. They cannot
be compared directly with the proposed model because NER is only one element of our
model. Due to its specificity, Polish is more difficult to algorithmize than, for example, English.
Local tools for lexical analysis dedicated to the Polish language are being developed, such as
Morfeusz, which was used in this analysis, but the main trend is multilingual tools such as
spaCy. Among the interesting works based on Polish and related to the presented issue, the
works of Kaczmarek et al. [52] and Denisiuk et al. [60] should be mentioned.

The NLP is an emerging topic in water-related fields. In 2014, Murphy et al. [61] used
NLP and NER on collections of newspaper articles from four cities in the U.S. Southwest to
generate a network of water management institutions that reflect public perceptions of wa-
ter management and the structure of water management in these areas. Faulkner et al. [62]
ran a project based on NLP to identify topics and trends in the academic literature on the
human right to water and sanitation. Tian et al. [63] conducted a study to investigate the use
of NLP to handle customer complaints at the Water Utility Groningen in the Netherlands.

The proposed SD-NER method is universal because the searched phrase can refer
to any topic (not only flood marks), and machine learning modules can be replaced in
the future with better solutions. It is crucial to combine deterministic information about
distances between objects with probabilistic information from NLP models. The final
classification takes place in a model combining these two basic pieces of information. The
deterministic component being the distance between toponyms significantly improves the
obtained classification results. By adding a spatial module in the ensemble model, accuracy
was improved by 0.440, precision was improved by 0.120, recall was improved by 0.138,
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and the F1 score was improved by 0.134 to 0.920. Note that the CNN model was used as
part of the proposed model. If more advanced models were used instead of a CNN, the
improvement would probably be smaller.

The models of text analysis concerning floods and other threats presented in the litera-
ture are based on somewhat different assumptions. However, their results are comparable.
Using a deep multi-branch BiGRU-CRF model, Fan et al. [64] achieved an F1 = 0.957 in the
NER location (toponym) task for geological hazards. The toponym geocoding BiLSTM-CRF
model proposed by Dewandaru [65], trained on about 645,000 news articles about, i.a.,
floods from Indonesian online news, obtained an average F1 score for the location of 0.892.
The same class of model (BiLSTM-CRF) was used by Yuan [66] to extract spatio-temporal
information from a Chinese archaeological site text. The authors obtained an F1 score
of 0.879, but it should be noted that, as in the previous case, a very advanced machine
learning model was used. The best results in toponym extraction, with an F1 of 0.961, were
reported for the ALBERT model by Tao et al. [67] using NER in the Chinese language on
the TPCNER dataset. The same authors reported F1 scores for the BiLSTM–CRF and BERT
models of 0.860 and 0.921, respectively. These are currently among the most extensive
models for this type of task. NLP was also used for the spatial analysis of flood problems
on a global scale based on the available literature [68]. This can be considered the most
generalized analysis. Perhaps the most practical project (THESPIAN-NER) in the field
of text processing in the flood context was described by Bombini et al. [69]. The project
implemented ArcheoNER and hsNER models that achieved F1 scores of 0.35 and 0.74,
respectively. It can therefore be concluded that the SD-NER model proposed in this paper,
thanks to the use of the distance between toponyms, achieves comparable and sometimes
even better performance compared to more advanced models.

6. Conclusions

Information from the Internet, and in particular from social media is increasingly
becoming an object of interest in the context of flood monitoring and prevention due to
its scale and speed of transmission. Not all countries, such as the USA, maintain and
update databases on flood marks [70]. Poland is not one of those countries. Valuable
information about these marks can be found on the Internet, but with the vast amount of
information contained therein, their proper categorization is difficult and time-consuming.
The aim of the presented work was to test a new machine learning ensemble model that
uses NLP methods and spatial analysis at the same time to classify text sources. The
main challenge in the presented research was the extraction of text from a website with
an unknown structure. Based on a search for flood marks carried out in Google and
DuckDuckGo, it was shown that adding deterministic information about the minimum
distance between toponyms to the SD-NER model can improve classification results by 17%
for the F1 score. In the presented case of flood marks, these toponyms were the names of
rivers and towns/villages. The architecture of the model is open, which makes it possible
to replace the tested CNN model with more advanced models in the future. The presented
task of the binary classification of Internet sources (pages, pdf files) is not limited to the
presented issues. In an analogous way, the SD-NER model can be used for any other
problem centered on toponyms. The resulting matrix of minimum river-town distances
for the entire territory of Poland can be successfully used for other studies. One potential
application could be to verify flood information posted on social media such as Twitter.

Funding: This research received no external funding.

Data Availability Statement: The created matrix of minimum distance between toponyms (rivers
and towns) in Poland was published at https://doi.org/10.5281/zenodo.7618843 (accessed on 7
February 2023).

https://doi.org/10.5281/zenodo.7618843


Water 2023, 15, 1197 15 of 17

Acknowledgments: Thanks go to all open-source projects, such as Python, Postgres/PostGIS or
QGIS, for providing the free tools that enabled this analysis.

Conflicts of Interest: The author declare no conflict of interest.

References
1. Dritsa, K.; Sotiropoulos, T.; Skarpetis, H.; Louridas, P. Search Engine Similarity Analysis: A Combined Content and Rankings Ap-

proach. In Proceedings of the International Conference on Web Information Systems Engineering, Amsterdam, The Netherlands,
20–24 October 2020; Springer: Cham, Switzerland, 2020; pp. 21–37. [CrossRef]

2. Jusoh, S. A study on NLP applications and ambiguity problems. J. Theor. Appl. Inf. Technol. 2018, 96, 6.
3. Dumbacher, B.; Diamond, L.K. SABLE: Tools for web crawling, web scraping, and text classification. In Proceedings of the

Federal Committee on Statistical Methodology Research Conference, Washington, DC, USA, 7–9 March 2018.
4. Arnarsson, I.Ö.; Frost, O.; Gustavsson, E.; Stenholm, D.; Jirstrand, M.; Malmqvist, J. Supporting knowledge re-use with effective

searches of related engineering documents—A comparison of search engine and natural language processing-based algorithms.
In Proceedings of the Design Society: International Conference on Engineering Design, Delft, The Netherlands, 5–8 August 2019;
Cambridge University Press: Cambridge, MA, USA, 2019; Volume 1, pp. 2597–2606. [CrossRef]

5. Pekárová, P.; Halmová, D.; Mitkova, V.B.; Miklánek, P.; Pekár, J.; Skoda, P. Historic flood marks and flood frequency analysis of
the Danube River at Bratislava, Slovakia. J. Hydrol. Hydromech. 2013, 61, 326. [CrossRef]

6. Koenig, T.A.; Bruce, J.L.; O’Connor, J.; McGee, B.D.; Holmes R.R., Jr.; Hollins, R.; Forbes, B.T.; Kohn, M.S.; Schellekens, M.; Martin,
Z.W.; et al. Identifying and Preserving High-Water Mark Data; Technical Report; US Geological Survey: Washington, DC, USA, 2016.
[CrossRef]
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