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Abstract: Real-time simulation of hydraulic fracturing operations is of critical importance to the
field-scale stimulation applications. In this paper, we present an efficient yet reasonably accurate
program for the numerical modeling of dynamic fractures. Our program, named as FracCSM, is based
on combined Integrated Finite Difference (IFD) method and Discontinuous Displacement Method
(DDM). FracCSM simulates the initiation and propagation of hydraulic fractures with DDM and
mass/heat transport inside fractures by IFD. The frictional loss within the wellbore is also taken into
consideration. In this way, we are able to model the propped height and length of the fractures subject
to the stress interference effect. Moreover, FracCSM captures the stress shadow effect of multi-stage
fractures. To facilitate the monitoring and decision making during the hydraulic fracturing process,
we have developed a general framework that supports real-time simulation of fracture propagation.
Our developed program demonstrates sound accuracy in comparison with existing simulators. The
novelty of this work is the combined simulation algorithm to simulate the multiphysical process
during hydraulic fracturing operations. We will demonstrate the program structure as well as the
field applications of FracCSM to the real-time simulation of hydraulic fracturing operations in Sulige
tight sandstone reservoir.

Keywords: hydraulic fracture; numerical simulation; Integrated Finite Difference method; Discontinuous
Displacement Method; real-time simulation

1. Introduction

The hydraulic fracturing technique has been widely used in the development of uncon-
ventional reservoirs. During the fracturing process, fracture fluids are injected underground
to crack the reservoir rocks. Such operations are usually fulfilled within hours to days. Con-
sidering the fast pace of the field operations, the real-time modeling of the hydraulic fracture
operations is therefore of critical importance, as it visualizes the dynamic growth of downhole
fractures and allows field engineers to adapt the operation parameters accordingly. The
real-time simulation is challenging in two aspects. First, it requires the simulator to produce
the numerical results fast enough. Secondly, it needs the simulator to interact with the hy-
draulic fracturing facilities, in order to pick up and interpret the real-time signals. Therefore,
tremendous efforts are demanded in the development of such a program. In this paper, we
will show the progress we have made in the above-mentioned regard.

The earliest trials of simulating the propagation of hydraulic fractures date back to the
1960s, when the PKN [1,2] model and the KGD [3] model were developed. PKN and KGD
models presume the shape of the fractures, which may not reflect the real conditions well.
To conduct realistic simulation of fractures, more comprehensive numerical methods have
been proposed. Among them, Finite Element Method (FEM) and its variants are the most
widely used [4–7]. Classic FEM relies on re-meshing to track the propagating fracture, which
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increases the. computational load. To resolve such an issue, the Extended Finite Element
Method (XFEM) [8–10] has been developed. XFEM adopts ‘enriched’ basis functions to allow
crack growth within an FEM element. Therefore, XFEM permits flexibility in handling 2D
and 3D fracture growth. One potential drawback of XFEM lies in its huge computational cost,
which prevents its wide application to the real-time simulation of field-scale problems.

The Discrete Element Method (DEM) [11–13] is flexible in handing the discontinuities
of fractures. DEM can also be coupled with damage mechanics and flow simulation [14–16].
However, in most cases DEM is based on rigid body elements, which are known to have the
‘scaling’ issue [17]. A hybrid finite-discrete element method [18–20] has also been proposed,
which adopts the discrete element method to simulate the fracture and adopts the finite
element method to simulate the surrounding area in the vicinity of the fracture.

Wu and Olson [21,22] have adopted Discontinuous Discontinuity Method (DDM) for
the simulation of multistage fractures. Based on Green’s theorem, DDM effectively reduces
the simulation of the stress field to the boundary element, which makes it very convenient in
tracking the propagation of complex fracture networks [23]. Recently, DDM has been extended
to inter-well interference [24]. One potential drawback of DDM is that it is difficult to apply in
heterogeneous problems. Besides discrete fracture (fracture planes) simulation, the propagation
of complex fracture networks has also been investigated. Kresse et al. [25], Weng [26] and
Weng et al. [27] developed the Unconventional Fracture Model (UFM) to simulate the fracture
growth in naturally fractured reservoirs in the ‘wiremesh’ manner. In such approaches, the
fractures are not modeled distinctly but as a network, to account for the complex fracture-fracture
interaction. The propagation of fractures is based on energy criteria. Recently, Li et al. [28]
investigated the hydrate-bearing wellbore stability with potential fracturing risks. Moreover,
Li et al. [29] studied the potential application of CO2 as a fracturing fluid.

Although huge success has been achieved in the development of numerical models,
a comprehensive simulator that accurately simulates the fracture propagation and prop-
pant distribution while it maintains fast computational speed is still a challenge. In this
work, we have developed a practical simulator, named FracCSM, based on combining the
Integrated Finite Difference (IFD) and DDM methods. FracCSM is compositional, tracking
the mitigation of every fluid and proppant component. The mass loss induced by fluid
leakoff and energy loss caused by friction and thermal conduction have also been taken
into consideration. We have integrated DDM with IFD. In our simulator, the DDM method
is used to predict the fracture propagation, while IFD is used to simulate the fluid transport
inside the fracture plane. The real practice of hydraulic fracturing operations demands
the real-time monitoring of fracture growth underground. To fulfill such a goal, we have
developed a novel framework for the real-time simulation of hydraulic fractures. In this
framework, the program picks up and interprets the signal from the hydraulic fracturing
facilities and sends it to the simulation engine for dynamic prediction, using the multi-
process technique. Our approach has been used to conduct field-scale real-time hydraulic
fracturing in the tight sandstone formations in Sulige gas field. This paper is arguably the
first to document such advancement. Compared to previous works, the novelties of our
work lie in the following aspects: the integration of DDM and IFD, the wellbore treatment
and the real-time simulation framework.

This paper is organized as follows. In Section 2, we present the mathematical model of
FracCSM, including the transport model and the fracture mechanics model. In Section 3, we
describe the numerical approaches used in FracCSM, including the discretization scheme,
combined framework and real-time simulation module. In Sections 4 and 5, we present the
validation and discuss the numerical results of FracCSM, respectively. In the last chapter,
we conclude and summarize the work.

2. Mathematical Model
2.1. Fracture Initiation and Propagation

In this section, we present our fracture mechanics model, including the fracture
extension criteria as well as the determination of the fracture width.
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In FracCSM, the fracture is simulated on a dynamically growing rectangular grid. The
fracture is allowed to propagate along the horizontal (x-direction) and vertical direction
(z-direction). To account for the stress interference among fractures, we allow the fracture
plane to deviate along the y-direction. The grid block size can be non-uniform, which will
be explained in detail in Section 3.1.

To describe the failure mechanism used in FracCSM, we start with the calculation of
the stress intensity factor KI for Mode-1 failure, as follows [30]

KI = 0.806
DnE
√

π

4(1− υ2)
√

d
(1)

where Dn denotes the normal displacement of the grid block at the fracture front, which is
obtained by DDM as shown in Section 3.2. d is the half length of the current fracture plane.
E and υ are the Young’s modulus and Poisson’s ratio, respectively. This correlation is also
used in the work of Olson [31] and Sheibani [32]. We follow Mastrojannis’s approach [33]
to model the front propagation. We introduce the concept of front propagation velocity,
which is the function of rock toughness KIC, as follows.

v f ront = Cext

(
KI − KIC

KIC

)next

(2)

in which Cext and n are rock internal properties.
At each time step, we make a comparison between the stress intensity factor and

the rock toughness. If the former is larger than the latter, the fracture front is allowed to
propagate along the horizontal (x-) direction and the vertical (z-) direction. The formulation
of the propagation distance is shown below

∆dx = v f ront∆t
KI√
∆hx
−KIC

KIC+
σmin H(x)√

hz

, ∆dz = v f ront∆t
KI√
∆hz
−KIC

KIC+
σmin H(x)√

hz

,

when KI > KIC

(3)

where H(x) is the height of the fracture at position x, as shown in Figure 1. ∆hx and ∆hz
are the grid block size along x- and z- direction, respectively. The grid system as well as the
definition of x and z-direction will be explained in detail in Section 3.1. hz is the position of
the grid block along z- direction. ∆t is the time step length.
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We use net pressure Pnet to update the fracture width. Pnet is calculated as

Pnet = Pf − σmin (4)

where Pf is the pressure inside the fracture. The solution is described in Section 2.2. σmin
is the minimum principal stress acting on the fracture plane, the calculation of which is
fulfilled by the combination with DDM and is described in Section 3.2.

The initiation of the fracture is subject to the breakdown pressure and the rock prop-
erties as well as the in-situ stress condition. The breakdown pressure Pb is calculated as
follows [30].

Pb =
3σmin − σmax + σT − αPp

(
1−2ν
1−ν

)
1 + β− α

(
1−2ν
1−ν

) (5)

where σT is the tensile failure stress. Pp is the pore pressure of the formation. β is the pore
pressure factor (treated as porosity in this work) [34]. α is Biot’s coefficient. σmax is the
maximum principal stress.

2.2. Mass Transport Inside the Fracture

FracCSM has a comprehensive model to simulate the transport of mass and energy by
tracking every mass component in the slurry. In FracCSM, the injected slurry is simulated
with a compositional model, where it is modeled as a mixture of proppants and fluid
components, including gel and additives. In our model, the velocity of all fluid components
is assumed to be the same, set as

→
v f l , while the velocity of proppants can differ from each

other, subject to the settling effect and particle-wall interactions. The governing equations
of both fluid components and proppant components are derived from the following mass
conservation equation, as follows [35].

∂

∂x

(
ρ
→
v w
)
+

∂

∂z

(
ρ
→
v w
)
+

∂(ρw)

∂t
+ q = 0 (6)

where ρ,
→
v and w are the density, velocity and fracture width, respectively. The fracture is

set as a thin slit within the local x-z plane, ignoring the tortuosity.
For a system with Np types of proppant components and N f types of fluid components,

the mass conservation equation within the fracture plane is as follows.

∂
∂x

[
ρi

f xi
f

(
1−

Np

∑
i=1

ci
p

)
→
v f lw

]
+ ∂

∂z

[
ρi

f xi
f f

(
1−

Np

∑
i=1

ci
p

)
→
v f lw

]

+ ∂
∂t

[
ρi

f xi
f

(
1−

Np

∑
i=1

ci
p

)
w

]
+ ρi

f xi
f qleak = 0, i = 1, . . . N f

(7)

In the above equation, the first and second term represent the convective flow. The
third term is the accumulation term and the last term is the leak-off rate. xi

f and ci
p are the

concentration of the ith type of fluid and the ith type of proppant, respectively.
The mass conservation of the ith type of proppant components satisfies the following

equation.

∂

∂x

(
ρi

pci
p
→
v

i
pw
)
+

∂

∂z

(
ρi

pci
p
→
v

i
pw
)
+

∂

∂t

(
ρi

pci
pw
)
= 0, i = 1, . . . Np (8)

To accurately simulate the mass transport of all components, the key lies in the

calculation of the fluid component velocity
→
v f l and the proppant component velocity

→
v

i
p.
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We define a slurry velocity
→
v sl , which is the weighted summation of the fluid velocity

and the proppant velocity, as follows [35].

→
v sl =

(
1−

Np

∑
i=1

ci
p

)
→
v f l +

Np

∑
i=1

ci
p
→
v

i
p (9)

The velocity of the slurry is subject to the pressure gradient and the gravity effect, as below.

→
v sl =

w2

12µsl
∇
(

Pf + γslz
)

(10)

in which γsl is the gravity acceleration term. µsl represents slurry viscosity. Based on
Equation (9), the fluid component velocity

→
v f l calculated as follows.

→
v f l =

→
v sl −

Np

∑
i=1

ci
p
→
v

i
p(

1−
Np

∑
i=1

ci
p

) (11)

The above formulation is substituted into Equation (8) with the fluid pressure Pf and
the concentration xi

f as primary variables.

The proppant velocity
→
v

i
p consists horizontal component vi

p,x and vertical component vi
p,z.

vi
p,z is calculated by adding the slurry velocity with a settling velocity vi

p,stl

vi
p,z = vsl + vi

p,stl (12)

vi
p,stl is calculated by the Friehauf’s model [36], as follows.

vi
p,stl = vi

p,stokes f (NRe)gp

(
cp

)
h
(
dp, w

)
(13)

where vi
p,stokes is Stoke’s velocity; f

(
NRe

)
,which is the function of Reynold’s number NRe,

represents the inertial effect, gp quantifies the particle-particle interaction effect; and
h
(
dp, w

)
, which is the function of particle diameter dp and fracture width w, quantifies the

particle-wall interaction effect. Their detailed formulations can be found in [37,38]
For the horizontal direction (x-direction), the proppant velocity vi

p,x is calculated
as [35]

vi
p,x = Cret

(
ci

p, w
)

vi
sl,x (14)

In the above equation, the parameter Cret is calculated as

Cret

(
ci

p, w
)
= 1 +

(
di

p

wc

)
− 2.02

(
di

p

wc

)2

(15)

and

1
w2

c
= 1.411

 1(
di

p

)2 −
1

w2

(Np

∑
i=1

ci
p

)0.8

(16)

where di
p is the particle diameter of the ith type of proppant. Similarly to the treatment

for fluid velocity, the proppant velocity is substituted into Equation (8) to solve the mass
transport of proppants.
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The viscosity of the slurry µsl is calculated by the power-law model [27] as

µsl =

1−

Np

∑
i=1

ci
pρi

p

cmax


−n

·
N f

∑
i=1

µi
f xi

f (17)

where cmax is the maximum value of proppant concentration, beyond which the slurry will
cease flowing. n is the power-law parameter. µ f and x f are the viscosity and mole fraction
of pure fluid component without proppants, respectively. The detailed formulation of the
viscosity calculation can be found in [34].

2.3. Leak-Off Rate Calculation

During the fracturing process, fracturing fluids leak into the formation, subject to
the permeability of the formation rock, the fluid viscosity, and the pressure difference
between the fracture and the formation. In FracCSM, the leak-off rate is calculated with
the three-zone model, as introduced by Schechter [39]. In the three-zone leak-off model,
the formation surrounding the fracture is assumed to be sandwich-like, consisting of the
filter cake zone, the invaded zone and the compressed formation fluids zone. The filter
cake zone refers to the filter cake formed by slurry on the fracture face. The invaded zone
is the zone in the vicinity of the fracture face that is (partly) invaded by the slurry. The
compressed formation fluids zone refers to the formation that is relatively far away from
the fracture and is impacted by the stress change induced by injection. A conceptual model
of the three zones is shown in Figure 2.
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The fluid flow within the compressed formation fluids zone is modeled as the single-
phase flow of a slightly compressible fluid in a semi-infinite medium. The fluid velocity,
vN, at the interface between the compressed formation fluids zone and the invaded zone
can be calculated as follows [40].

vN =

√
φreskresβres

πµres

PI − PC√
t− τ

= αc
PI − PC√

t− τ
(18)

where φres and kres refer to the porosity, permeability of the reservoir rock, respectively.
βres and µres are the compressibility and viscosity of the fluid. τ is the time when leak-off
commences. PI and PC are the pressure of the invaded zone and the compressed formation
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fluids zone, respectively. αc is the overall leak-off coefficient of the compressed formation
fluids zone.

For the invaded zone, the fluid velocity obeys Darcy’s law and the zone grows as fluid
enters it. The fluid velocity in the invaded zone is given by:

vN =

√
φreskres

(
PS − PI + Pcap

)
2µres(t− τ)

= αv

√(
PS − PI + Pcap

)
t− τ

(19)

where Pcap is the capillary pressure between the invading fluid and the reservoir fluid. PS is
the pressure of the filter case zone. αv is the overall leak-off coefficient of the invaded zone.

The fluid velocity between the fracture and the filter cake zone is calculated as

vN = αw

√
Pf − PS

t− τ
(20)

where Pf is the pressure inside the fracture and αw is the overall leak-off coefficient of the
filter cake zone.

αw is related to a laboratory-measured parameter mw, which is the slope of a plot of
filtrate volume with respect to the square root of time.

mw = 2αw

√
Pf − Ps (21)

Since the velocities in Equations (18)–(20) are equal to each other, we can obtain an
overall leak-off coefficient as

vN =
Cleak√
t− τ

(22)

where

Cleak =
− 1

αc∆P +

√(
1

αc∆P

)2
+ 4
(

1
α2

v∆P
+ 1

α2
w∆P

)
2
(

1
α2

v∆P
+ 1

α2
w∆P

) (23)

and
∆P = Pf − PC + Pcap (24)

In the above equation, ∆P is the overall pressure drop.

2.4. Energy Transport Inside the Fracture

The general energy balance for a component that takes into account advection and
conduction is

∇ ·
(

ρh
→
v
)
+ K∇2T +

∂ρu
∂t

= 0 (25)

where K is the thermal conductivity, h is the specific enthalpy, u is the specific internal
energy, and qe is the energy source/sink term. In FracCSM, the conduction term in the
above equation is ignored, because of its relatively trivial contribution to the overall energy
transport compared to the advection term. By integrating Equation (25) over the fracture
width, we get

∂

∂x

(
ρh
→
v
)

sl
w +

∂

∂z

(
ρh
→
v
)

sl
w +

∂(ρu)slw
∂t

+ qleak∑
f

x f ρ f h f = 0 (26)

In the above equation, the specific enthalpy and internal energy can be calculated as

hsl = ∑
p

cphp +

(
1−∑

p
cp

)
∑

f
x f h f (27)
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and

usl = ∑
p

cpup +

(
1−∑

p
cp

)
∑

f
x f u f (28)

For each proppant or fluid component, the specific enthalpy and internal energy are
assumed to be equal and can be calculated as

hi = ui = Ci

(
T − Tre f

)
, i = p, f (29)

where C is the specific heat capacity. The heat loss per unit area through the fracture faces
is calculated as

qcond = 2

√
KresρresCres

π(t− τ)
(T − Tres) (30)

where Kres, ρres and Cres are the thermal conductivity, density and heat capacity of the
reservoir formation, respectively. τ is the starting time of the heat loss, as used in Carslaw
and Jaeger [41].

2.5. Mass/Energy Transport Inside the Wellbore

In this section, we present the mass and energy conservation equations of mass and
energy transport inside the wellbore.

The wellbore is modeled as a series of connected well segments along the well tra-
jectory. The slurry flow inside the wellbore is modeled as piston-like flow segments. The
conceptual model of the well segments and the slurry segments are shown in Figure 3.
The properties of slurry, including density and viscosity, are calculated using the same
approach as in the fracture.
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Figure 3. Schematic of a wellbore with two wellbore segments and three slurry segments. S refers to
cross-section area and the numbers refer to the index of fluid segments.

We track the boundary of each slurry segment, which is denoted by Si, inside the
wellbore during the simulation. The boundaries of the slurry segment are denoted by
Si. The numbering of these slurry segment boundaries starts at one, the wellbore bottom,
and increases as the wellbore is traversed toward the wellhead, with the last segment
boundary being SN+1 (where N is the number of well segments) that is located at the
wellhead. The slurry is injected into the wellbore at the wellhead and leaves the wellbore
through perforations.

The mass conservation equation of the fluid and proppant components in slurry
segment i is

∂

∂t

(∫ Si

Si+1

AannρjxjdS
)
+
∫ Si

Si+1

Twsρjxj(Pw − Psurr)dS− δiNqinjρjxj = 0, j = p, f (31)
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In the above equation, the subscripts p and f denote the fluid and the proppant
components, respectively.

Aann is the annular area, x denotes component volume fraction, Tws is transmissibility per
unit length for slurry loss to the surroundings, Pw and Psurr are the wellbore pressure and the
surrounding pressure, respectively. qinj is rate of the injected slurry. The transmissibility per
unit length for slurry loss to the surroundings is only non-zero along completed intervals.

The pressure along the wellbore is calculated as follows.

∂Pw

∂S
=
(

ρ f x f + ρpxp

)
g · S +

∂Pw, f ric

∂S
(32)

In the above equation, g is the gravitational term and S denotes wellbore trajectory.
Pw,fric is the frictional pressure, which is obtained as follows.

∂Pw, f ric

∂S
=

4 f
Dh

(
ρ f x f + ρpxp

)
v2

sl (33)

In the above equation, Dh is the hydraulic diameter. The friction factor f is calculated
based on Reynolds number, as follows. For laminar flow, friction factor is 16/NRe and in
correlations for turbulent flow the friction factor is given by the following equation [42].

ln( f ) = 28.135 + (−29.379 + (8.2405− 0.86227 ln[ln(NRe)]) ln[ln(NRe)])
· ln[ln(NRe)]

(34)

The energy balance equation for a slurry segment is

∂
∂t

(∫ Si
Si+1

A
(

ρ f x f u f + ρpxpup

)
dS
)
+
∫ Si

Si+1
Tws

(
ρ f x f h f + ρpxphp

)
(Pw − Ps)dS−

δiNqinj

(
ρ f x f h f + ρpxphp

)
+
∫ Si

Si+1
πDoqlossdS = 0

(35)

where qloss is the rate of heat loss per unit area from the slurry to the surroundings and Do
is the outer wellbore diameter for fluid flow. Heat loss from the slurry to the surroundings
is modeled as heat flow through a uniform medium. In this work we derive the overall
heat transfer coefficient for the medium based on the analytical solution of transient heat
flow with a point heat source [41].

The temperature profile for transient heat flow through a uniform infinite medium
with a point heat source in the center is as follows

T(r, t)− T∞ =
Q0

4πkth
Ei

(
αthr2

4(t− τ)

)
(36)

Based on the above equation, the heat flow, Q profile is

Q = Q0 exp
[
−
(

αthr2

4(t− τ)

)]
(37)

In the above two equations, r denotes the radial distance to the center, while kth and
αth are the thermal conductivity and the thermal diffusivity of the media, respectively. αth is
thermal diffusivity, Q0 is the magnitude of the heat source (per unit length), t refers to time,
τ is the time at which the heat source is activated, and Ei is the exponential integral function.
Using Equations (36) and (37), the heat flow between the wellbore and the surroundings
can be calculated.

3. Numerical Approach

In this section, we introduce the numerical approach we use in FracCSM. We first
describe the integrated finite difference method for the mass/energy transfer, then introduce
the DDM method for the stress calculation.



Water 2023, 15, 938 10 of 29

3.1. Integrated Finite Difference Discretization

In this sub-section, we present the mathematical algorithm of the integrated finite
difference (IFD) method [43]. The IFD method discretizes the fracture plane into rectangular
elements. In each element, the conservation of mass and energy is calculated, based on the
governing equations shown in Section 2. We refine the grid along z direction to account
for layers with different thickness. Along y direction, the elements are subject to the stress
interference effect that is calculated by the DDM method.

The conceptual model of the fracture is as shown in Figure 4. Once the stress condition
at a grid block meets the failure criteria in Equation (3), the grid block is activated (marked in
green color in Figure 4). FracCSM calculates the mass/energy conservation on all activated
grid blocks. The generation of the grid can be referred to the work of Bonduà et al. [44] and
Hu et al. [45].
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refer to grid blocks that were cracked in previous time steps, while grid blocks refer to intact rocks.

In the IFD method, we integrate the governing equations over each sub-domain and
express the resulted flux terms using the divergence theorem. The details of the IFD method
can be described as follows. Consider the generalized conservation equation

∂Mk

∂t
= ∇ · Fk

+ qk (38)

where k refers to a specific component. M and F are the accumulation term and the flux
term, respectively, and q is the source/sink term. By integrating the above equation over a
grid block Vn, we get

∂

∂t

∫
Vn

MkdV =
∫

Γn
Fk · n̂dΓ +

∫
Vn

qkdV (39)

In the above equation, V refers to volume and Γ refers to surface area.
We can express the integral of the accumulation term over the sub-domain volume as∫

Vn
MkdV = Mk

nVn (40)

Meanwhile, for the flux term, we have∫
Γn

→
F

k
· n̂dΓ = ∑

m
Anm

→
F

k

nm (41)
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where n̂ is the normal vector, Anm is the interface area between Vn and Vm. The time derivative
term is discretized by the forward difference quotient. There, Equation (39) becomes

[
Mk

n

]l+1
−
[

Mk
n

]l
− ∆t

Vn

[
∑
m

AnmFk
nm + Vnqk

n

]
= 0 (42)

where l is the time step index.
All component conservation equations are solved simultaneously by Newton–Raphson

method in a fully implicit manner. The primary variables are the liquid phase pressure,
temperature and Np + N f − 2 concentration. Therefore, there are Np + N f equations for
each block. The resulting linear system is solved by a multiscale linear solver [46]. The
details of the Newton–Raphson method used in FracCSM can be found in Wang et al. [47].

3.2. Combination with DDM

FracCSM combines IFD with Discontinuous Displacement Method (DDM) [48] to
capture the stress shadow effect and calculates the derivation of fractures. FracCSM uses
DDM to calculate the stress field in the vicinity of fractures. The stress field obtained from
DDM is imposed on the grid system in IFD to determine the stress condition surrounding
the fracture front as well as each grid block in the fracture plane. The stress field is then
used to calculate the deviation and width of the fracture. The displacements of each fracture
element are defined in the local coordinates shown in Figure 5 with x3 axis along the normal
displacement direction.

Ds(x1, x2, 0) = u1(x1, x2, 0−)− u1(x1, x2, 0+)
Dd(x1, x2, 0) = u2(x1, x2, 0−)− u2(x1, x2, 0+)
Dn(x1, x2, 0) = u3(x1, x2, 0−)− u3(x1, x2, 0+)

(43)
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The fracture deformation induced normal stress σn, strike direction shear stress τs, and
dip-direction shear stress τd, that are applied on fracture element i can be calculated with
the following equations.

τi
s =

N
∑

j=1
Aij

ssDj
s +

N
∑

j=1
Aij

sdDj
d +

N
∑

j=1
Aij

snDj
n

τi
d =

N
∑

j=1
Aij

dsDj
s +

N
∑

j=1
Aij

ddDj
d +

N
∑

j=1
Aij

dnDj
n

σi
n =

N
∑

j=1
Aij

nsDj
s +

N
∑

j=1
Aij

ndDj
d +

N
∑

j=1
Aij

nnDj
n

(44)
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where N is the total number of elements and A is the matrix of influence coefficients given
by [23]. For opened fractures, the total normal stress is equal to the fluid pressure and both
strike and dip shear stresses are zero on no-slip fracture surfaces.

The 3D view of the IDF-DDM method with fracture propagation as well as fracture
deviation is shown in Figure 5. The details of the implementation of DDM in FracCSM are
described in Tang et al. [49].

3.3. Real-Time Monitoring and Simulation

The hydraulic fracturing facility sends out the information of surface pressure (tubing
and casing pressure), injection rate, proppant concentration and stage index every second
through a certain data port (RS232 in our case). A real-time monitoring and simulation
module collects, interprets and visualizes the transient fracturing information. It enables
field engineers to monitor the fracturing process and reduces the risks of screen-out.

In our program, the real-time module is realized by multi-process computing. Three
processes are involved in the simulation. During the injection period, Process 1 collects
signals from the RS232 data port per second and interprets the signal. The extracted
information is then sent to Process 2 and Process 3. Process 2 visualizes the surface pressure,
injection rate as well as the proppant concentration, enabling field engineers to monitor the
ongoing fracturing process. Process 2 also provides the users the real-time user-interactive
fracture test functions [40], such as G function analysis, square root pressure analysis and
step rate test analysis. Process 3 receives the extracted information from Process 1 every
second. Every four seconds, Process 3 conducts one step of simulation by averaging the
received pressure and rate data. Process 3 calculates the transient fracture geometry as
well as transient proppant distribution. The simulation results are then outputted and
visualized by Process 3.

Such a design guarantees that all processes will not interfere with each other. The
workflow of the module is as shown in Figure 6.
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4. Validation and Results

In this section, we present the validation of FracCSM. We compare our software with
both finite element method and commercial fracture software for the case of single (bi-wing)
fractures. The validation for multiple fractures can be found in [49]

4.1. Comparison with Finite Element Method

In this sub-section, we simulate the fracture growth in a homogeneous domain using
FracCSM and compare the result with that from a finite element code [50]. In this case,
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we do not consider the gravity effect and the leak-off effect. Therefore, the fracture will
develop into a radial shape. In this case, the Young’s modulus, Poisson’s ratio and Biot
coefficient of the rock are 17.24 GPa, 0.25 and 1.0, respectively. We set the gird length along
the x and z direction to be 10 m by 10 m. The injected slurry is assumed to have a constant
viscosity of 40 cp. The slurry is injected for 30 min with a constant rate of 3.18 m3/min in
the center of the domain. The profiles of fracture width at the end of the injection simulated
by our program and by the finite element code are compared in Figure 7. It can be seen
that the two programs produce close results. Moreover, the radius of the fracture in this
case can be analytically calculated. We compare our result with the analytical solution
obtained by Geertsma and Klerk [3] in Figure 8. As shown by the figure, our result match
the analytical solution well.
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4.2. Comparison with Commercial Fracturing Software

In this section, we present the comparison of the results of FracCSM and an industrial
standard fracture software Fracpro PT [51]. Fracpro PT is a 3D hydraulic fracturing sim-
ulation software that is widely used for the design and analysis of hydraulic fracturing
operations. We will use real field data and compare our simulated fracture geometry as
well as proppant concentration distribution to validate our program.

In this case, a sandstone layer with the thickness of 30 m is sandwiched by two caprock
layers (treated as shale layers). The depth of the upper boundary of the sandstone layer
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is 3000 m. The properties of the rock and liquid, the in-situ stress distribution as well
as the numerical parameters used for the numerical simulation are listed in Table 1. A
vertical well is perforated in the middle of the sandstone layer and slurry is injected into
the formation through the wellbore based on the pumping schedule listed in Table 2.

Table 1. Parameters for the comparison with Fracpro PT.

Properties Values Units

Young’s modulus of sandstone 41 GPa
Poisson’s ratio of sandstone 0.22 dimensionless

Biot’s coefficient of sandstone 1.0 dimensionless
Fracture toughness of sandstone 2 MPa·m1/2

Permeability of sandstone 2 mD
Porosity of sandstone 0.1 dimensionless

Thermal conductivity sandstone 1.75 W/m·hr
Specific heat of sandstone 0.88 kJ/kg ◦C

Young’s modulus of caprock 48 GPa
Poisson’s ratio of caprock 0.22 dimensionless

Biot’s coefficient of caprock 1.0 dimensionless
Fracture toughness of caprock 3 MPa·m1/2

Permeability of caprock 0.01 mD
Porosity of caprock 0.01 dimensionless

Thermal conductivity of caprock 1.57 W/m·hr
Specific heat of caprock 0.84 kJ/kg◦C

Grid block length (x-direction) of FracCSM 1 m
Grid block length (z-direction) of FracCSM 1 m

Gel (initial) viscosity 170 cp
Gel density 1100 kg/m3

Formation pore pressure 27 MPa
Formation temperature 90 ◦C

Maximum principal stress 79 MPa
Minimum horizontal principal stress of

sandstone 55 MPa

Minimum horizontal principal stress of caprock 65 MPa
Vertical stress 90 MPa

Injection temperature 20 ◦C
Proppant density 2600 kg/m3

Proppant diameter 20/40 mesh
Proponent flow exponent of FracCSM

(n in Equation (17)) 4.1 dimensionless

Maximum proppant fraction of FracCSM
( cmax in Equation (17)) 0.8 dimensionless

Table 2. Pumping schedule used for the validation with Fracpro PT software. The stage index refers
to the sequence of injected segments.

Stage Index Injection Volume
(m3)

Injection Rate
(m3/min)

Proppant Concentration
(kg/m3)

1 40.0 2.4 0
2 10.0 2.4 50
3 16.0 2.4 100
4 16.0 2.4 200
5 20.4 2.4 300
6 25.3 2.4 400
7 35.3 2.4 500

The fracture planes as well as the proppant distribution within the fracture simulated
by the two programs are compared in Figure 9. In Table 3, total length and total height
refers to the fracked length and fracked height, respectively, while propped length and
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propped height refer to the length and height of the fracture that is supported by proppants,
respectively. From Table 3 and Figure 9, it can be seen that in general FracCSM matches
well with the results of Fracpro PT. The fracked geometry predicted by FracCSM is slightly
larger than that of Fracpro PT, while the propped geometry of the two softwares are close to
each other. This is partly because that Fracpro PT uses a different approach (unpublished)
to calculate the wellbore flow, resulting in lower downhole hydraulic energy, which leads to
smaller fracked geometry. It should be noticed that the proppant concentration distribution
calculated by the two softwares is different, although the proppant front and fluid efficiency
predicted by them are very close. In the results of FracCSM, the proppant concentration
in the vicinity of the perforation is significantly higher than the rest of the fracture plane,
while in the results of Fracpro PT, the proppants spread more ‘uniformly’ in the fracture
plane. This is attributed to the slurry viscosity correlation adopted by FracCSM, that when
proppant concentration increases, the viscosity of slurry increases exponentially and the
mobility decreases exponentially. This leads to the fact that the proppants that are injected
at very late stages will accumulate near the perforation.
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Table 3. Comparison of the fracture geometry factor between FracCSM and Fracpro PT.

Results of FracCSM (m) Results of Fracpro PT (m)

Total (hydraulic) length 224 212
Total (hydraulic) height 34 28

Propped length 210 205
Propped height 28 28

5. Results and Discussion

In this section, we present the applications of our program and discuss the numerical
results.

5.1. Numerical Study of Single Fracture in Multi-Layer Reservoirs

In this sub-section, we apply the developed program to five cases with multiple
rock layers to investigate the stress offset impacts on fracture propagation. In these cases,
high-permeable sandstone layers with different values of thickness are sandwiched by
low-permeable shale layers, as shown in Figure 10. The thickness of the sandstone layer is
12 m for all the five cases.
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The thickness and stress of shale and sandstone layers of the five cases we run are
listed in Table 4. The properties of the rocks and other essential input parameters are listed
in Table 5. The pumping schedule of the five cases is listed in Table 6. The leak-off rate
profiles across the fracture plane of Case 1 at different times are shown in Figure 11. At
the early stage, the leak-off rate is relatively higher, and leak-off occurs across the entire
fracture. At the late stage of injection, the leak-off rate becomes very small, and leak off
only occurs at the front of the fracture, which indicates that the tight sandstone formation
will quickly get saturated because of the low permeability. As predicted by FracCSM, about
30% of fluids leaked into the formation, which is in accordance with field observations.

The stress profile and simulation results of Case 1 to Case 5 are shown in Figures 12–16,
respectively. By comparing the results of Case 1 to 3, when the stress contrast between the
shale interlayer and the tight sandstone layer is 6 MPa, the thickness of the neighboring
shale interlayers should be at least 20 m to prevent the fracture from penetrating. This
phenomenon is partly because the fracture toughness values of shale and tight sandstone
in this reservoir are close to each other. It should be noted that, although the fracture
propagates through the shale layers, the shale layers are not well-propped, because of the
higher stress in these layers. The higher stress in the caprock layer will limit the height
growth of the fracture, causing the fracture to be longer given the same amount of injected
fluids. Meanwhile, the permeability of the formation plays an important role. When the
permeability of the formation is higher, there are more fluids leaked off into the reservoirs.
The loss of fluids in the fracture leads to higher viscosity of the proppant-bearing fluids, so
that the proppant cannot be transported to certain layers. This phenomenon was largely
ignored in the existing literature and we have used numerical experiments to examine it.

Table 4. Formation properties of the five cases. (‘Stress’ refers to the minimum principal stress.) The
stage index refers to the sequence of injected segments.

Case Index
Thickness of
Upper Shale

Layer (m)

Minimum
Principal Stress
of Upper Shale

Layer (MPa)

Thickness of
Lower Shale

Layer (m)

Minimum
Principal Stress
of Lower Shale

Layer (MPa)

1 15 58 15 58
2 20 58 20 58
3 25 58 25 58
4 10 62 12 62
5 10 72 12 62
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Table 5. Input parameters for the case study.

Properties Values Units

Young’s modulus of sandstone 41 GPa
Poisson’s ratio of sandstone 0.22 dimensionless

Biot’s coefficient of sandstone 1.0 dimensionless
Fracture toughness of sandstone 2 MPa·m1/2

Permeability of sandstone 0.5 mD
Porosity of sandstone 0.05 dimensionless

Thermal conductivity sandstone 1.75 W/m·hr
Specific heat of sandstone 0.88 kJ/kg ◦C
Young’s modulus of shale 48 GPa

Poisson’s ratio of shale 0.22 dimensionless
Biot’s coefficient of shale 1.0 dimensionless

Fracture toughness of shale 1.2 MPa·m1/2

Permeability of shale 0.01 mD
Porosity of shale 0.05 dimensionless

Thermal conductivity of shale 1.57 W/m·hr
Specific heat of shale 0.84 kJ/kg◦C

Grid block length (x-direction) 2 m
Grid block length (z-direction) 1 m

Gel viscosity 170 cp
Gel density 1100 kg/m3

Formation pore pressure 24 MPa
Formation temperature 90 ◦C

Minimum principal stress of sandstone layer 52 MPa
Vertical stress 90 MPa

Injection temperature 20 ◦C
Proppant density 2600 kg/m3

Proppant diameter 20/40 mesh
Proponent flow exponent ( in Equation (17)) 4.1 dimensionless

Maximum proppant fraction (cmax in Equation (17)) 0.8 dimensionless
Perforation diameter 10 mm

Tubing diameter 62 mm

Table 6. Pumping schedules of the five cases. The stage index refers to the sequence of injected
segments.

Stage Index Injection Volume
(m3)

Injection Rate
(m3/min)

Proppant Concentration
(kg/m3)

1 68.0 2.4 0
2 12.5 2.4 120
3 16.1 2.4 240
4 20.0 2.4 360
5 24.0 2.4 460
6 23.4 2.4 540
7 21.3 2.4 580
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Figure 16. The stress profile, fracture width, proppant concentration and fluid pressure across the
fracture of Case 5.

Compared to Cases 1 to 3, the minimum principal stress of Case 4 and Case 5 is higher,
while the shale interlays are thinner, resulting in a different fracture geometry and proppant
distribution. The thickness of the upper shale layers and the lower shale layer in Case 4
reduces to 10 m and 12 m, while the minimum principal stress of the shale layers increases.
Although the upper and lower sandstone layer can be fractured, the fracture in the two
layers is not long, as shown by the results.
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5.2. Numerical Study of Multiple Fractures with Realistic Frictions

In this session, we present the numerical study of the simultaneous propagation of
three fractures. The fractures are initiated from three neighboring perforations that locate
15 m from each other on a horizontal well (See Figure 17). The horizontal well is drilled
within a sandstone layer sandwiched by two shale layers (caprocks).
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Figure 17. The profile of the formation for the multiple fracture case.

The rock properties used in this case are the same as those used in Section 4.2, shown
in Table 5, except that the minimal principal stress of the sandstone layer and the shale layer
is 52 MPa and 62 MPa, respectively. The pumping schedule is listed in Table 7. We assume
that all the three perforations are open; therefore, fractures can grow simultaneously.

Table 7. Pumping schedules of the multiple fracture cases. The stage index refers to the sequence of
injected segments.

Stage Index Injection Volume
(m3)

Injection Rate
(m3/min)

Proppant Concentration
(kg/m3)

1 155.0 6.4 0
2 22.5 6.4 120
3 33.1 6.4 240
4 45.0 6.4 360
5 57.0 6.4 460
6 65.4 6.4 540
7 28.3 6.4 580
8 20.0 6.4 600

We use FracCSM to simulate this case and take the stress shadow effect into considera-
tion. In this case, the friction along the wellbore is no more ignored. The 3D view of the
resulting three fractures is shown in Figure 18. The deviation profiles of the three fractures
are shown in Figure 19. According to the results, with realist frictional force taken into
consideration, the multiple simulated fractures are not symmetric, not like that observed
in [21,49]. Fracture 3 is longer than Fracture 1 and Fracture 2, because it is in the upstream
direction of the injected slurry. The slurry that flows into Fracture 3 has relatively higher
energy. This also results in Fracture 3 having less deviation. The comparison of the fracture
length with and without the friction within the wellbore is shown in Figure 20, according
to which the frictional loss plays an important role in the propagation of multiple fractures.
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5.3. Field Application Results

The real-time simulation module of FracCSM has been successfully applied in Sulige
gas field, a tight sandstone gas field in Changqing Reservoir, China.

The hydraulic fracturing facility emits signals every second. The signal is passed to
FracCSM through an RS232 data port. FracCSM picks up and interprets the signal to obtain
the real-time injection rate, surface pressure, stage index and temperature.

The type of the proppant and the fluid used within each stage is determined by a pre-set
pumping schedule input by the user. FracCSM then searches in the database for the properties
of the proppant and the fluid. Based on the collected real-time data, FracCSM conducts
simulation every four seconds and updates the fracture geometry in the user interface.

FracCSM has been successfully applied to 8 wells in Sulige gas field. The grid block
dimension used is 2 m by 1 m. The time lag between the simulation and downhole
operations is less than 2 s, which guarantees the early detection of screen-out. For one of the
wells, the recorded surface data profile as real-time visualization of the fracture geometry
of a slug of proppant is shown in Figure 21. According to the figure, FracCSM captures the
transient variation of fracture geometry as well as the variation of proppant distribution.
The corresponding video has been uploaded as a Supplementary Material of this paper.
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Figure 21. The real-time simulation of a slug of proppant. The photo was taken at Sulige gas field.
(a) Data measured on the ground. The black curve is the real-time proppant concentration measured
at the surface. Upper-left in (b) real-time downhole pressure calculated by FracCSM. Upper-right
in (b): real-time proppant distribution inside the fracture predicted by FracCSM. Lower-right in
(b): real-time width distribution inside the fracture predicted by FracCSM.
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The results indicate that FracCSM is able to conduct real-time fracturing simulation
smoothly and accurately. Moreover, the net pressure predicted by FracCSM matches real
observations well.

5.4. Discussion

We have successfully applied the developed program to both synthetic and real-world
cases, which demonstrates the accuracy as well as the flexibility of the proposed approach.
Through the numerical experiments, we found that:

• The wellbore friction has a considerable impact on the hydraulic length of the fracture.
• The stress interference effect as well as the leak-off effect both affect the propped length

of the fracture, via affecting the fracture width and the proppant-carrying capability of
the slurry.

• The multi-process framework shows sound flexibility in dealing with real-time simulations.

In addition to hydraulic fracturing in tight reservoirs, our program also has the
potential to be applied to the stimulation of geothermal reservoirs. Moreover, the multi-
process framework can also be utilized in other engineering areas where the simulation
engine needs to interact with real-time signals.

Admittedly, our program still possesses certain limitations. First of all, our program
cannot deal with the interaction between hydraulic fractures with pre-existing natural
fractures/joints. Secondly, the proppant transport model is empirical. Recent research [52]
has shown that the proppant transport within hydraulic fractures also has the bridging
effect. Thirdly, the speed of the program has room to improve. We are working on the
parallelization of the simulation engine.

6. Summary and Conclusions

In this work, we have developed a comprehensive simulator FracCSM for practical
simulation of hydraulic fracturing operations. This simulator is based on an Integrated
Finite Difference and Discontinuous Displacement Method and has been validated by both
research code and commercial software. We have formulated a comprehensive model for
the mass/energy transport in the wellbore and inside the fracture, including the proppant
settling, fluid leak-off and frictional loss effect. We have developed a novel framework
to combine IFD and DDM, which suitably takes the advantages of each method. The
combined algorithm avoids the discretization of the entire reservoir, which significantly
improves its computational speed, enabling it to conduct real-time simulation.

From the numerical study, we can draw the following conclusions:

• Stress offset along with permeability distribution not only affects the fracture propagation,
but also the proppant distribution inside the fracture plane. Ignoring the impact of proppant
concentration on the fluid flow may lead to overestimation of the propped height.

• The energy loss induced by friction and heat conduction within the wellbore and
the formation plays an important role in the simulation of hydraulic fractures. The
mass/energy transport must be comprehensively simulated to obtain realistic resutls
of single as well as multiple fracture propagation.

• In general, the hydraulic fracturing operations involve complex thermal-hydraulic-mechanical
processes, and thus multiphysical simulation techniques are crucial in real practice.

Our program and its results have already been adopted by the users to guide the
hydraulic fracturing operations in Sulige gas field. Our program can be further applied to
the recovery of unconventional oil/gas reservoirs [53,54].

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/w15050938/s1. Video S1: The real-time simulation module of
FracCSM.

https://www.mdpi.com/article/10.3390/w15050938/s1
https://www.mdpi.com/article/10.3390/w15050938/s1
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