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Abstract: Wood transport during flood events can increase inundation risk and should be included in
numerical models to estimate the associated residual risk. This paper presents the application of a fully
Eulerian model that considers floating wood as a passive superficial pollutant through the adaptation
of the advection–diffusion equation. A set of experiments is performed in a sinusoidal flume with
a contraction to model semi-congested wood transport. The variation of the log release position
replicates the possible variability of large wood entrainment during real events. The experiments are
used to validate the numerical model, providing a comparison of the wood mass transport. Different
release modes are also tested. The model predicts the position of the released logs and the overall
transported mass, independently of the release position and modes, with an accuracy that varies
along the flume length and across the flume axis. The analysis of the experimental and numerical
transport velocity shows that modulation of the transport velocity is needed to ensure adequate
model performances for semi-congested conditions.

Keywords: large wood; advection–diffusion; Eulerian model; semi-congested transport

1. Introduction

River engineers and flood modelers shall provide an adequate response to the natural
phenomena that threaten citizens’ safety along rivers. Flood risk mitigation measures rely
on the prediction of the effects related to events with certain return periods but can be
invalidated or weakened if unexpected factors arise, such as the transport of large amounts
of wood debris during floods.

Large wood is usually uprooted by landslides, debris flows, or erosion [1] and can be
transported through the river network [2], reaching the main stream and accumulating at
bridge piers, dams, or other in-line structures. The obstruction of bridge spans reduces the
bridge conveyance capacity and originates inundations that may reach levels expected for
higher return period events [3,4]. Dams spillways and check dams are affected by large
wood, too, with their efficiency being strongly limited due to wood accumulation [5,6].
Overall, the gathering of large wood at in-line structures increases the hydraulic risk and
leads to possible structural failure due to the combination of water pressure and local
scouring [7,8]. The occurrence of such events in the last decade highlights the need to
update flood mitigation measures to cope also with the residual risk connected to large
wood transport.

Apart from wood removal, which needs to be carefully considered, balancing hy-
draulic safety and ecological and geomorphological drawbacks [9], common counter-
measures include fins, deflectors, capturing structures or retention basins [10]. Several
laboratory investigations were carried out to provide details on the efficacy of these struc-
tures as well as to test new retention systems. Debris deflectors, groin-like structures, and
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fins proved to be scarcely effective, but they avoid at least direct contact between the wood
and the bridge pier, reducing local scouring [11,12]. Bottom sills built upstream of bridge
piers appear a valuable alternative that promotes wood flowing instead of its retention,
although further experiments are needed to confirm the power of this newly proposed
approach [13]. Inclined or transversal racks were also tested. Their efficiency in retaining
wood during floods was assessed with flume experiments conducted both without [14–16]
and with sediment transport [17]. As the backwater rise is reduced for smaller rack angles
with respect to the horizontal, an attempt to install horizontal rods was also performed [18],
showing that the trapping efficiency is smaller than that of vertical racks and that it depends
on the ratio between rod spacing and wood length. To reduce the backwater rise, a recent
solution, tested in flume experiments [11], employs two vertical racks on the riversides
inclined upstream. The retention efficiency depends mainly on the structure inclination
with respect to the riversides. Racks or debris visors protecting dam spillways are tested in
experimental campaigns [19] and are installed in existing dams, too, together with floating
booms [6]. Finally, retention basins that profit on river morphology and create diversion
channels or depositional areas that trap wood with the aid of vertical racks are promising
systems employed along rivers [8] or upstream of dam basins [20]. They require a careful
design based on the local river characteristics, both in terms of river flow and abundance of
wood pieces.

Seeing the efforts of the scientific community to develop appropriate large wood
countermeasures, a step forward to encourage and spread greater awareness on this issue
could be made thanks to equally applicable numerical models. For this purpose, flood
numerical models are being revised to tackle large wood transport. The coupling of a
discrete element method with the 2D solution of the shallow water equation has proven to
be a reliable tool to predict large wood transport both in flume and real-scale applications.
Such models consider the transport of every single wooden element as a consequence of the
velocity [21], or of the forces [22–24], exerted by the flow and can compute the displacement
and rotation on the water surface of large wood, as well as the interaction and, in some
cases, the accumulation at in-line structures and the consequent backwater effect [3].

The detailed description of the three-dimensional behavior of both the flow and
of the large wood helps in improving the model’s accuracy, particularly when dealing
with the design of capturing structures [25]. Furthermore, flume experiments showed
that the vertical velocity component plays a significant role in large wood accumulation
even at single bridge piers [26], thus highlighting the need to include this aspect also in
numerical modeling.

During flood events, a large number of wooden elements may be involved, including
large and small wood debris, leaves, and other materials. This is the case of congested and
semi-congested transport [27], characterized by a stronger interaction between wooden
materials. The wood mass mainly floats on the water surface and is transported as a
wood carpet, similar to that observed in the early-stage formation of wood barriers at
check dams [28], so that the detailed behavior of a single wood piece does not need to be
specifically modeled. Such an observation leads to a different perspective for numerical
models, abandoning the deterministic approach, typical of Lagrangian models, in favor of
an Eulerian approach that focuses on the transport of overall wooden mass. Following such
an assumption, an Eulerian model was developed [29] and applied to a simple sinusoidal
geometry [30]. By considering large wood as a floating pollutant, the model couples the
diffusion equation with the shallow water equation to estimate the propagation of the
wood mass. The fully Eulerian approach, both for the fluid and for the wood, may help
in overcoming some difficulties related to the characterization of single log geometries
and initial conditions. When the total amount of wood is considered, the only information
needed is the total wood mass and its position to estimate its entrainment. The total mass
can be derived through the wood budget techniques available, e.g., [31–33], considering
the characteristics of the local basin and providing information about the volume of wood
that is accountable for transport. Reducing the required data is significant for model users,
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due to the possible complications in obtaining detailed information, such as wood piece
dimensions, density, percentage of large or small wooden pieces, initial orientation.

Nonetheless, a fully Eulerian model presents some limitations that need to be carefully
addressed regarding both the transport and the accumulation mechanism. Regarding accu-
mulation, the arrest mechanism should be considered with care since it cannot be modeled
directly on the physics of the phenomenon but is more likely to follow a probabilistic
approach as highlighted by laboratory analysis for bridge [34], check dams [35], or dam
accumulations [36].

However, at this stage, the main interest of the authors is in assessing transport
capabilities. Since, in real events, wood mass can be entrained from multiple points, e.g.,
from either bank, and it adds to floating wood material entrained upstream, the proposed
model should be capable of also simulating such behavior. For this reason, a series of flume
experiments were carried out, with cylindrical logs released from different points in a flume
cross-section. The sinusoidal shape of the flume and the presence of a narrowing increase
the interactions among logs. Modeling such test cases can verify (i) the model’s ability in
dealing with multiple sources of wood mass and with different entry modes; (ii) the overall
accuracy in modeling wood transport, especially at the narrowing.

2. Materials and Methods
2.1. Experimental Setup

The experimental investigation was carried out at the University of Trento in an S-
shaped flume [29] with a gradual Venturi-like narrowing, placed at half of the channel
length and within its straight part (Figure 1). The flume has a 2 m wide rectangular section,
which reduces to 1 m in the narrowest cross-section. The convergent, constriction and
divergent parts of the Venturi-like narrowing are 1 m long, while the entire flume develops
for about 22 m.
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Figure 1. (a) Top view schematic of the flume, with the release distance set equal to dtr = (−60, 0, 60)
and (b) detail of the release boxes. Three black arrows show the boxes employed.

Hydraulic conditions were not varied during the campaign, with a discharge of 50 L/s,
a slope of 0.43‰ over a fixed gravel bed (D50 = 8 mm), and an average water level of 0.09 m.
The Froude number was equal to 0.3 along the curves and 0.6 in the narrowing.

In the previous experimental campaign performed in the same flume, the logs were
released one by one to avoid interactions, and the most probable positioning was ana-
lyzed [29]. In this case, the tests were performed by releasing simultaneously multiple
wood pieces from three points on the same channel cross-section and in rapid succession to
model a continuum mass of wood flowing through the flume. This test mode resembles
a semi-congested transport regime, although maintaining a controlled approach to allow
experiment replicability.

The release system is a mechanized device comprising three boxes mounted on a
single support that is transverse to the channel. Each box has room for up to 10 wood
pieces and is equipped with a motor that activates a hook pushing the wood into the water
at regular intervals. The minimum time interval between two subsequent wood releases is
3 s, needed by the mechanism to work and to avoid cylinder overlapping.
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The tests here presented employed three boxes at a variable distance of 20, 40, 60 cm
from each other, placed respectively at dtr = (−20, 0, 20), dtr = (−40, 0, 40) and dtr = (−60, 0, 60)
with respect to the channel axes. Therefore, a single test comprised 30 wood pieces released
every 3 s. Each test was repeated 5 times for statistical purposes.

Cylindrical logs, having a length L = 40 cm and a diameter D = 2 cm, were used to
simulate real wood logs (Lr = 24 m, Dr = 80 cm), according to a distorted geometrical scale,
described by a horizontal ratio λxy = 1/60 and a vertical one of λz of 1/40. Varnishing the
logs helped to make them impermeable, keeping their density almost constant, of about
790 km m−3, during the experimental campaign.

The wood pieces were filmed using three synchronized GoPro Hero 7 mounted at a
height of 2.5 m on the channel, with a resolution of 1920 × 1080 pixels, and by using 30 fps
and a linear view.

To improve the tracing of the logs, several precautions were taken, such as the use
of three colors to distinguish different adjacent wood pieces in the same image frame.
Moreover, the combined use of a LED lighting system along the channel sidewalls and a
cloth covering the entire flume was effective to minimize unwanted glares.

The tracking algorithm is similar to the one used in [29], with an improved filter to
account for multiple logs in the same view, providing the trajectories of each log in terms
of center coordinates and orientation.

2.2. Eulerian Numerical Model and Simulation Outlines

The numerical model ORSA2D, as modified in [30], is employed to model the transport
of floating wood as a superficial pollutant. It is based on the one-way coupling of the
shallow water equations and of the advection-diffusion equation for wood transport, which
is derived from the continuity equation of the sole wood mass:

∂ϕ

∂t
+∇·ϕv = Kx

∂2 ϕ

∂x2 + Ky
∂2 ϕ

∂y2 (1)

where v(i, t) = (u, v) is the wood mass transport velocity and ϕ is volume averaged
wood mass:

ϕ =
cw ρw

h dx dy
(2)

with cw(x,t) being the probability of a wooden element occupying the position x = (x,y) at
time instant t times the wood volume inserted in the flume [m3], thus giving the volume
fraction that can be found in a cell at a certain time. It gives the wood mass when multiplied
by the wood density, ρw. The product h dx dy is the volume of water in the mesh cell, h is
the water level. In Equation (1), Kx and Ky [m2 s−1] are the diffusion coefficients, computed
from the streamwise and transversal values, Ks and Kt [29]:

Ks = 0.005 Fr−0.74
p t−0.3

Rr |v(i, t)|L, Kt = 0.011 Fr0.19
p t0.27

Rr |v(i, t)|L; (3)

where Frp is the particle Froude number, computed with the transport velocity at any cell i
and time t, and log length L (Frp = |v(i, t)|/

√
gL) and tRr is the transversal relative release

(tRr =
tR
L ) where tR is the transversal distance between the right flume side and the right re-

lease point (80, 60 or 40 cm, for distance among boxes of 20, 40 and 60 cm, respectively). For
the considered experimental conditions, the diffusion coefficients vary: (i) 0.016–0.022 times
|v(i, t)|L for the streamwise direction and (ii) 0.007–0.009 times |v(i, t)|L for the transversal
direction. The diffusion coefficient in the x and y directions are obtained by combining the
streamwise and transversal values according to the velocity direction.

The wood mass transport velocity was modulated to replicate the inertia of the wood
mass, based on experimental evidence of uncongested wood transport. The transport
velocity depends on the flow velocity, v f (i, t), the transversal release distance, tR, and the
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Froude number at the release position (Frrel =
∣∣∣v f (i, t)

∣∣∣/√gh(i), where h(i) is the local
water level):

v(i, t) = v f (i, t)
(

0.3 + 0.19
(

1− e
− t−t0

(4.39Frrel )

))
1.18
0.49

i f v f (ic max, t)− v f (ic max, t− ∆t) > ∆v

v(i, t) = v f (i, t)
(

0.3 + 0.19
(

1− e
− t−t0

(4.39Frrel )

))
1.18
0.49

(1 + 0.4tR) i f v f (ic max, t)− v f (ic max, t− ∆t) ≤ ∆v,
(4)

where t is the time and t0 is the initial time, ic max indicates the cell where the maximum
concentration is found, ∆t is the time step and ∆v is an empirical threshold calibrated
on uncongested transport experiments (∆v = −0.16 m/s). Details of the mathematical
derivation and on the transport velocity can be found in [30] (note that in the reference, the
multiplication by fluid velocity is missing).

The original hydrodynamic model, without the advection–diffusion equation, was
applied to several tests and real case simulations, being capable of dealing with different
geometries and hydraulic conditions, from dam-break flooding [37] to 2D circulations in
shallow lakes [38]. The coupled numerical model is solved with a finite-volume approach,
implementing a Roe–Riemann scheme to solve the SWE. The details of the numerical model
are the same described by Murillo et al. [39] in the coupling between SWE and solute flow.
A correction of the numerical diffusion is also implemented [40]. The time step for the
simulation is calculated considering the minimum time step between the one obtained with
the Courant–Friedrich–Levy condition (CFL = 0.5) and the one resulting from the Peclet
number constraints.

The model is applied to the experimental tests described in Section 2.1.
The flume geometry is discretized by a mesh of about 19,600 triangular cells (average

side 0.05 m) and a Manning coefficient of 0.021 s m−1/3. The steady flow conditions
are obtained by imposing a constant inflow upstream and constant Froude number as
hydraulic outflow condition (Fr = 0.36, estimated during the experimental campaign
through dedicated measurement at the end of the flume).

To simulate the flume experiments, 3 input points were defined by averaging the
coordinates of the 10 logs released by each box (3 boxes for each test, 10 logs for each box)
at the first frame they appeared in the recordings. This resulted in a triplet of coordinates
that led to the identification of three input cells that slightly varied for each test and
each repetition.

Unless wood entrainment is recorded by a passer or by a monitoring system, by
chance, or for research purposes [2,41], the dynamic of large wood entrainment is generally
unknown. Single logs can be entrained one by one (slow entrainment from the floodplain),
or the whole wood volume may reach the stream resulting in an impulsive addition (wood
uprooted by landslides or debris-flow).

In the experiment, only single entrainment from different points was tested to enhance
the experiment’s replicability. On the contrary, the various entrainment modes are simu-
lated in the Eulerian model to assess their effect on wood transport dynamics. Figure 2
shows the input diagram of specific wood volume for one cell of area 0.001246 m2 (cell A,
test 1, release distance 0.40 m, 10 cylinders). The wood volume is accounted for according
to the following modes:

• Single: the mass of one log is released in 3 s; 10 logs are released for each box;
• Continuum: the mass of 10 logs is continuously released in a time interval of 27 s

(10 logs released each 3 s, starting from t = 0 s);
• Cumulative: the mass of 10 logs for each box is released in 3 s.

At the upstream boundary, a wood mass hydrograph is imposed in each input cell.
The maximum specific release rate depends on the cell area and varies for each input point.
For all the release modes, the total wood volume is obtained by the area under the curve in
Figure 2a times the cell area. Figure 2b shows the location of the average mass center for
test 1 with a release distance of −0.4 cm. At the downstream boundary edge, the wood
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mass concentration is computed according to a Neumann boundary condition by setting
its derivative equal to zero [30].
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3. Results
3.1. Hydraulic Results and Wood Velocity Analysis

Figure 3 shows a comparison of the simulated water velocities, water levels, and water
level profile at the flume axis with measured experimental values. The measurements were
performed with a point gauge (water stage, difference between water level and local bottom
elevation) and acoustic Doppler velocimeter (velocity measurements, ADV 2D Sontek). The
comparison shows that the water profile along the axis is well represented, despite some
inaccuracies in the constriction and the divergent (s = 11–13 m). The correlation coefficient
for Figure 3a is R2 = 0.93, and the root mean square error is RMSE = 0.006. The maximum
error, of about 1.7 cm, is observed at s = 12.12, where the simulation presents the minimum
water level.
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(b) water level profile at flume axis, (c) water velocities; (d) root mean square error for the water
velocity component along the flume.

Water velocities (Figure 3c,d) appear less accurate, with R2 = 0.78–0.69 and RMSE = 0.13–0.08
for the velocity components u and v respectively. In particular, the Cartesian velocity plotted
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along the s direction is more dispersed and presents the highest errors in the divergent and final
reaches (s > 12 m).

The observed differences between the measured and simulated flow velocities may
affect wood transport even if the wood transport velocity in the simulation is the most
significant parameter (Equation (4), hereafter indicated simply as transport velocity) and
must be compared with the cylinder velocity observed in the experimental campaign.

Figure 4a shows the experimental velocity of the 30 wood pieces tracked during a
single test with release distance dtr = (−40, 0, 40) compared with the sampled average
experimental velocity (see Section 3.3 for sampling details), the simulated flow velocity
along the experimental average trajectory and an average transport velocity computed by
applying Equation (4).
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Figure 4. Comparison of the simulated flow velocity, the wood transport velocity (Equation (4))
and the sampled average experimental velocity for semi-congested wood transport simulation with
(a) the experimental velocities of one test in semi-congested conditions (30 logs released at 3 points)
and (b) the experimental velocities of an uncongested transport experiment [30].

Since the cylinders enter the flow in different positions, they are subject to a variable
velocity in the range of 0.07–1.2 m/s. In the upstream part of the flume, the velocity
always remains below 0.8 m/s, with an average value around 0.35 m/s, then it increases
and decreases due to the crossing of the narrowing. Empty parts of the graph are due to
systematic acquisition issues due to field lighting but do not affect the analysis of data. The
sampled average velocity follows the experimental trend. The flow velocity, computed by
the numerical model, is generally higher, and even more is the transport velocity, which
is modulated to replicate the surface velocity. The transport velocity is similar to the
experimental average velocity up to s = 9 m, then reaches a higher maximum of 1.1 m/s
and returns closer to experimental values for s > 13 m.

Figure 4b shows the experimental velocity of a realization of uncongested transport,
in which cylinders were released one by one, avoiding any interaction, at a transversal
distance equal to 0.4 m. This is one of the experiments used to derive the transport velocity
expressed by Equation (4) [30]. The experimental velocities for uncongested transport are
less dispersed than those of semi-congested experiments (Figure 4a) since, in this case, only
one release point was employed. The transport velocity follows the experimental velocity
up to s = 10 m. Then, it presents higher values in the constriction and lower values when
s > 13 m. The simulated flow velocity is generally lower than the experimental one but
reaches the same values in the constriction (s = 10–12 m), and the average experimental
velocity, which refers to the semi-congested experiments in Figure 4a, is lower than the
experimental trend in the narrowing and in the downstream part (s > 10 m).
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The differences highlighted between the experimental velocity for semi-congested
conditions and the transport velocity computed by the model may certainly impact the
matching of experimental and numerical results. However, since, at this stage, the aim is to
test the existing model, the transport velocity is kept unchanged (Equation (4)).

3.2. Effect of the Release Conditions

In the Eulerian model, the different entertainment modes that may occur in real events
are simulated for the three different release distances. For the Single and the Continuum
modes, the results are compared with the experiments consisting of the release of a single
log every 3 s (Figure 5, experiments with dtr = (−40, 0, 40)). Both methods catch the overall
distribution of the cylinders, except for a few logs that are positioned out of the contour
lines and the tendency of the numerical mass being slightly displaced towards the flume
axis, while the experimental logs remain nearer to the left flume wall. The Single mode
maintains a higher concentration (closed contour lines, with interval 0.0005 m3/m3 for
Figure 5) up to x = 8 m as if each log was identifiable before its mass being distributed in
the surrounding cells. In the Continuum mode, the concentration plumes are visible but do
not identify single logs.
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Figure 5. Top view of the flume comparing the experimental log positions and the contour maps for
the Single and Continuum release modes, starting from (a–d) 5 s to 35 s, with a time step of 10 s.

Due to the different release methods, a slight variation in the localization of the wood
concentration fronts is observed. The Continuum mode presents slightly advanced fronts
(e.g, Figure 5b,d) since in that case, the mass is released in 27 s with an impulsive initial
release at t = 0 s, while for the Single mode the release is gradually distributed on a 3 s
interval for each log.
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Note that the geometric limit of the top-view recording is at about x = 17 m, as shown
by the dashed line in Figure 5. The trajectory of the logs that pass beyond the line is not
available and, for this reason, no experimental log appears downstream of the dashed line.

To compare the results of the Cumulative release mode with the experiments, the
position of all the experimental logs at a fixed time after each release is considered (Figure 6),
as if they had all been released at the same time but neglected any interaction. In this way,
the physical trajectory of each cylinder is disregarded, while the focus is on the probable
distribution of the logs at a known time after their release.
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Figure 6. Top view of the flume—comparing the experimental log positions and the contour maps
for the Cumulative release mode, starting from (a–d) 5 s to 20 s, with a time step of 5 s.

As shown by Figure 6, the peak of the numerical concentration follows the most
probable position of the experimental logs, being able to model the delay of the fraction of
the wood mass that flows nearer to the left bank (see in particular Figure 6c,d). Overall, the
numerical wooden mass tends to spread towards the right side of the flume.

In Figure 6, the wood volume concentration limit is 0.001 m3/m3. The total transported
mass in the channel reach, although varying in time with different patterns, is preserved
by all the release modes, as shown in Figure 7, where it is compared with the total mass
released in the channel.

3.3. Simulation Accuracy for the Single and Continuum Release Modes

To assess the model capacity in transporting surface wooden debris, ten target areas
are identified in the flume from s = 4 m to s = 16 m (not to go beyond the downstream
frame limit). The areas are contiguous, as shown in Figure 8a. Two areas (a, f ) are upstream
of the narrowing, two (e, j) are downstream of it. Six additional areas (b, c, d, g, h, i) are
identified in the converging part, in the constriction and the diverging tract, and are limited
by the flume walls and axis. To compare the experimental and the numerical results, the
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experimental mass is obtained as the sum of the wooden mass of the logs that are located
in the target area at each sampling time. Note that one log is accounted for if its mass center
is included in the area. The numerical normalized mass is obtained as the sum of the wood
mass in each cell included in the target area at the sampling time.
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Both the experiments and the simulations are time discrete, i.e., the results are given
at a specific time instant. To provide a significant comparison, the data must be sampled
with an equal frequency. The sampling frequency was determined by analyzing the
power/frequency spectrum (Figure 9) of the average experimental streamwise position for
the tests with release distance dtr = (−40, 0, 40). As expected, the maximum frequency of
0.325 Hz corresponds to the release time interval of 3 s. According to the Shannon–Nyquist
theorem, to avoid aliasing and information loss, the sampling period was set to 1.5 s, i.e., a
frequency of 0.667 Hz, greater than twice the maximum frequency found through signal
analysis. This sampling period was used both to sample the experimental results (the
original data have a period of 0.0333 s, corresponding to the recording frame rate) and
to write the output data for the numerical simulations. Note that this frequency does not
affect the computational time step, defined in Section 2.2.
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Figure 9. Power spectrum diagram with the selected sampling frequency.

Figures 10–12 compare the experimental and the numerical wood mass hydrographs
in each target area, adopting either the Single release or the Continuum release mode, for
the test series with release distance dtr = (−20, 0, 20), dtr = (−40, 0, 40), dtr = (−60, 0, 60),
respectively. Each graph shows how the wood mass varies since the mass enters and exits
the area. In all the areas, the mass increases, then it reaches a plateau when the input and
output are in balance, and finally, it decreases when the input of mass ends. The mass in
each area never reaches the maximum (about 2.97 kg, as shown in Figure 7) since it starts to
flow out to the next area before the input ends. The total mass results are thus distributed
in the different areas at different times. Note that the mass of one cylinder is about 0.099 kg.
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Figure 12. Wood mass in the target areas (letters a–j corresponds to the target areas in Figure 8a) for
the experiments and the fully Eulerian simulations with dtr = (−60, 0, 60).

In Figure 10, the maximum experimental wood mass is observed in the left target
areas (a to e), mainly due to the upstream curve that induces flow curvature and centrifugal
acceleration, being nearly zero in the right target areas. The simulated wood mass is
smoothly distributed in time and reaches lower values in the left areas and higher values
in the right target areas. This reflects a higher diffusivity of the numerical result compared
with the experiments, as the transported mass tends to spread also transversally towards
the right flume wall. Forward and delayed tails of wood mass are observed for the
numerical results along the time axis, especially in the downstream areas c, d, and e, while
the experiments present sharper edges at the beginning and the end of the curves for any
target areas.

In both Figures 11 and 12, compared to Figure 10, an increase in the experimental
wood mass in the right target areas (f to j) is shown due to the larger distance among the
release boxes that allows the logs to float below the flume axis. The numerical mass is
similar to the experimental one in area f, while it is generally higher in the others, where
random appearances of a few experimental logs are observed. An exception is area j for
the largest release distance (Figure 12). In this case, several cylinders are observed, but the
numerical mass remains higher. As in Figure 10, the numerical mass in the left areas is
nearly the average or reaches at least the lower value of the experimental one. In any target
area, the rising limb is replicated with a similar accuracy by the two release modes, while
the decreasing limb is better simulated by the Single release mode.

Note that in the experiment logs are discrete quantities that transit through the target
areas, while in the numerical model, the mass is a continuous quantity. In the first case, the
experimental wood mass has been computed, accounting for the mass of the logs within
the area (the mass of a log is included when its center of mass enters the target area).
This results in a discontinuous trend of the mass. On the other hand, since the mass is a
continuous quantity in the numerical model, it is more distributed over the sampling area
despite the release mode.

To provide a quantitative comparison, the mean absolute error is computed for the
experimental and numerical mass in each couple of target areas a + f, b + g, c + h, d + i, and
e + j (Table 1). The largest errors appear in the initial or final target areas and are slightly
higher for the Continuum release mode, which tends to anticipate the exit of the wood mass
from the target area.

The actual wood mass transported by the modeled flow is computed as the sum of
the wood mass in all the target areas at each time. As an example, in Table 2, the mass at
t = 27 s is shown for each target area.

By repeating the same procedure for all the sampling times, the total mass is obtained,
as shown in Figure 13. At every time step, the total mass in the flume is lower than the total
mass inserted (about 2.97 kg, Figure 7) because some logs exit the target areas before the end
of the injection time, as also shown in Figure 5c. The experimental mass increases, then it
reaches a maximum of 2.5–2.8 kg at t = 25.5–28.5 s depending on the initial release distance,
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and then it decreases. Similar behavior is observed for the simulated mass. For the Single
release mode, the increase is slightly delayed, and a plateau is observed at t = 25.5–30 s.
The decreasing limb is overlapped with the experimental one, except for dtr = (−60, 0, 60)
(Figure 13c), where it is slightly anticipated. For the Continuum release mode, the mass
increase and the maximum level reached are very similar to the experimental ones, while
the decreasing tract is anticipated. Considering the curves for the three release distances,
the average correlation coefficient is 0.993 and 0.974 for the Single and Continuum release,
respectively, while the average percentage error in estimating the maximum mass is 12.5%
and 3.6%, respectively. This confirms that the Single mode better replicates the mass trend
over time but underestimates the maximum value reached, i.e., the input and output of
mass from each target area are not in time with the experiments.

Table 1. Mean absolute errors (MAE) for the experimental and numerical mass in each couple of
target areas. Highlighted in italics are the highest values.

Release Distance Release Mode a + f b + g c + h d + i e + j

dtr = (−20, 0, 20)
Single 0.076 0.043 0.059 0.063 0.083

Continuum 0.113 0.046 0.061 0.065 0.124

dtr = (−40, 0, 40)
Single 0.079 0.040 0.041 0.041 0.066

Continuum 0.116 0.043 0.045 0.041 0.101

dtr = (−60, 0, 60)
Single 0.127 0.056 0.050 0.039 0.094

Continuum 0.152 0.064 0.052 0.045 0.142

Table 2. Mass at t = 27 s for all the areas, for the experiments and simulations with dtr = (−40, 0, 40).
The last column shows the total mass, as the sum of the values in each row.

Mass at t = 27 s [kg]

a b c d e f g h i j Total Mass

Experiments 0.893 0.230 0.099 0.198 0.595 0.397 0 0 0 0 2.48
Single mode 0.903 0.125 0.06 0.095 0.408 0.430 0.053 0.032 0.036 0.181 2.33

Continuum mode 1.003 0.139 0.077 0.103 0.454 0.478 0.060 0.036 0.039 0.201 2.59
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3.4. Simulation Accuracy for the Cumulative Release Mode

The instantaneous release of the whole wood mass is performed to check the model ca-
pability to estimate the most probable positioning of large wood. In this case, the simulation
should be regarded as a numerical test and not as the exact replication of the experiments
since the release mode is different from the real one. The comparison is performed with the
experimental data manipulated as the logs were released simultaneously, while during the
experiments, a triplet of logs was released every 3 s.

For this reason, only one simulation is here shown, with the initial conditions set from
the average conditions for release distance dtr = (−40, 0, 40). Figures 14 and 15 show the
comparison of the wood mass variation in each target area and of the total mass in the
flume. Focusing on the single areas, the experimental mass flows mainly in the left target
areas, in the first right area with some logs also entering areas g and h. The numerical
mass is evenly distributed and more diffused, as shown by the reduced peaks on the right
side (b, c, d, e) and the highest peaks on the left side (g, h, i, j). The beginning and the end
of the numerical mass trends are generally anticipated with respect to the experimental
ones, suggesting that the transport velocity, together with the mass diffusion, could have
fastened the front arrival in the target areas. The MAEs in Table 3, computed for each
couple of target areas, reflect such inaccuracies in reproducing the mass evolution through
the different target areas.
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Table 3. Mean absolute errors (MAE) for the experimental and numerical mass in each couple of
target areas. Highlighted in italics are the highest values.

Release Distance Release Mode a + f b + g c + h d + i e + j

dtr = (−40, 0, 40) Cumulative release 0.161 0.092 0.107 0.145 0.236

The total mass in the flume is obtained as the sum of the mass in each target area at
each time (Figure 15). The numerical results present a little delay in the increasing tract since
the entire mass is injected in 3 s. After 3 s, the numerical mass equals the total experimental
mass flowing in the flume. The exit of the numerical mass is anticipated, probably because
of the advanced position of the wood mass front in the simulation with respect to the
foremost positions of logs in the experiments (as also shown in Figure 6). The correlation
coefficient, R2 = 0.891, confirms the mismatch observed, while the small percentage error in
the estimate of the maximum mass, −1%, demonstrates that the Cumulative mode is also
able to reproduce the injected mass transport, despite some time lag.

4. Discussion

The proposed model, which considers the transport of floating large wood as a passive
substance, is applied to a series of flume experiments of semi-congested wood transport.
To compare the experimental and numerical results and assess the model accuracy under
steady flow with gradually varied velocity, the transported mass is compared in a series of
target areas that are located along the flume. Different release distances and release modes
are also tested.

The results show that the Eulerian numerical model tends to underestimate the wood
mass in the left-side target areas (a to e) by distributing the wood mass also in the right-side
areas. This is observed for any release distance and any release mode.

To assess if this depends on the proposed Eulerian model, a simulation of one test
with dtr = (−40, 0, 40) is also performed with the Eulerian–Lagrangian model ORSA2D_WT
to provide a comparison, as such models are considered as a benchmark in the literature
when dealing with large wood transport.

The model, applied both to flume and field experiments [23,24], implements a dynamic
subroutine to compute wood transport in the hydrodynamic model ORSA2D, i.e., the
same hydrodynamic module used as the basis for the Eulerian model presented in the
previous paragraphs. The hydrodynamic forces are computed for each cylinder with proper
hydrodynamic coefficients [42]. A two-way coupling, i.e., the effect of the wood on the
water, is also implemented. In this case, a single test, and not an average test, is simulated.
Figure 16 shows a time sequence of the experimental and numerical log positions.

The initial positions for the numerical logs are derived from the experiments, as well
as time-averaged planar and angular initial velocities. The numerical logs do not follow
exactly the experimental log trajectories, but the log distribution and the time of arrival
at the narrowing (Figure 16b) are similar. In the second part of the flume, the log position
is more scattered and differs from the experiments. This can be ascribed to the increased
turbulence and mixing in the divergent. Note that the hydrodynamic model does not
include the modeling of turbulence, which contributes to the variation of log positions.

The mass variation in the target areas was also computed in this case, as shown in
Figure 17. The Lagrangian model shows that a higher number of logs, with respect to the
experiments, floats in the right-side target areas. The increase and decrease in mass in
the left-side areas are well replicated. In this case, the MAE is always below 0.06 (0.042,
0.04, 0.045, 0.045 and 0.053 for areas a + f, b + g, c + h, d + i and e + j). The numerical total
mass (Figure 18) follows the experimental one, both in terms of shape and maximum value.
The correlation coefficient is 0.995, and the error for the maximum mass is zero. In this
case, the impulsive increase in mass due to a single log entering the flume is visible both
for the experiments and for the simulation, as the Lagrangian model treats each log as a
separate entity.
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As the different mass distribution in the left and right side of the flume also appears
in the Eulerian–Lagrangian model and seems to be independent of factors related to
the test configuration, it may be related to differences in the simulated flow velocity
that may affect the evaluation of the transport velocity in the Eulerian model and of
the hydrodynamic forces in the Eulerian–Lagrangian approach. The comparison of the
measured and simulated velocities (Figure 3) shows, indeed, some incongruity in terms of
correlation, with values lower than 0.8, although the qualitative comparison of the velocity
vectors (Figure 19) does not highlight major differences. The velocity magnitudes are
consistent, as well as its direction, apart from two points of measure on the right side of the
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flume, in the divergent and downstream of it, where the measured velocity appears to be
much lower than the measured one, and two points on the left, in the divergent, where the
numerical velocity is also lower than the measured one (about 0.6 m/s in the simulation,
0.89 m/s in the measurement, bordered by a dashed line in Figure 19). For the remaining
points of measure, the velocity vectors are in agreement, with a correlation coefficient
R2 = 0.947 (against a value of 0.762 obtained considering the entire set), confirming the
overall reliability of the hydrodynamic model, apart from local uncertainties. The higher
velocity on the right side of the flume and the lower one on the left may contribute to the
displacement of the numerical wood mass across the flume axis.
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Considering the mass variation along the flume axis, the model accuracy is not uniform
along with the considered target areas, with the highest differences recorded in the initial
or final areas and for the Cumulative release mode. The main differences can be ascribed
both to the different distribution of the mass across the flume axis and to the different
timing of increase and decrease in the mass in each target area. This is also observed when
considering the mass variation in the entire flume. The Continuum mode tends to anticipate
the mass reduction, although it can simulate with higher accuracy the wood mass peak
with respect to the Single release mode. For the Cumulative release mode, too, the maximum
mass is well-replicated while both the rising and decreasing limbs of the curve are different
from the experimental trend.

The release distance does not affect the model accuracy, and the calculated errors are
similar for any test configuration.

By comparing the results of the fully Eulerian model and the Eulerian–Lagrangian
model, it appears that the mass distribution in the target areas is similar, although the com-
puted errors are generally lower for the latter. In addition, the Eulerian–Lagrangian model
can replicate the increase and decrease in the total mass by maintaining its discontinuous
trend, which is typical of the transport of discrete elements.
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5. Conclusions

The analysis of the errors resulting from the different release modes shows that the
Single release mode provides better temporal evolution of the mass, while the Continuum
and the Cumulative release modes replicate with higher accuracy the maximum mass in
the flume. A tendency to transport the mass across the flume axis (from the left side to the
right side) is shown by all the release modes, leading to the reduction of the accuracy when
considering single target areas.

The overall accuracy is, however, lower than the accuracy of the Eulerian–Lagrangian
model, which shows similar issues regarding the distribution of the cylinders in the right
and left sides of the flume.

The experimental campaign aimed at modeling semi-congested transport conditions,
in which the interactions between logs were low and observed only downstream of the
constriction. Under such conditions, the cylinders float separately and maintain a scattered
distribution for most of the time. Such behavior is better replicated by the Lagrangian
approach, which considers each cylinder as a single entity transported by the flow.

The application of the fully Eulerian model shows that considering the wood mass
as a superficial substance transported by the flow affects the result accuracy, especially
when the interaction between the transported cylinders is low. However, although under
the highlighted limitations, the transport of large wood modeled with a fully Eulerian
approach provides promising results since it may help in overcoming some issues of the
Eulerian–Lagrangian approach. For example, when dealing with the gradual entrainment
of wood, detailed information on the exact timing of the entrainment of a single log is not
necessary. The estimate, or the design of different scenarios, of the total mass and the total
entrainment time, in addition to the entrainment location, are sufficient to perform the
simulations, reducing the amount of required input data. Considering its highest accuracy
in replicating the total mass, the Continuum mode should be preferred, probably smoothing
the rising and decreasing limb to improve the modeling of the mass variation.

As shown by the simulation with the Cumulative release mode, the Eulerian model
could also be employed to estimate the most probable position of floating large wood mass,
taking care, again, of the slight acceleration of the increase and decrease in wood mass.

The time lags observed within the fully Eulerian model can depend on the transport
velocity. The analysis of the experimental velocities shows that a higher difference exists
between the experimental velocity for semi-congested transport and the Eulerian model
transport velocity, based on uncongested transport data. To overcome this issue, which may
affect the mass variation in the single target areas and in the flume, a re-modulation of the
transport velocity should take into consideration the effect of the semi-congested transport
on the flow velocity. This may be obtained by implementing a two-way coupling between
the flow velocity and the transported mass for the Eulerian model, thus considering the
interaction between the wood and the flow and abandoning the strict definition of large
wood as a passive substance.

In addition to the ability to model wood passage at critical sections, the fundamental
steps towards the complete applicability of the model are (i) the simulation of jam formation,
including the arrest mechanism, and (ii) the two-way coupling between shallow water
and wood transport equations to allow the model to predict not only the influence of
wood on the water but also the backwater effect in case of jam formation. As to the
author’s knowledge, such features are provided by some Lagrangian models dealing with
large wood transport, but additional research, including experiments and mathematical
conceptualizations, are needed to extend these capacities to the Eulerian approach.
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