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Abstract: Many studies have applied the Long Short-Term Memory (LSTM), one of the Recurrent
Neural Networks (RNNs), to rainfall-runoff modeling. These data-driven modeling approaches learn
the patterns observed from input and output data. It is widely known that the LSTM networks
are sensitive to the length and quality of observations used for learning. However, the discussion
on a better composition of input data for rainfall-runoff modeling has not yet been sufficiently
conducted. This study focuses on whether the composition of input data could help improve the
performance of LSTM networks. Therefore, we first examined changes in streamflow prediction
performance by various compositions of meteorological variables which are used for LSTM learning.
Second, we evaluated whether learning by integrating data from all available basins can improve the
streamflow prediction performance of a specific basin. As a result, using all available meteorological
data strengthened the model performance. The LSTM generalized by the multi-basin integrated
learning showed similar performance to the LSTMs separately learned for each basin but had more
minor errors in predicting low flow. Furthermore, we confirmed that it is necessary to group by
selecting basins with similar characteristics to increase the usefulness of the integrally learned LSTM.

Keywords: hydrological modeling; long short-term memory; machine learning; rainfall-runoff
modeling; streamflow prediction

1. Introduction

Hydrological prediction supports short-term flood risk mitigation and long-term
water system management, providing essential information for developing agricultural
and economic [1–3]. In addition, as climate change is expected to cause frequent abnormal
events such as extreme floods and droughts, accurate hydrological predictions have great
social significance as well as scientific value [4].

Hydrological models enable simulation and prediction for streamflow based on me-
teorological observations [5]. Rainfall-runoff models for hydrological predictions can
generally be divided into process-based and data-driven models. Regardless of the applied
hydrologic modeling approach, any model will usually be calibrated for specific basins for
which observed time series of meteorological and hydrological data can be used [6]. The
calibration procedure is required because models are only simplifications of actual basin
hydrology, and model parameters must effectively represent non-resolved processes and
any effect of subgrid-scale heterogeneity in basin characteristics [7,8].

The traditional process-based approach is to develop conceptual models with fixed
structures and parameters that reflect our physical understanding of internal basin struc-
tures and functions, such as rainfall-runoff processes and their interactions, and then
apply these prespecified structures to different basins by adjusting the model parameter
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values [9]. These models are based on various hydrological processes, and the models
can provide reasonable streamflow simulations when the processes are well-captured.
However, process-based models are limited by our understanding and ability to represent
these processes and computational resources [10].

On the other hand, data-driven models can provide accurate predictions in various sit-
uations [3,11]. Time series Machine Learning (ML) has recently emerged as a powerful and
versatile modeling tool in hydrology [6,12–16]. In particular, the Long Short-Term Memory
(LSTM), one of the ML approaches, has been tested and studied in hydrological modeling
over the past few years, and its potential has been demonstrated in many applications,
such as streamflow and flood prediction [6,10,14,17–22].

Unlike process-based models, ML models are less influenced by model structural
errors because they directly learn response patterns from abundant observation without
requiring manually designed features or strong structural assumptions [4,23,24]. LSTM also
does not know governing process equations that empirically describe the principle of mass
conservation and the rainfall-runoff process. That is, LSTM is a pure data-driven model
that can learn system patterns related to dynamic system behavior observed in input and
output time series data. Therefore, physical processes and appropriate model parameters
must be learned from observations during model calibration (training). For this reason,
LSTM relies heavily on the length and quality of data always available for learning [6,22].

Currently, LSTM is mainly used under the big data paradigm. The essential input data
for hydrological time series modeling is rainfall observations. Process-based models predict
hydrological information of a target basin based on rainfall input. As the case may be, other
meteorological variables such as temperature and potential evapotranspiration, which
are major in the hydrological cycle, are additionally input to the models considering the
constructed hydrologic processes. Hydrological time series modeling using a data-driven
approach (including LSTM) likewise learns rainfall time series. For example, Le et al. [19]
predicted runoff by learning 18 years of daily rainfall data, and Tian et al. [25] used ten
years of rainfall and temperature data for model learning. Additionally, in modeling
for the United States, where relatively high-quality observations such as the Catchment
Attributes and Meteorology for Large-sample Studies (CAMELS) data set are available,
various meteorological information, including 15 years of rainfall, temperature, snow-water
equivalent, humidity, and downward shortwave radiation, were used [6,18]. However,
regardless of the promising application of LSTM in studies with long-term data records,
the model’s predictive performance for the composition of learning data (meteorological
information) has not been sufficiently investigated.

Furthermore, data from only one basin is usually input for learning one model when
modeling the rainfall-runoff process. However, it is practically not easy to secure long-term
hydrological data containing all the hydrological characteristics of a basin. Lacking data can
hence cause problems such as overfitting and out-of-distribution prediction as the model
may not sufficiently learn the hydrological processes of the basin, or it may learn only
the processes under certain hydrologic conditions (e.g., dry or wet) [22]. Using abundant
training datasets makes networks learn input-to-output relationships of more general and
abstract patterns. Therefore, our assumption is that learning data for multiple available
basins may help LSTM understand the rainfall-runoff process better.

In summary, our main questions are: (1) how the model’s predictive performance
differs if the learning data composition varies, and (2) whether a single model trained
for multiple basins can better reproduce streamflow in a specific basin. Therefore, in this
study, two experiments are performed. The first experiment tests the abilities of each
LSTM network by changing the combinations of meteorological input variables, and the
second experiment investigates whether a single network trained for multiple basins can
provide an improved rainfall-runoff response. The streamflow time series simulated from
the conceptual hydrologic model is used as a benchmark for relative comparison.



Water 2022, 14, 2910 3 of 17

2. Materials and Methods
2.1. Model
2.1.1. Long Short-Term Memory Network

This study considers the LSTM, a type of artificial neural network recently proposed
for hydrological modeling. The LSTM network is a particular case of the Recurrent Neural
Network (RNN) and is designed to utilize the sequential order of input variables [26,27].
Accordingly, to overcome the long-term dependency problem of data [28], this network has
been adopted in various hydrological studies [10].

An LSTM cell (see Figure 1a) constructs a complex internal computational logic by
using hidden (ht) and cell (ct) state variables and three gates—forget (f ), input (i), and
output (o) [26]. For more detailed information on internal calculations of LSTM cells and
LSTM networks in terms of hydrology, see Kratzert et al. [6].
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However, we would like to emphasize that our goal is to investigate the potential of 
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same LSTM configuration is applied for all basins and experiments, and it should be noted 
that these applications can affect the performance of the LSTM. 

Figure 1. (a) Schematic diagram of a recurrent neural network. The input data (xt) for each time step
(t) is input to each cell in the first recurrent layer, and the output of each recurrent cell is supplied
to the cell of the next time step and the next recurrent layer. The output of the last recurrent layer
in the last time step is supplied to the dense layer to calculate the final prediction (y); and (b) the
internal operation of an LSTM cell, where f stands for the forget gate, i for the input gate, and o for
the output gate. Note that xt denotes the input at time step t, ct denotes the cell state, and ht denotes
the hidden state.

An LSTM network with two LSTM layers and one density layer was constructed
through pre-experiments. This network receives meteorological variables such as rainfall
as input and calculates output variables (here, streamflow) through each layer. One of
the hyperparameters in this design is the length of the input sequence, which means the
number of days of meteorological input data entered into the network for the prediction of
the next streamflow value. We kept this value constant at 365 days to capture at least the
dynamics of the entire annual cycle. The epoch, the number of iteration steps for learning,
is set to 100, and the runoff dynamics can be better represented as the epoch increases.
However, overfitting may occur if learning is iterated too much unnecessarily. Overfitting
is hence minimized using a dropout (20%). In addition, 20% of the learning data is set as
validation data. The learning is stopped if the validation result does not improve even after
20 iterations to reduce unnecessary iterations and minimize the calculation cost. Here, the
Mean Square Error (MSE) is applied as the loss function.

However, we would like to emphasize that our goal is to investigate the potential of
the method, not the LSTM that implements the best possible performance. Therefore, the
same LSTM configuration is applied for all basins and experiments, and it should be noted
that these applications can affect the performance of the LSTM.
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2.1.2. Benchmark Model

We used the process-based hydrologic model (Eco-Hydrological Partitioning Model,
EHPM) by Choi and Kim [29] as a benchmark model to relatively evaluate the performance
of the LSTM. This hydrologic model is a conceptual hydrological partitioning model that
divides the basin into a surface layer, a soil layer, a shallow aquifer, and a deep aquifer
in a vertical direction and calculates the partitioning process of rainfall using empirical
formulas. The model requires rainfall and potential evapotranspiration data as input
data, and it can explicitly simulate hydrological components such as streamflow, actual
evapotranspiration, and soil moisture. Ten model parameters were calibrated for each basin
using the Shuffled Complex Evolution Metropolis (SCEM) algorithm [30] to reproduce
the hydrologic processes within each basin. The benchmark model showed satisfactory
streamflow prediction performance with a Kling-Gupta Efficiency (KGE) [9] of 0.7 or more
for the basin in Korea; and more information on this model, see Choi and Kim [29].

2.2. Study Area and Data

In this study, the performance of LSTM is evaluated for 13 dam basins in Korea,
where streamflow data are available (see Figure 2). For the learning and prediction of
LSTM, streamflow data and meteorological data from 2001 to 2020 were secured. We
collected daily rainfall and other meteorological data—minimum and maximum surface air
temperature, dew point temperature, and wind speed—that affect each study basin from the
Meteorological Data Portal (data.kma.go.kr) of the Korea Meteorological Administration
(KMA). Then, spatial mean time series for each basin were calculated using the Thiessen
method. In addition, potential evapotranspiration for model input was calculated using
the Penman-Monteith method from meteorological data [31,32]. Dam inflows observed at
dams located at the end of each basin were considered the streamflow in the corresponding
basin. Brief information on the selected basins is presented in Table 1.
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Table 1. Summary of hydro-meteorological information for the selected 13 basins.

Basin Number Basin
Name

Area
(km2)

Annual Mean
Precipitation, P

(mm/year)

Annual Mean
Streamflow, Q

(mm/year)

Runoff
Ratio

Curve
Number

1 Chungju 6661.5 1305.7 742.0 0.57 64.2
2 Soyanggang 2694.3 1276.1 803.5 0.63 53.8
3 Namgang 2281.7 1519.8 1027.1 0.68 65.2
4 Andong 1590.7 1178.0 606.0 0.51 61.4
5 Imha 1367.7 1115.5 466.9 0.42 67.8
6 Yongdam 930.4 1446.6 815.9 0.56 64.3
7 Hapcheon 928.9 1329.0 712.5 0.54 59.5
8 Seomjingang 763.5 1388.2 785.6 0.57 69.6
9 Goesan 676.7 1294.4 651.1 0.50 68.7

10 Woonmoon 301.9 1149.1 705.5 0.61 68.6
11 Hoengseong 207.9 1335.0 777.7 0.58 54.1
12 Boryeong 162.3 1160.5 770.3 0.66 59.1
13 Gwangdong 120.7 1311.2 721.4 0.55 70.1

2.3. Experimental Setup

In this study, two experiments are performed, and Figure 3 shows the flowchart of
each experiment. Sections 2.3.1 and 2.3.2 describe each experiment in detail.

2.3.1. Experiment 1: Combination of Input Data for Learning

In the first experiment, our main question is how to construct the input data in
hydrologic modeling with LSTM networks. This experiment is a pre-experiment of the
second experiment, which tests the general functionality of the constructed LSTM network
for rainfall-runoff modeling and examines the performance changes by the composition of
meteorological data for learning.

As mentioned above, inputting rainfall is essential for learning LSTM for rainfall-
runoff modeling, and temperature information is used additionally in some cases
(see Section 1). In some data-rich areas, all observed meteorological information is used for
learning. In the conceptual hydrologic model used as a benchmark in this study, potential
evapotranspiration, one of the critical information in the basin hydrologic process, is used
as input data along with rainfall data [29].

Therefore, in this experiment, four combinations of input variables are constructed:
(1) using only rainfall data (Case P); (2) using rainfall and temperature (minimum and
maximum) data (Case P+T); (3) using rainfall and potential evapotranspiration data (Case
P+E); and (4) using all meteorological data (rainfall, minimum and maximum temperature,
dew point temperature, wind speed, and potential evapotranspiration) (Case ALL).

Experiment 1 yields 52 separately trained networks (one for each of the 13 basins for
four cases). To compare the prediction performance by the combinations of input data,
we compared the streamflow predicted by each individually learned network with the
observed streamflow.
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2.3.2. Experiment 2: Multi-Basins Integrated Learning

For all data-driven approaches, networks learn the entire hydrological processes purely
from training data. Deep learning models perform well when extensive long-term data
are available [24]. An abundant training data set helps the networks learn relationships
between the input and output sequences with more general and abstract patterns.

Therefore, training integrally multiple available basins may help gain a more general
understanding of rainfall-runoff processes. For example, there are two basins with similar
behavior, and the first of the two basins does not have extreme rainfall events or extended
drought periods during the learning periods while having these events during the test
period. If the second basin experienced similar events in the training set, the LSTM
could learn the response behavior to these extreme events and use this knowledge in the
first basin.

Based on this assumption, the second experiment aims to analyze how well the
network architecture can be generalized (or regionalized) for all basins within a particular
region. We trained one network by combining available data from all basins assuming that
the 13 dam basins selected in this study have similar hydrological characteristics.

2.4. Model Evaluation

The LSTM learning progresses using the meteorological and streamflow data from
2001 to 2010. The trained LSTM networks use the meteorological data from 2011 to 2020
as input data to compute the predicted streamflow, which is evaluated by comparing it
with the observed streamflow. The five metrics are used for model evaluation in this study
are: (1) Root-mean-square error (RMSE); (2) coefficient of determination (R2); (3) Nash-
Sutcliffe efficiency (NSE) [33]; (4) Kling-Gupta efficiency (KGE) [9]; and (5) correlation
coefficient (c.c). All metrics are reported for the test period. The threshold of R2 and NSE
for good performance is between 0.5 and 0.65 [34]. Likewise, if KGE is higher than 0.6, the
simulations can be considered a good description of the observations [35]. RMSE close
to zero indicates a small error between the simulations and the observations. A strong
correlation is assumed when c.c > 0.7 [36,37].

For reference, our LSTM requires 365 days of antecedent meteorological data as input
data to compute one streamflow (see Section 2.1.1), so we cannot simulate the initial year
(2011) of test periods. The benchmark model also excluded the initial year for the evaluation
because the warm-up period is essential to minimize the influence of the initial conditions.
The practical evaluation of both data-driven and process-based models is calculated except
for the initial years. Therefore, the performance of the predicted streamflow from 2012 to
2020 is evaluated in this study.

3. Results and Discussion
3.1. Best Combination of Input Variables for LSTM Learning

Figure 4 compares the predicted streamflow (2012–2020) in Basin 2 from each LSTM
and EHPM as an example for Experiment 1, Figure 5 summarizes the performance of the
models for all basins during the test period. The LSTM networks trained in this study
show poor results in some applications, but all median values of each metric are above the
thresholds, meaning that the trained LSTMs properly reflect the hydrological processes of
each basin and predict the streamflow well overall.

The median values of RMSE, R2, and c.c for four applied cases are similar with
about 3.28–3.43 mm/day, 0.71–0.73, and 0.84–0.86, respectively, but the performances
between basins have some differences for cases. The LSTMs that learned only rainfall
(case P in Figure 5) show the most considerable performance bias in most metrics, and
the LSTMs that learned rainfall and potential evapotranspiration (case P+E in Figure 5)
also show significant differences by basin. When learning rainfall and temperature (case
P+T in Figure 5), it cannot be said that it is improved overall compared to case P, but the
performance bias decreases compared to case P by adding temperature information.
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In this result, we should notice that the LSTMs that learned all available meteorological
information (Case ALL in Figure 5) perform relatively robustly. The NSE of this case shows
a slightly lower median value than Cases P and P+T but the smallest bias. The KGE of Case
ALL shows the highest median and slightest bias. Other metrics similarly show robust
results regardless of the basin.

In learning the rainfall-runoff processes using only rainfall data as input, some ap-
plications show that it is relatively difficult to learn the abnormal hydrologic processes of
a basin that are not explained by rainfall data alone. Errors in computing the potential
evapotranspiration from meteorological data may be reflected in the learning of LSTM,
which may degrade its performance. However, the results of Cases P+T and ALL show that
the model can be made robust by adding the data. It means that the abnormal processes
of a basin, which are challenging to learn only with rainfall information, can be learned
relatively well by adding information such as temperature, dew point, and wind speed.

Water 2022, 14, x FOR PEER REVIEW 7 of 17 
 

 

region. We trained one network by combining available data from all basins assuming 
that the 13 dam basins selected in this study have similar hydrological characteristics. 

2.4. Model Evaluation 
The LSTM learning progresses using the meteorological and streamflow data from 

2001 to 2010. The trained LSTM networks use the meteorological data from 2011 to 2020 
as input data to compute the predicted streamflow, which is evaluated by comparing it 
with the observed streamflow. The five metrics are used for model evaluation in this study 
are: (1) Root-mean-square error (RMSE); (2) coefficient of determination (R2); (3) Nash-
Sutcliffe efficiency (NSE) [33]; (4) Kling-Gupta efficiency (KGE) [9]; and (5) correlation 
coefficient (c.c). All metrics are reported for the test period. The threshold of R2 and NSE 
for good performance is between 0.5 and 0.65 [34]. Likewise, if KGE is higher than 0.6, the 
simulations can be considered a good description of the observations [35]. RMSE close to 
zero indicates a small error between the simulations and the observations. A strong cor-
relation is assumed when c.c > 0.7 [36,37]. 

For reference, our LSTM requires 365 days of antecedent meteorological data as input 
data to compute one streamflow (see Section 2.1.1), so we cannot simulate the initial year 
(2011) of test periods. The benchmark model also excluded the initial year for the evalua-
tion because the warm-up period is essential to minimize the influence of the initial con-
ditions. The practical evaluation of both data-driven and process-based models is calcu-
lated except for the initial years. Therefore, the performance of the predicted streamflow 
from 2012 to 2020 is evaluated in this study. 

3. Results and Discussion 
3.1. Best Combination of Input Variables for LSTM Learning 

Figure 4 compares the predicted streamflow (2012–2020) in Basin 2 from each LSTM 
and EHPM as an example for Experiment 1, Figure 5 summarizes the performance of the 
models for all basins during the test period. The LSTM networks trained in this study 
show poor results in some applications, but all median values of each metric are above 
the thresholds, meaning that the trained LSTMs properly reflect the hydrological pro-
cesses of each basin and predict the streamflow well overall. 

 

Water 2022, 14, x FOR PEER REVIEW 8 of 17 
 

 

 
Figure 4. Scatterplots of observed and predicted streamflow during the test period, where P is the 
case where only rainfall is input, P+T is where rainfall and temperature are input, P+E is where 
rainfall and potential evapotranspiration are input, ALL is where all meteorological information is 
input, and EHPM is the benchmark model. 

 
Figure 5. Summary of streamflow prediction performance during the test period (2012 to 2020). 
Here, P is the case where only rainfall is input, P+T is where rainfall and temperature are input, P+E 
is where rainfall and potential evapotranspiration are input, ALL is where all meteorological infor-
mation is input, and EHPM is the benchmark model. Noted that circle markers are median values, 
and bars denote the first and third quartiles. Translucent dots are the results for each basin, and 
curved lines show the kernel density curves. 

The median values of RMSE, R2, and c.c for four applied cases are similar with about 
3.28–3.43 mm/day, 0.71–0.73, and 0.84–0.86, respectively, but the performances between 

Figure 4. Scatterplots of observed and predicted streamflow during the test period, where P is the
case where only rainfall is input, P+T is where rainfall and temperature are input, P+E is where
rainfall and potential evapotranspiration are input, ALL is where all meteorological information is
input, and EHPM is the benchmark model.
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Figure 5. Summary of streamflow prediction performance during the test period (2012 to 2020).
Here, P is the case where only rainfall is input, P+T is where rainfall and temperature are input,
P+E is where rainfall and potential evapotranspiration are input, ALL is where all meteorological
information is input, and EHPM is the benchmark model. Noted that circle markers are median
values, and bars denote the first and third quartiles. Translucent dots are the results for each basin,
and curved lines show the kernel density curves.

Furthermore, we calculated the dry index (annual potential evapotranspiration /annual
rainfall) and then analyzed metrics for each case by considering it (see Figure 6). Here,
RMSE, sensitive to the overall flow scale, was excluded from the analysis. As the dry index
increases, the overall performance tends to decrease (although it is unclear in KGE). In
particular, the benchmark model is more sensitive to dry conditions of the basins, which
means that the process embedded in the model is difficult to reflect the hydrologic process
in the dry basin.

The performance of LSTMs trained for four cases is also affected by the dry and wet
conditions of the basins. LSTM primarily learns the rainfall-runoff process in a basin
by learning the behavior of rainfall. However, drier basins have a higher proportion of
processes in which rainfall is converted into infiltration and evaporation. It means the
direct correlation between rainfall and runoff is bound to decrease, making learning the
rainfall-runoff process difficult.
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Nevertheless, Case ALL, which shows relatively robust performance with a slight
bias between basins and a higher median value in Figure 5, are less affected by basin
conditions. All additional meteorological input information is variables that can explain
the hydro-meteorological conditions of the basins. For example, the surface temperature is
closely related to soil moisture and vegetation growth, which is one of the variables that
explain the infiltration and evapotranspiration processes. Dew point temperature, wind
speed, and potential evapotranspiration can all help an LSTM learn hydrological processes
that are difficult to learn from only rainfall. Our results suggest that using all available
meteorological variables as input data in hydrological modeling using an LSTM may help
output more robust results.

3.2. One LSTM for Predicting Streamflow in Each Basin

Since using all meteorological information as input variables showed the best results
in Experiment 1, all information was likewise used as input data for LSTM in Experiment 2.
In Experiment 2, the outputs from one model trained with data integrating information
from all basins were analyzed.

Figure 7 is an example (Basin 4) of the observed and predicted streamflow time series
during test period for each case, and Figure 8 summarizes the performances for all basins
as box plots. Here, CASE 1 shows the performances of 13 LSTMs learned separately using
all meteorological data for each basin in Experiment 1 (i.e., case ALL in Figure 5), and CASE
2 shows the performance for each basin from one LSTM learned with all meteorological
data for all basins. The median value of each metric for CASE 2 showed better performance
than the benchmark model (see Figure 8). However, in all metrics, there are no significant
differences from CASE 1. NSE and KGE increased by 0.01, while R2 and c.c decreased by
0.01. The median value of RMSE was improved by about 10%.
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Figure 8. Boxplots for streamflow prediction performances of the benchmark model (EHPM), the
separately learned LSTM (CASE 1), and the integrally learned LSTM (CASE 2). Note that the red
lines are median values, the blue boxes represent the first and third quartile, the whiskers represent
the range between maximum and minimum values, and the red cross markers are the outlier. The
value on the side of a box is its median value.
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For a more detailed comparison, the differences (CASE 2 minus CASE 1) for each metric
for each basin are shown in Figure 9. For some basins, the integrally learned model (CASE 2)
is worse than the separately learned model (CASE 1). However, it can be confirmed that
most performance is similar or improved except for Basin 5 in Figure 9, although it varies
depending on a metric. The runoff ratio of Basin 5 is 0.42 (see Table 1), which is significantly
different from the rest of the basins having a range of 0.50 to 0.68. We assumed that all study
basins have similar hydro-meteorological characteristics, but Basin 5 actually has different
characteristics. A low runoff ratio means the basin is relatively dominated by infiltration,
storage, or evapotranspiration processes compared to other basins. To solve this problem,
building a more generalized model by learning more basins or a more regionalized model
by grouping basins with consideration for their characteristics is necessary. However, it
seems that the integrally learned LSTM in this experiment is also generalized well enough
to reasonably predict streamflow in the basins (see Figures 8 and 9).
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represent the mean difference.

The main implication of the result of this experiment is that a model that reasonably
performs in any basins within any region (i.e., a well-generalized model) can potentially
be used as a tool for predicting streamflow in an ungauged basin. The streamflow predic-
tion in ungauged basins is one of the significant challenges in the hydrology field [38,39].
However, much data is needed to account for the rainfall-runoff process and variations
across various spatial and temporal scales, making streamflow simulation in the data-scarce
region particularly difficult [40]. Similar to the integrated learning of this study, [41] has sat-
isfactorily predicted ungauged basins that were not included in training by simultaneously
learning several gauged basins. Our results of this experiment also show that the LSTM,
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which is integrally learned for information from all basins, is well generalized. Although
no significant improvement was confirmed, this experiment shows that LSTM networks
can be used to predict ungauged basins through further research.

3.3. Performance Evaluation for Flow Segments

The integrated learning is one way to supplement insufficient learning data. If different
rainfall-runoff processes can be learned in multiple basins, there is a possibility of learning
the processes that cannot be learned in independent training. To reinforce the analysis in
Section 3.2, we divided the observed streamflow into four segments at the same interval
from top to bottom (see Table 2) and computed the RMSE of the predicted streamflow
corresponding to the observations for each segment (see Figure 10). CASE 2 in Figure 10
shows that the RMSE decreases overall as information on multiple basins is learned. In
particular, the RMSE of the low-flow segment (Q4) had a median value of 0.4144 with
outliers when individually trained (CASE 1), but the median of the errors decreased by
about 33% with the significantly reduced bias between watersheds through the integrated
learning (CASE 2).

Table 2. Classification of ranges for flow magnitude.

Segment Magnitude of Flow Range of Percentile

Q1 Highest flows 0 to 0.25
Q2 Higher flows 0.25 to 0.5
Q3 Lower flows 0.5 to 0.75
Q4 Lowest flows 0.75 to 1
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50%, Q3 is for 50% to 75%, and Q4 is for 75% to 100%.
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Monitoring daily hydrological situations and managing water resources require low
flow predicting accuracy. Accurate prediction performance for low flow is essential for
water resource planning to maintain a healthy watershed ecosystem [42]. In general,
hydrologic models can simulate medium and high-flow reasonably well, yet accurate
low-flow prediction remains a challenge [43]. The result shows that the integrated learning
method can improve the accuracy of low-flow prediction and provide robust performance.

It is presumed that the LSTM, which has integrally learned the information for all
available basins, has acquired a stable low-flow process that cannot be trained by individual
learning for one basin. It means the multi-basin integrated learning shows strength at
a period when the evapotranspiration process or baseflow process is essential. On the other
hand, the improvement of high flow by the integrated learning is insignificant because basin
characteristics such as catchment scale, hillslope, and curve number act relatively stronger
on the surface runoff process, in which high flow due to large rainfall is significant [44].
Therefore, further research may consider integrated learning adding basin characteristics
as learning data to improve the prediction performance of LSTM for high flow.

3.4. Integrated Learning Considering a Basin Characteristic

In Section 3.2, we confirmed that it is difficult to predict the streamflow in a basin with
different characteristics from other basins included in the integrated learning. Furthermore,
including the basin with different characteristics in the learning may degrade performance
for prediction in other basins. Therefore, we divided the basins into two groups considering
basin characteristics and briefly examined the performance of the LSTMs integrally learned
for each group.

In this study, Curve Number (CN), one of the indexes representing the hydro-geomorphic
characteristics of a basin, was used to distinguish the characteristics of the study basins.
CN is a function of some major rainfall-runoff properties in a basin [45]. Since CN reflects
several properties of a basin such as hydrologic soil type, land use, and antecedent moisture
conditions and typically used to directly calculate excess runoff (and infiltration) [46], it
can be effective in classifying the difference in the rainfall-runoff process between basins.

Based on the average CN of the basins, Group 1 consisted of 7 basins (Basins 1, 2, 4, 6,
7, 11, and 12) with lower CN values, and Group 2 consisted of 6 basins (Basins 3, 5, 8, 9,
10, and 13) with higher CN values (see Table 1). Data sets integrated for the basins in each
group were individually used to learn two LSTMs. The performance of the two LSTMs
was compared with CASE 2, the LSTM learned for all basins in Section 3.2, by predicting
streamflow for the basins included in each group (see Figure 11).
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Figure 11. Comparison of NSEs for the LSTMs integrally learned considering a basin characteristic
(Groups 1 and 2) and the LSTM integrally learned for the entire basins in Section 3.2 (CASE 2). Here,
Group 1 is a combination of basins with a relatively lower CN value, and Group 2 is a combination of
basins with a relatively higher CN value.
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The prediction performance in the case of learning only the basins with lower CN
(Group 1) was improved in all basins except for Basin 11 than in the case of learning
all basins (CASE 2). This result shows that grouping with proper consideration of basin
characteristics can improve the performance of the integrally learned LSTM.

Conversely, in Group 2, which is integrated learning by selecting basins with higher
CN, the performances of three basins (Basins 3, 9, and 13) were degraded. Basin 5 has
a CN similar to other basins in the group, but as mentioned above, the runoff ratio is 0.42,
much lower than other basins (see Table 1 and Section 3.2). As the number of basins used
for integrated learning decreases, it is speculated that Basin 5, with different hydrological
processes from other basins, has a more significant adverse effect on the generalization
(or regionalization) of LSTM. In addition, the surface flow process by rainfall is dominant
in basins with large CN values so that individual basin characteristics can act relatively
stronger in the basins. Therefore, this result once again shows the need for further research
on the appropriate grouping and composition of learning data.

4. Conclusions

Two experiments demonstrated that LSTM could simulate streamflow with compet-
itive performance compared to the traditional hydrologic model (EHPM in this study).
In the first experiment, the prediction performance of the LSTMs by each input variable
combination was compared, and in the second experiment, one model was trained for all
study basins and evaluated its performance.

This study aims to explore the method’s potential, not to implement the best possible
performance of LSTM for each basin. Therefore, thorough hyperparameter tuning for each
basin can provide better performance of LSTM. However, our LSTMs show better perfor-
mance than the traditional hydrologic model, mostly with metrics above their threshold.

In summary, the major results of this study are the following.

1. The performance and robustness of the outputs from LSTM can be enhanced by using
various meteorological information as an input variable of LSTM;

2. The LSTM could reasonably predict streamflow in the basins through the integrated
learning method. This result means that the integrated learning method is a possible
approach for reducing the data demand, and the concept of regionalization can be
applied to LSTM. This regionalization approach may also help the streamflow in
ungauged basins through further research;

3. In particular, at least in the basins selected in this study, low-flow predictions are
improved through the integrated learning;

4. The selection of target basins for the integrated learning affects the performance of
LSTM. Therefore, further research is needed on this topic.

The data-intensive nature of LSTM becomes a potential barrier in applications with
data scarcity problems. Regionalizing an LSTM model through the integrated learning
may be one of the ways to reduce the data demand of the model. However, more research
is needed to promote the future application. For example, it is possible to investigate
whether LSTM is improved by fine-tuning for a specific basin after integrated learning for
multiple basins or evaluate the applicability of an LSTM, which is integrally learned, for
ungauged basins. It is also necessary to examine the applicability of information generated
from hydrologic models or data obtained through satellites as input data. In addition, it
is necessary to examine in detail the low-flow prediction performance of the integrally
learned model by specifying the drought periods.
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