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Abstract: In this paper, a computationally efficient shallow water model is developed for sediment
transport in the Yangtze Estuary by considering mixed cohesive and non-cohesive sediment transport.
It is firstly shown that the model is capable of reproducing tidal-hydrodynamics in the estuarine
region. Secondly, it is demonstrated that the observed temporal variation of suspended sediment con-
centration (SSC) for mixed cohesive and non-cohesive sediments can be well-captured by the model
with calibrated parameters (i.e., critical shear stresses for erosion/deposition, erosion coefficient).
Numerical comparative studies indicate that: (1) consideration of multiple sediment fraction (both
cohesive and non-cohesive sediments) is important for accurate modeling of SSC in the Yangtze Estu-
ary; (2) the critical shear stress and the erosion coefficient is shown to be site-dependent, for which
intensive calibration may be required; and (3) the Deepwater Navigation Channel (DNC) project may
lead to enhanced current velocity and thus reduced sediment deposition in the North Passage of the
Yangtze Estuary. Finally, the implementation of the hybrid local time step/global maximum time
step (LTS/GMaTS) (using LTS to update the hydro-sediment module but using GMaTS to update the
morphodynamic module) can lead to a reduction of as high as 90% in the computational cost for the
Yangtze Estuary. This advantage, along with its well-demonstrated quantitative accuracy, indicates
that the present model should find wide applications in estuarine regions.

Keywords: Yangtze Estuary; mixed cohesive and non-cohesive sediment; shallow water modeling;
local time step

1. Introduction

The Yangtze Estuary has been intensively influenced by human activities. The sus-
pended sediment discharge to the Yangtze Estuary has reduced from 4.2 × 109 t·yr−1

during the period 1953–2002 to less than 1.0 × 109 t·yr−1 in the past decade [1]. Not sur-
prisingly, bed erosion and reduction in suspended sediment concentration (SSC) have been
observed in various regions of the Yangtze Estuary [1–4]. However, it has been suggested
that there might be a morphological lag response to riverine sediment supply changes of
about 10–30 years in seaward regions [5,6]. In this regard, it is important to conduct high-
resolution 10–30 years prediction of the response of the hydro-sediment-morphodynamic
system in the Yangtze Estuary. However, high-resolution numerical prediction of field scale
numerical cases is computationally demanding. The idea of morphological accelerating
factor (MF), which updates the bed level at each hydrodynamic time step by increasing
sediment erosion and deposition fluxes (thus resultant bed level changes) using a constant
MF, has found wide applications in long-term morphodynamic predictions [7–17]. One
basic assumption of the MF approach is that the bed level changes in one tidal cycle are
small so that “nothing irreversible happens within an ebb and flood phase, even when
all changes are multiplied by the factor” [7,8]. Numerically, using MF = 10, Hu et al. [9]
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projected evolution of the Jiuduansha Shoal for 20 years. Using MF = 5, Kuang et al. [10]
forecasted the 20-year evolution of Nanhui Tidal Flat after the closure of the Three Gorges
Dam. Using MF ranging from 11 to 60, Luan et al. [11] conducted 20-year forecast modeling
of the Yangtze Estuary with decreasing river inputs and relative sea-level rise. Using MF
ranging from 100 to 400, Guo et al. [12,13] and Zhou et al. [17] investigated the role of river
flow, tidal asymmetry and salinity in the long-term (600–4000 years) evolution trends of
idealized estuaries. These studies greatly improved our understanding of the long-term
evolution trends of the Yangtze Estuary. Nevertheless, it is still interesting to conduct
intermediate-term (e.g., 10–30 years) simulations without resorting to the MF method.
Such interests are motivated by both the great progress of efficient numerical schemes as
well as the improvement of computing hardware. There has been great improvement in
both the numerical accuracy and numerical efficiency. For example, for the regional oceanic
modeling system (ROMS), Shchepetkin and McWilliams [18] proposed a new family of
time-stepping algorithms that combine forward–backward feedback with the best known
synchronous algorithms, allowing an increased time step due to the enhanced internal
stability without sacrificing its accuracy. In addition, for finite-volume shallow water
hydro-sediment-morphodynamic models, the numerical accuracy of such model builds on
the use of Riemann solvers to capture shock waves and contact discontinuities [19–21]. The
high computational cost of such models has been largely reduced by the recently proposed
hybrid Local Time Step/Global Maximum Time Step (LTS/GMaTS) method [22,23]. Specifi-
cally, high computational efficiency is achieved by implementing the LTS to solve equations
governing sediment-laden flows (i.e., the hydro-sediment part), and implementing the
GMaTS to solve equations governing bed materials (i.e., the morphodynamic part). The
simulation of a 2-year topographic evolution in the Taipingkou Channel of the Yangtze
River shows that the calculation cost can be reduced by up to 90%. However, such models
have not been applied to estuarine regions as they were developed for non-cohesive sedi-
ments. In this paper, the computationally efficient shallow water model [23] is improved
by considering mixed cohesive and non-cohesive sediment transport, and the effects of
salinity, sediment concentration and sediment diameter on the flocs settling velocity. The
improved model was calibrated against field data (i.e., water level, tidal current velocity
and SSC) in the Yangtze Estuary and Hangzhou Bay. Comparative numerical studies of key
factors are conducted, including the bed resistance, erosion and deposition parameters and
the initial bed sediment composition, as well as the Deepwater Navigation Channel (DNC).
Finally, the computational efficiency of the improved model in the Yangtze Estuary is
evaluated. This paper is structured as follows. In Section 2, the mathematical formulations
are described. In Section 3, model setup and validations are introduced, Section 4 analyses
the computational efficiency of the improved model, and Section 5 presents the conclusion.

2. Mathematical Formulations
2.1. Governing Equations and Empirical Relations

The governing equations include the mass and momentum conservation equations for
the water–sediment mixture and the mass conservation equations for suspended sediment,
the salinity and the bed materials [22–24]. They are as follows.

∂U
∂t

+
∂F
∂x

+
∂G
∂y

= S (1)

U =


h

hu
hv
hck
hcsa

, F =


hu

hu2 + gh2/2
huv
huck
hucsa

, G =


hv

huv
hv2 + gh2/2

hvck
hvcsa

, S =


(ET − DT)/(1− p)
gh(Sbx − S f x) + f vh
gh(Sby − S f y)− f uh

Ek − Dk
0

 (2)

∂zb
∂t

= −Ek − Dk
1− p

(3)
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∂(δ fa,k)

∂t
= −Ek − Dk

1− p
− fs,k

∂η

∂t
(4)

where U = vector for the physical variables; F, G = the advective flux vectors in the two
Cartesian directions; S is the source term vector; t = time; x, y = horizontal directions in the
Cartesian system; h = water depth; u, v = depth-averaged velocities in x and y directions;
g = 9.8 m·s−2 is the gravitational acceleration; ck is the depth-averaged volumetric sediment
concentrations of the k-th sediment class with a mean diameter of dk, where the subscript
k = 1, 2, 3, . . . Nsps, Nsps is the number of sediment size class; Csa = depth-averaged salinity
concentration; zb = bed elevation; S f x and S f y are the friction slopes in the x and y directions,
which are determined by Equation (5) following [23]; Sbx = −∂zb/∂x and Sby =−∂zb/∂y
are the bed slopes in the x and y directions; f is the Coriolis force coefficient; ET = ∑ Ek
and DT =∑ Dk are the total sediment erosion and deposition fluxes, respectively; Ek and
Dk are the size-specific sediment erosion and deposition fluxes, which are determined by
Equations (6) and (7). For cohesive sediment (dk ≤ 0.03 mm), the erosion and deposition
fluxes are calculated applying the Partheniades–Krone formulations [25], whereas the
erosion and deposition fluxes of non-cohesive sediment (dk > 0.03 mm) follow the approach
of Hu et al. [23]; p = bed sediment porosity, which is set empirically as p = 0.42; fa,k and
fs,k are the sediment fractions within the bed active layer and at the interface between the
active layer and those below the active layer (see details in [26]), respectively; η = zb − δ
is the bottom elevation (i.e., the interface) of the active layer and δ = thickness of the bed
active layer.

S f x =
n2u
√

u2 + v2

h4/3 , S f y =
n2v
√

u2 + v2

h4/3 (5)

Dk =

{
max(0, KsKsaKdkωkck(1− τ/τd)) dk ≤ 0.03 mm
αkckωk(1− αkck)

mk dk > 0.03 mm
(6)

Ek =

{
max(0, fa,k M(τ/τe − 1)) dk ≤ 0.03 mm
fa,kαkce,kωk(1− αkce,k)

mk dk > 0.03 mm
(7)

where n is the Manning roughness coefficient, which is determined in Section 3.2; ωk
is the settling velocity of the k-th sediment class calculated by Zhang’s formula [27] in
Equation (8); KsKsaKdkωk is the effective settling velocity of the flocs (formed by cohe-
sive sediments with the diameter less than 0.03 mm); Ks, Ksa and Kdk are the correction
factors accounting for the effect of sediment concentration (Ks: Equation (9)), the effects
of salinity (Ksa: Equation (10)) and the effect of sediment diameter (Kdk: Equation (11)),
respectively [28–30]; ωk(1− αkce,k)

mk and ωk(1− αkck)
mk are the effective settling veloc-

ities of non-cohesive sediments considering the influence of sediment concentration,
mk = 4.45Re−0.1

p , Rep = ωkdk/υ is the Particle Reynolds number; υ = 1.2 × 10−6 m2·s−1 is
the kinematic viscosity of water; αk is the ratio of near-bed to depth-averaged concentration,
which is here set as αk = 1; ce,k is the sediment transport capacity of the k-th size class of
sediment determined using the formula of Zhang et al. [31], see Equation (12); τ = ρu∗2 is
the bed shear stress; u∗ is bed shear velocity with u2

∗ = gh
√

S2
f x + S2

f y; τd is the critical bed

shear stress for deposition (N·m−2); τe is the critical bed shear stress for erosion (N·m−2);
M is the erosion coefficient (kg·m−2·s−1).

ωk =

√(
13.95

υ

dk

)2
+ 1.09

ρs − ρw

ρw
gdk − 13.95

υ

dk
(8)

Ks =

{
1 + 50c1.3

T × 2650 0 < cT ≤ cp(
1−0.008cT×2650

1−0.008cp

)4(
1 + 50cp

1.3) cT > cp
(9)

Ksa =

{ (
csa/csap

)
1

0.53 csa,min < csa ≤ csap
csa > csap

(10)
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Kdk =

{
(dr/dk)

1.8

1
dk ≤ dr
dk > dr

(11)

ce,k = fa,k
1

20ρs

[
(
√

u2 + v2)
3
/ghωk

]1.5

1 +
[
(
√

u2 + v2)
3
/45ghωk

]1.15 (12)

where ρs = 2650 kg·m−3 is the density of sediment, ρw = 1000 kg·m−3 is the density of fresh
water; cT = ∑ ck is the total sediment concentration; cp is a threshold sediment concentration
above which the settling velocity of the flocs decreases with sediment concentration,
and cp = 1.5 kg·m−3 is used; csap and csa,min are threshold salinities: csap = 28 ppt and
csa,min = 2.8 ppt [28,29]; the reference diameter dk has a range from 0.011 to 0.022 mm,
dr = 0.0215 mm is used. The above governing equations and empirical relations differ from
Hu et al. [23] in the following aspects. Firstly, the Coriolis force is considered because it
plays a crucial role in the dynamics of fluid and the morphological evolution of large-scale
water body. Secondly, salinity movement is considered because it may cause fine-grained
suspended sediments to flocculate. Thirdly, both cohesive and non-cohesive sediment
transport are considered. These improvements (e.g., consideration of the Coriolis force,
salinity effects, cohesive sediment transport, etc.), as compared to the previous model by
Hu et al. [23], enable the present model the potential to be applied in estuarine regions,
where these effects are important. See Section 3 for numerical calibration.

2.2. Finite Volume Discretization Using the Hybrid LTS/GMaTS Method

Equations (13)–(15) are the discretized forms of the present governing equations using
the finite volume method on unstructured triangular meshes. Figure 1 shows sketches for
triangular meshes, including (a) cell (i) and its three surrounding cells, and (b) edge (j) and
its two neighboring cells. Physical parameters shown in Figure 1 are introduced when
they appear below. Bed elevations are firstly defined at nodes. The arithmetic average bed
elevation of the three constituent nodes is used for bed elevation at a given cell, which is
then updated during the simulation. Other physical variables are defined directly at the cell
center. The inverse distance interpolation method is applied to obtain physical variables at
nodes if necessary. As shown in Equations (13)–(15), the hybrid Local Time Step/Global
Maximum Time Step (LTS/GMaTS) method is used for variable updating. Specifically, the
hydro-sediment part is updated by the graded local time step: ∆tL−i = 2m∗i ∆tmin, where
the subscript L− i indicates local time step for the cell (i), m∗i is the LTS level of the cell (i),
∆tmin is the globally minimum time step. In contrast, the morphodynamic part is updated

by the global maximum time step: ∆T = max
i=1,Nc

(∆tL−i) or ∆T = 2
max

i=1,Nc
(m∗i )∆tmin, where Nc

is the total number of cells.

U∗∗i = U∗i −
∆tL−i

Ai

3

∑
j=1

E∗nij∆Lij + ∆tL−iSi (13)

(zb)
t0+∆T
i = (zb)

t0
i +

Np

∑
Sc=1

∆tL−i[(DT)
Sc
i − (ET)

Sc
i ]

1− po
(14)

(δ fak)
t0+∆T
i = (δ fak)

t0
i +

Np

∑
Sc=1

∆tL−i[(Dk)
Sc
i − (Ek)

Sc
i ]

1− po
− fsk,i

Np

∑
Sc=1

∆tL−i[(DT)
Sc
i − (ET)

Sc
i ]

1− po
(15)

where Ai is the area of the cell (i); Enij = (Fnx + Gny)ij is the numerical flux crossing the
j-th edge of the cell (i) with j = 1, 2, 3; nij = (nx, ny)ij represents the normal unit outward
direction of the j-th edge of the cell (i); ∆Lij is the length of the j-th edge of the cell (i); the
superscripts * and ** represents two consecutive sub-time levels (the temporal interval is
∆tL−i) between the two synchronized time levels t0 and t0 + ∆T; the interval between the
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two synchronized time levels t0 and t0 + ∆T is termed a full cycle; Np = ∆T/∆tmin is the
maximum number of sub-cycles in the full cycle; ∆tmin = min

i=1,Nc
(∆tL−i); Sc = 1, 2, ∼, Np

is used to indicate the sequence of sub-cycles. Figure 2 shows the numerical structure for
the present model. Within a full cycle, the hydro-sediment-morphodynamic system will be
updated from one synchronized time level to the next. To complete such an update, the
morphodynamic part at all cells is updated only once (Equations (14) and (15)), whereas
the times that the hydro-sediment part has to be updated at a specific cell (i) is equal to
the ratio ∆T/∆tL−i (Equation (13)). If ∆tL−i = ∆tmin, the times that the hydro-sediment
part at cell (i) is updated are Np; If ∆tL−i = 21∆tmin, the times that the hydro-sediment
part at cell (i) is updated are Np/2, indicating that hydro-sediment part in cell (i) will
be updated every two sub-cycles. In a specific sub-cycle Sc, the implementation of the
hydro-sediment part is activated if this inequality m∗i < ls(Sc) is satisfied, where ls is a
function of the sequence Sc (see Hu et al. [23] for the function). If the hydro-sediment part
is to be updated in the Sc sub-cycle, the source terms would also be estimated; otherwise,
the source terms in the Sc sub-cycle take zero-value. Specifically, the source terms for
sediment erosion/deposition and the Coriolis force are evaluated directly using empirical
relations with flow variables at the corresponding sub-cycle as input; the bed slope source
term is evaluated using the slope flux method [32] with flow variables at the sub-cycle
but bed elevations at the initial synchronized time level t0 as input; the bed friction source
term is estimated using the splitting point-implicit method [33] with flow variables at the
corresponding sub-cycle as input. Estimation of numerical fluxes in a specific sub-cycle
depends on whether MOD((Sc − 1)/2m f j) = 0, where m f j is the graded LTS level for edge
(j). Numerical fluxes at internal edges are estimated by the Harten-Lax-van Leer Contact
(HLLC) approximate Riemann solver using physical variables of the cells at the left and
right side of the edge (i.e., Enj = FHLLC(UjL, UjR), where UjL, UjR are the two Riemann
states of the physical variables at the left and right side of the edge (j)). Before calling
the HLLC subroutine, the physical variables of the cells at the left and right side of the
edge, as input, have to be modified to ensure non-negative water depth reconstruction
(Audusse et al. [34]; He et al. [35]; Hu et al. [23]). Numerical fluxes at external edges (i.e.,
boundary edges) are estimated by the definition (i.e., En = Fnx + Gny) using values of
the physical variables (i.e., Equation (2)). For the subcritical inflowing boundary edge,
the unit discharge and unit-width sediment transport rate (or the sediment concentration)
must be given. The tangential velocity to the edge is set to zero. The water depth and the
normal flow velocities are estimated by the method of characteristics. For subcritical outlet
boundary edge, the water level must be given. The velocity tangential to the edge is also
set to zero. All other physical variables are computed by the method of characteristics. For
supercritical outlet boundary edge and a wall boundary edge, all physical variables at the
edge are set equal to values at the neighboring cell. The estimation of the globally minimum
time step ∆tmin and the graded LTS levels m∗i and m f j for cell (i) and edge (j) are as follows.
Firstly, calculate the locally allowable maximum time step for each cell (Equation (16)).
Secondly, the globally minimum time step of all cells is computed (Equation (17)). Thirdly,
the potential graded LTS level of each cell is computed (Equation (18)). Fourthly, the actual
graded level for cell edges and for cells are computed (Equations (19) and (20)). The locally
allowable maximum time step of cell (i) is determined using the Courant-Friedrich-Lewy
(CFL) condition.

∆tami = Cr min
j=1,2,3

(
Rij√

u2
ij + v2

ij +
√

ghi

) with i = 1, 2, 3, ∼, Nc (16)

where Cr is the Courant number; ∆tami is the allowable maximum (subscript ‘am’) time
step for cell (i); uij and vij are the depth-averaged flow velocities of the j-th edge of cell (i)
(referred to as edge (ij) in the following section); hi is the water depth at cell (i); and Rij is
the distance from the center of cell (i) to edge (ij). If the water depth of a specific cell is
smaller than 10−6 m, ∆tami is set to the maximum value of those cells with water depth
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larger than 10−6 m. Based on Equation (13), the globally minimum time step is computed
as follows

∆tmin = min(∆tami)
i=1,2,∼Nc

(17)

Water 2021, 13, x FOR PEER REVIEW 5 of 27 
 

 

for triangular meshes, including (a) cell (i) and its three surrounding cells, and (b) edge (j) 
and its two neighboring cells. Physical parameters shown in Figure 1 are introduced when 
they appear below. Bed elevations are firstly defined at nodes. The arithmetic average bed 
elevation of the three constituent nodes is used for bed elevation at a given cell, which is 
then updated during the simulation. Other physical variables are defined directly at the 
cell center. The inverse distance interpolation method is applied to obtain physical varia-
bles at nodes if necessary. As shown in Equations (13)–(15), the hybrid Local Time 
Step/Global Maximum Time Step (LTS/GMaTS) method is used for variable updating. 
Specifically, the hydro-sediment part is updated by the graded local time step: 

*

min2 im
L it t−Δ = Δ , where the subscript L i−  indicates local time step for the cell (i), *

im  is 

the LTS level of the cell (i), mintΔ  is the globally minimum time step. In contrast, the mor-
phodynamic part is updated by the global maximum time step: 

1,
max( )

c
L ii N

T t −=
Δ = Δ  or 

*
1,

max ( )

min2 ii Nc
m

T t=Δ = Δ , where cN  is the total number of cells. 
 

 
Figure 1. Sketches of the unstructured triangular meshes: a cell surrounded by three cells. 

3
** * *

1

L i
i i nij ij L i i

ji

t L t
A

−
−

=

Δ= − Δ + ΔU U E S  (13)

0 0

1

[( ) ( ) ]( ) ( )
1

p

c

N Sc Sc
t T t L i T i T i

b i b i
S o

t D Ez z
p

+Δ −

=

Δ −= +
−  (14)

0 0
,

1 1

[( ) ( ) ] [( ) ( ) ]( ) ( )
1 1

p p

c c

N NSc Sc Sc Sc
t T t L i k i k i L i T i T i

ak i ak i sk i
S So o

t D E t D Ef f f
p p

δ δ+Δ − −

= =

Δ − Δ −= + −
− −   (15)

where iA  is the area of the cell (i); ( )nij x y ijn n= +E F G  is the numerical flux crossing 

the j-th edge of the cell (i) with 1,2,3j = ; ( , )ij x y ijn n=n  represents the normal unit 

outward direction of the j-th edge of the cell (i); ijLΔ  is the length of the j-th edge of the 
cell (i); the superscripts * and ** represents two consecutive sub-time levels (the temporal 

Figure 1. Sketches of the unstructured triangular meshes: a cell surrounded by three cells.

Water 2021, 13, x FOR PEER REVIEW 8 of 27 
 

 

 
Figure 2. Sketch of the numerical structure (revised from Hu and Li [36]). 

3. Quantitative Accuracy 
3.1. Study Area and Numerical Setting 

The computational domain is shown in Figure 3a, which covers a large part of the 
East China Sea, Yellow Sea, Bohai Sea and the Yangtze Estuary, the Hangzhou Bay as well 
as the Zhoushan area. Specifically, it ranges from 117.6524  E  to 127.3857  E  in longi-

tude and from 25.4775  N  to 40.9230  N  in latitude. Embedded in Figure 3a is a set of 
meshes used in this paper, of which the total grids are 135,473 and the cell sizes vary from 
~19 m within the Deepwater Navigation Channel (DNC) to ~38,934 m near the offshore 
boundary. The minimum cell size of about 19 m (see Figure 3c for more details) is in the 
DNC project region, which was completed in 2011 and created a 92 km long channel with 
a water depth of 12.5 m along the North Passage and South Channel of the Yangtze Estu-
ary [37,38]. In this regard, this paper has also used another set of meshes without refining 
the meshes of the DNC region; see Figure 3d. The resultant cell sizes vary from about 205 
m to 38,396 m, of which the total cells are 106,733. The initial topography is compiled from 
the following sources: for the whole South/North Branch, the South/North Channel and 
the South/North Passage of the Yangtze Estuary, the topography in February 2016 is 
adopted, which is measured using GPS RTK (Real-time kinematic) system; for the Hang-
zhou Bay, the adjacent coastal regions and the large part of the adjacent East China Sea, 
the bed topography is calculated from the electronic nautical chart in 2015; the topography 
for the rest of the area uses ETOP1 terrain data provided by NOAA (National Oceanic and 
Atmospheric Administration) (https://ngdc.noaa.gov/mgg/globalglobal.html (accessed 
on 5 July 2020)). Part of the initial topography is shown in Figure 3b. In Figure 3b, stations 
with available measured data are also indicated, including eight stations for SSC (e.g., 
NG3, CS9S, CS6S, CSWS, CS3S, NCH1, NCH4, NCH9; indicated as “ ”), and three sta-
tions for the tidal current (e.g., NGN4S, CS9S, NCH6; indicated as “ ”). They were all 
measured by Acoustic Doppler Current Profiler (ADCP) during July 2016. The remaining 
10 stations for the water level (e.g., SDK, BCZ, NCD, JGJ; YSG, DS, LH, SS, ZH, BL; indi-
cated as “ ”) are measured by GPS RTK. The water level in SDK, BCZ, NCD and JGJ are 
measured from 10 July to 10 August 2016, whereas the water level in ZH, YSG, SS, LH, DS 

Figure 2. Sketch of the numerical structure (revised from Hu and Li [36]).

Then, the potential graded level mi is calculated for each cell:

mi = min
(

int(
log(∆tami/∆tmin)

log(2)
), muser

)
(18)
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where muser is a predefined value that represents the specified maximum graded level.
Setting muser = 0 indicates that the graded level of all the cells is zero, which will make
the present model equivalent to existing models that adopt the approach of the global
minimum time step (GMiTS). The actual grade level of edge (j) is computed by:

m f j = min(mjL, mjR), j = 1, 2, 3, ∼, N f (19)

where mjL and mjR are the potential graded levels of two neighboring cells of edge (j). N f
is the total number of edges. The potential graded time step level of each cell is finally
computed as:

m∗i = min(mi, mi1, mi2, mi3) i = 1, 2, 3, ∼, Nc (20)

where mi1, mi2, mi3 represents the potential graded level of the three neighboring cells of
cell (i) (Figure 1).

3. Quantitative Accuracy
3.1. Study Area and Numerical Setting

The computational domain is shown in Figure 3a, which covers a large part of the
East China Sea, Yellow Sea, Bohai Sea and the Yangtze Estuary, the Hangzhou Bay as well
as the Zhoushan area. Specifically, it ranges from 117.6524◦ E to 127.3857◦ E in longitude
and from 25.4775◦ N to 40.9230◦ N in latitude. Embedded in Figure 3a is a set of meshes
used in this paper, of which the total grids are 135,473 and the cell sizes vary from ~19 m
within the Deepwater Navigation Channel (DNC) to ~38,934 m near the offshore boundary.
The minimum cell size of about 19 m (see Figure 3c for more details) is in the DNC project
region, which was completed in 2011 and created a 92 km long channel with a water depth
of 12.5 m along the North Passage and South Channel of the Yangtze Estuary [37,38]. In
this regard, this paper has also used another set of meshes without refining the meshes
of the DNC region; see Figure 3d. The resultant cell sizes vary from about 205 m to
38,396 m, of which the total cells are 106,733. The initial topography is compiled from the
following sources: for the whole South/North Branch, the South/North Channel and the
South/North Passage of the Yangtze Estuary, the topography in February 2016 is adopted,
which is measured using GPS RTK (Real-time kinematic) system; for the Hangzhou Bay,
the adjacent coastal regions and the large part of the adjacent East China Sea, the bed
topography is calculated from the electronic nautical chart in 2015; the topography for
the rest of the area uses ETOP1 terrain data provided by NOAA (National Oceanic and
Atmospheric Administration) (https://ngdc.noaa.gov/mgg/globalglobal.html (accessed
on 5 July 2020)). Part of the initial topography is shown in Figure 3b. In Figure 3b, stations
with available measured data are also indicated, including eight stations for SSC (e.g., NG3,
CS9S, CS6S, CSWS, CS3S, NCH1, NCH4, NCH9; indicated as “N”), and three stations for
the tidal current (e.g., NGN4S, CS9S, NCH6; indicated as “
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”). They were all measured by
Acoustic Doppler Current Profiler (ADCP) during July 2016. The remaining 10 stations
for the water level (e.g., SDK, BCZ, NCD, JGJ; YSG, DS, LH, SS, ZH, BL; indicated as “•”)
are measured by GPS RTK. The water level in SDK, BCZ, NCD and JGJ are measured
from 10 July to 10 August 2016, whereas the water level in ZH, YSG, SS, LH, DS and BL
are measured from 29 June to 9 July 2015. Multiple sediment fractions were considered,
including two non-cohesive sediment fractions—i.e., the fine sand (0.1 mm) and the coarse
silt (0.062 mm)—and two cohesive sediment fractions—i.e., the fine silt (0.03 mm) and and
the clay (0.004 mm). Figure 4a presents the spatial distribution of surficial bed sediment
composition (using d50 as an example) in part of the Yangtze Estuary, which is obtained
by interpolation using the available measured data (see Figure 4b). For other regions, the
spatial distribution of surficial bed sediment composition refers to Yang et al. [39]. There
are three open boundaries, including the boundary of the Yangtze River at the Sanjiangying,
the boundary of Hangzhou bay at the Qiantang River Bridge and a seaward boundary.
The open sea boundary was driven by nine tidal constituents (i.e., M2, S2, N2, K2, K1, O1,
P1, Q1 and M4), which are obtained from TPXO 7.2; SSC at the seaward boundary was

https://ngdc.noaa.gov/mgg/globalglobal.html
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set to zero since the open boundaries are far away from the Yangtze Estuary and mostly
deeper than 100 m; saline concentration at the seaward boundary is interpolated from the
HYCOM Global Reanalysis salinity data (http://apdrc.soest.hawaii.edu/data/data.php
(accessed on 6 July 2020)). For the landward boundary in the Yangtze River, the time-series
of SSC and water discharge measured at Datong (e.g., Figure 5a,b) are used, whereas the
sediment composition uses the averaged value over 2004–2010 (Figure 5c). At the Qiantang
River bridge, constant water discharge of 1000 m3·s−1 and sediment concentration of
0.07 kg·m−3 are prescribed. Saline concentrations at the two landward boundaries are zero.
The spatial distributions of initial salinity in the whole region are interpolated from the
HYCOM Global Reanalysis salinity data. The code of present model is written using Intel(R)

FORTRAN. The model has realized parallel computing by using open multiprocessing
(OPENMP), whereas the graphic processing unit (GPU)-acceleration and message passing
interface (MPI) parallel computing is in the testing stage. Two parameters are introduced
to quantify the performance of the model [40,41], including the RMSE (Equation (21)), and
the SS (Equation (22)).
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The root mean squared error:

RMSE =

[
1
L

L

∑
l=1

(Sl −Ol)
2

]1/2

(21)

The skill score:

SS = 1−

L
∑

l=1
(Sl −Ol)

2

L
∑

l=1
(Ol −O)

2
(22)

where Sl and Ol are simulation results and observation results respectively; O is the mean
values of the observation data; L is the number of observed data in situ. The value of
SS represents the model performance, which is classified as follows: SS > 0.65 excellent;
0.5 < SS < 0.65 very good; 0.2 < SS < 0.5 good; SS < 0.2 poor [42]. The RED by Equation (23)
is applied to quantify the relative difference between the hybrid LTS/GMaTS method and
the GMiTS method.

RED(S) =

√√√√ 1
Nc

Nc

∑
i=1

[
(SLTS/GMaTS)i − (SGMiTS)i

]2 (23)

where SLTS/GMaTS is the hydrodynamic variables simulated by the present model using
the hybrid LTS/GMaTS method, and SGMiTS is the hydrodynamic variables calculated by
the traditional model using the GMiTS method.
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sediment compositions at Datong in July from 2004 to 2010.

3.2. Model Performance for Tidal Hydrodynamics

The bed resistance, as represented by the Manning roughness coefficient, greatly
differs for different modeling practices. Here, n = 0.01 + 0.01/h [43], n = 0.013 + 0.012/h [37]
and n = 0.016 [10] were tested, where h is water depth. Tidal flows during July–August
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2016 and June–July 2015 are simulated and compared against the available measured data.
Table 1 summarizes the statistics of RMSE and SS for these simulations at different stations.
From Table 1, when the relation n = 0.01 + 0.01/h is used, the maximum values for the
RMSE of water level, tidal current velocity and direction are 0.363 m, 0.305 m·s−1 and 24◦4′,
respectively, which are consistently smaller than those for the relation n = 0.013 + 0.012/h
and n = 0.016. Moreover, the values of SS for 0.01+0.01/h show that it is better than
another two Manning roughness coefficients while simulating the hydrodynamics (i.e.,
SS of 0.812–0.992, 0.862–0.965 and 0.837–0.940 for water level, tidal current velocity and
direction, respectively). Therefore, the Manning roughness coefficient n = 0.01 + 0.01/h
is used in the following. The comparison between simulated and observed water level
as shown in Figure 6, indicating that the simulated results are in good agreement with
the measured data. Figure 7 presents the comparison between simulated and observed
tidal velocity and direction, for which there are some deviations between the simulated
tidal velocity and measured data, especially at NCH6. The reason for this discrepancy may
be that the locations of these three stations are easily disturbed by the incident flow and
reflected flow from the coasts and channel. The averaged values of SS for tidal velocity
and direction are 0.901 and 0.889 (n = 0.01 + 0.01/h), respectively, which are greater than
0.65. Overall, the above validation generally shows the present model’s good capability in
the reproduction of tidal hydrodynamics.

Table 1. Model performance (RMSE and SS) in simulating hydrodynamics when using different roughness estimations.

Stations Hydrodynamics
n = 0.01 + 0.01/h n = 0.013 + 0.012/h n = 0.016

RMSE SS RMSE SS RMSE SS

SDK

water
level

0.363 m 0.812 0.214 m 0.937 0.297 m 0.871

JGJ 0.286 m 0.905 0.372 m 0.795 0.412 m 0.782

NCD 0.157 m 0.992 0.210 m 0.942 0.326 m 0.865

BCZ 0.218 m 0.952 0.179 m 0.976 0.268 m 0.921

YSG 0.229 m 0.966 0.279 m 0.912 0.358 m 0.836

BL 0.229 m 0.946 0.258 m 0.927 0.279 m 0.891

DS 0.259 m 0.922 0.288 m 0.883 0.331 m 0.857

LH 0.179 m 0.975 0.351 m 0.837 0.458 m 0.753

SS 0.145 m 0.981 0.196 m 0.955 0.287 m 0.889

ZH 0.218 m 0.944 0.188 m 0.968 0.275 m 0.916

Mean value 0.228 m 0.940 0.254 m 0.913 0.329 m 0.858

CS9S Tidal
current
velocity

0.287 m·s−1 0.877 0.316 m·s−1 0.847 0.375 m·s−1 0.815

NGN4S 0.186 m·s−1 0.965 0.198 m·s−1 0.947 0.227 m·s−1 0.935

NCH6 0.305 m·s−1 0.862 0.315 m·s−1 0.851 0.371 m·s−1 0.821

Mean value 0.259 m·s−1 0.901 0.276 m·s−1 0.882 0.324 m·s−1 0.857

CS9S
Tidal

Current direction

13◦37′ 0.940 13◦58′ 0.925 14◦26′ 0.907

NGN4S 24◦4′ 0.837 24◦15′ 0.827 24◦32′ 0.813

NCH6 15◦20′ 0.889 15◦48′ 0.882 16◦5′ 0.876

Mean value 17◦20′ 0.889 17◦74′ 0.878 18◦36′ 0.875
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Using n = 0.01 + 0.01/h and the numerical setting as shown in Section 3.1 (using the
meshes considering the DNC), the tidal characteristics over the whole East China Sea,
Yellow Sea and the Bohai Sea are simulated. T_tide program is applied to tidal harmonic
analysis. Specifically, the time interval is set to be 1 h and the starting time is 9:00 on 1
February 2016. Harmonic analysis is carried out for each grid node. Figure 8 presents
the spatial distribution of co-amplitude and co-phase of tide constituents, including M2
(Figure 8a), S2 (Figure 8b), K1 (Figure 8c) and O1 (Figure 8d) over the East China Sea,
Yellow Sea and the Bohai Sea. It can be seen that interactions between incident waves and
reflected waves of the semi-diurnal tides M2 and S2 lead to four amphidromic points: two
in the Bohai Sea and the other two in the Yellow Sea. The distribution of diurnal tides K1
and O1 is very similar in the Yellow Sea and Bohai Sea. They have one amphidromic point
in the Bohai Strait and the middle of the Yellow Sea, respectively. The co-phase lines radiate
from the amphidromic point to the surrounding areas, and the co-amplitude lines present
concentric ring distribution centered on the amphidromic point. The above simulation
results are consistent with observations for the major tide constituents of M2, S2, K1 and
O1 [44]. Furthermore, the largest M2 tidal range shown in Figure 8a appears along the
west coast of the Korean peninsula, especially in the area near Kyunggi Bay, where its
maximum tidal amplitude exceeds 2.0 m. Along the coast of China, the tidal amplitude is
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relatively stronger in the Hangzhou Bay, and reaches 1.9 m at the top of Hangzhou Bay,
which exhibits good agreement with the results described by Hu et al. [45], Ge et al. [46]
and Yao et al. [47].
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3.3. Model Performance for SSC and Sensitivity Analysis

For SSC simulation that involves cohesive sediment, the following three parameters are
important: the critical shear stresses for erosion (τe), the critical shear stress for deposition
(τd) and the erosion coefficient (M). Previous numerical simulations of SSC in the Yangtze
Estuary have used a very wide range of values for these parameters [9–11,37,38,45,48,49]:
the critical shear stress for erosion can vary from 0.02 N·m−2 to 3.5 N·m−2; the critical
shear stress for deposition is usually linked to the critical shear stress for erosion using
empirical relations (e.g., τd = 0.69τe in Zhang and Xie [27]; τd = 0.5τe in Zhu et al., [49];
and τd = 4× τe/9 in Cao and Wang [50]); the erosion coefficient can vary in the range of
10−6–10−3 kg·m−2·s−1. Here, three values were selected for τe: 0.1 N·m−2, 0.4 N·m−2 and
0.8 N·m−2; three values are selected for M: 10 × 10−5 kg·m−2·s−1, 3.0 × 10−5 kg·m−2·s−1

and 5.0× 10−5 kg·m−2·s−1; and the critical shear stress for deposition is set as τd = 4× τe/9
following Cao and Wang [50]. This results in a total of nine cases. Time variations of the
SSC during July 2016 (including a spring tide and a neap tide) are simulated using these
nine numerical cases.
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Figure 9 presents the comparison of the computed and measured SSC for these nine
cases at eight stations. For convenience of comparison, the presentation of the simulation
results is grouped depending on the M value. From Figure 9, the following are observed.
Firstly, erosion and deposition parameters greatly affect the results. A smaller threshold
shear stress for erosion and a larger erosion coefficient leads to a larger sediment erosion
flux (see Equation (7)) and thus higher SSC. Secondly, it is noted that at different stations,
there is no one case that can always get the best agreements between the simulation and the
observation. At best, using τe = 0.4 N·m−2 and M = 3.0 × 10−5 kg·m−2·s−1 results in good
agreements at five stations (NG3, CS9S, CS6S, NCH1, NCH9; see Figure 3b for the specific
positions of these stations). However, the results of CS3S, CSWS and NCH4 stations during
spring tide from this case deviates more from the measured data, as compared to another
five stations. This indicates that the specification of τe and M should be site-dependent.
This is understandable because the values of τe and M are both functions of the bed density,
porosity, composition, consolidation and evolution of the sediment under the complex and
mixed effects of the physical and biological interaction process. These characteristics vary
significantly in space and in time. As a compromise, these parameters (i.e., τe = 0.4 N·m−2,
τd = 0.18 N·m−2 and erosion coefficient M = 3.0 × 10−5 kg·m−2·s−1), which give the
satisfactory agreements at most stations, are used in the following.

In order to investigate the effects of initial bed composition on SSC, we set two cases
with different bed compositions, in which the first case considers multiple sediment fraction
(including the content of clay: 0.004 mm, fine silt: 0.03 mm, coarse silt: 0.062 mm and
sand: 0.1 mm) and another case only includes single cohesive sediment (i.e., 0.01 mm).
Other numerical settings are presented in Section 3.1. We ran the model and compared the
simulated results with the available measured data during July 2016 (presenting results
during spring tide as an example). As shown in Figure 10, the SSC considering multiple
sediment fraction exhibits good agreement with the observations. By comparison, the given
single cohesive sediment in the model cannot capture the observed temporal variation
of SSC, and it results in a smaller SSC than the measured one. This is because a large
amount of cohesive sediment in the bed composition reduces erosion. Generally, the more
accurately the model describes the sediment properties (e.g., particle size, composition
and viscosity), the more realistic the sediment settling velocity and erosion process will be.
Therefore, multiple sediment fractions are necessary to be considered in the morphological
model of the Yangtze Estuary.

The effect of DNC on SSC. Because some measured stations for SSC as shown in
Figure 3b are located in the DNC engineering. We use two sets of meshes with and without
the DNC (for mesh details and numerical setting, see Section 3.1). We ran the model
and compared the simulated results with the available measured data during July 2016
(presenting results during spring tide as example). The results as shown in Figure 11
indicates that the SSC at two sites far away from the North Passage (i.e., NCH1, NCH9; see
Figure 3b for the specific positions of these stations) do not show significant improvement
after considering the DNC. However, for those sites in the DNC (i.e., CS9S, CS6S, CS3S,
CSWS), the SSC considering the DNC is in better agreement with the measured data, and
larger than those without DNC, especially obvious during spring tide. The main reason
is that the construction of the DNC increases current velocity and decreases sediment
deposition in the North Passage. Moreover, for the two sites near the DNC (i.e., NG3,
NCH1), the simulated SSC considering the DNC also has been greatly improved. Therefore,
the influence of the DNC on sediment transport and topography evolution cannot be
ignored in the morphological model of the Yangtze Estuary.
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4. Computational Efficiency

In this paper, the hybrid LTS/GMaTS method was adopted for efficient variable
updating, in which an important parameter was involved (i.e., muser is a user-defined
value, which limits the grade exponent, see Equation (18)). Setting muser = 0 means the
graded LTS levels of all cells are zero, which will make the model equivalent to a traditional
model that uses GMiTS. We use different values of muser to simulate the tidal dynamics
and sediment transport in July 2016. The total grids are 135,473 considering the DNC
engineering and cell size vary from ~19 m within the DNC to ~38,934 m near the offshore
boundary (see Figure 3). Table 2 summaries the relative computational cost and difference
(see Equation (23)) between the present model and traditional model. Figure 12a shows
the variation of calculation cost and relative difference with muser. It is obvious that
the application of the hybrid LTS/GMaTS method leads to significant reductions in the
computational cost. Generally, larger muser leads to a greater reduction. A reduction as
high as 90% was obtained for muser = 7. Further increase in the grade level leads to only
mild reduction in the computational cost. The relative difference between the models with
hybrid LTS/GMaTS and GMiTS on hydrodynamics as shown in Figure 12b–d indicate that
although the larger muser leads to larger relative difference, the maximum relative difference
of water level, current velocity and direction for muser = 7 are 0.007 m, 3.0 × 10−3 m·s−1

and 1◦56′, respectively, which are significantly less than the RMSE in Table 1.

Table 2. The calculation time and relative difference of different cases.

Method muser
Max Time Step

(s)
Computational

Cost (h)

Reduction in
Computational

Cost

Relative Difference

Water Level
(m)

Tidal Current
Velocity
(m·s−1)

Tidal Current
Direction (◦)

GMiTS - 0.42 289.10 - - - -

LTS+ GMaTS

0 0.42 289.10 0 - - -

1 0.85 211.58 26.81% 0.0006 1.2 × 10−4 0◦08′

2 1.70 116.03 59.87% 0.0007 2.1 × 10−4 0◦10′

3 3.40 68.75 76.22% 0.0008 2.5 × 10−4 0◦18′

4 6.81 46.72 83.84% 0.0015 6.0 × 10−4 0◦45′

5 13.62 35.10 87.86% 0.0023 1.1 × 10−3 1◦30′

6 27.24 31.88 88.97% 0.0040 2.1 × 10−3 1◦45′

7 54.47 28.98 89.98% 0.0070 3.0 × 10−3 1◦56′
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5. Conclusions

This paper improved the computationally efficient shallow water model (Hu et al. [23])
by considering (1) the mixed cohesive and non-cohesive sediment transport, and (2) the
effects of salinity and sediment concentration, as well as sediment diameter, on the flocs set-
tling velocity. Comparisons of simulated and observed tidal currents and SSC demonstrate
that the model, given reasonable parameters, performs well in reproducing the distribution
of hydrodynamic processes, and is capable of representing the sediment transport in the
Yangtze Estuary. Sensitivity analysis of key factors (i.e., Manning roughness coefficient,
critical shear stresses for erosion and deposition, erosion coefficient) shows the following:
(1) consideration of multiple sediment fraction is important for accurate modeling of SSC
in the Yangtze Estuary; (2) the Deepwater Navigation Channel (DNC) project may lead to
enhanced current velocity and thus reduced sediment deposition in the North Passage; and
(3) the critical shear stress and the erosion coefficient are shown to be site-dependent, for
which intensive calibration may be required. This means that these parameters are spatially
variable even within the studied area and their values would be different elsewhere. There-
fore, the presented paper is, in the context of suspended sediment concentration, strictly a
case study. Finally, the improved computational efficiency is demonstrated by comparing
the computational cost of the present model against that of a traditional model using
GMiTS. For the present simulated cases, the maximum reduction of the computational cost
is approximately 90%, and the maximum relative differences are just 0.007 m (for water
level), 3.0×10−3 m·s−1 (for tidal current velocity) and 1◦56′ (for tidal current direction).
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This advantage, along with its well-demonstrated quantitative accuracy of its capability
to deal with mixed cohesive and non-cohesive sediments, provide a basis for long-term
morphodynamic modeling in estuarine regions.
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