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Abstract: This paper reviews a conceptual rainfall-runoff model called Tank which has been widely
used over the last 20 years in Korea as a part of a water resource modelling framework for assessing and
developing long-term water resource polices. In order to examine the uncertainty of model predictions
and the sensitivity of model’s parameters, Monte Carlos and Markov chain-based approaches are
applied to five catchments of various Korean geographical and climatic conditions where the catchment
sizes are ranged from 83 to 4786 km?. In addition, three optimization algorithms—dynamically
dimensioned search (DDS), robust parameter estimation (ROPE), and shuffled complex evolution
(SCE)—are selected to test whether the model parameters can be optimized consistently within
a narrower range than the uncertainty bounds. From the uncertainty analysis, it is found that
there is limited success in refining the priori distributions of the model parameters, indicating
there is a high degree of equifinality for some parameters or at least there are large numbers of
parameter combinations leading to good solutions within model’s uncertainty bounds. Out of the
three optimization algorithms, SCE meets the criteria of the consistency best. It is also found that
there are still some parameters that even the SCE method struggles to refine the priori distributions.
It means that their contribution to model results is minimal and can take a value within a reasonable
range. It suggests that the model may be reconceptualized to be parsimonious and to rationalize
some parameters without affecting model’s capacity to replicate historical flow characteristics.
Cross-validation indicates that sensitive parameters to catchment characteristics can be transferred
when geophysical similarity exists between two catchments. Regionalization can be further improved
by using a regression or geophysical similarity-based approach to transfer model parameters to
ungauged catchments. It may be beneficial to categorize the model parameters depending on the
level of their sensitivities, and a different approach to each category may be applied to regionalize the
calibrated parameters.

Keywords: conceptual rainfall-runoff model; model uncertainty; parameter estimation

1. Introduction

A modeling framework has been an integral part of assessing and developing long-term water
resource policies in Korea like any other country, and it is used to develop various scenarios for
testing future water demands and water security to supply them [1]. Additionally, the modeling
framework has been used to assist making policy decisions in water resource management so that
numbers of services provided by water are maintained in a sustainable way for current and future users.
The services in general include meeting traditional demands of domestic, industrial and irrigation
uses; environmental and ecosystem requirements; and social and cultural needs.
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With the given limitation of data availability, however, it is inevitable to use a rainfall-runoff
model to complement historical data so that the inflows of the whole system can be estimated for a
long period of time and used to assess various potential future scenarios. To this end, a conceptional
rainfall runoff (CRR) model called Tank has been predominantly used in Korea over the last 20 years.
The Tank model was initially proposed by Sugawara and Fuyuki [2] which consists of several tanks
(or storages) serially connected with outlets from the tanks leading to surface and subsurface flows.
Over the time, its conceptional representation has been expanded in attempts to capture hydrologic
processes more accurately and completely.

In general, a CRR model needs to be calibrated against measured flow rates so that catchment
dependent hydrologic processes are encapsulated in the model before its applications. Traditionally,
the calibration is treated as a mathematical optimization problem where objective functions are defined
as differences between measured and modeled flows and then a set of model parameters is searched in
a direction of minimizing the objective functions. There are several studies of optimizing parameters
of the Tank model. Yokoo, et al. [3] applied a Powell method [4] to find an optimal set of parameters of
the model at 12 catchments in southern Japan which were then regionalized to ungauged catchments
using their geographical characteristics. Chen, et al. [5] has compared two optimization algorithms
introduced in [6]—the Multistart Powell and Shuffled Complex Evolution (SCE) methods. Kim, et al. [7]
tested a multi-object genetic algorithm to optimize model parameters for various hydrologic flow
regimes. There was a study focusing only on lower layered tanks of the model and their contributions
to the recession part of hydrographs [8].

In light of an uncertainty estimation method introduced by Beven and Binley [9] called generalized
likelihood uncertainty estimation (GLUE), there have been more focuses on Bayesian techniques
and posteriori distributions of model parameters. More recently, the differential evolution adaptive
Metropolis (DREAM) algorithm [10,11] is introduced to search parameter spaces more efficiently
than the GLUE approach especially for applications where the parameters are correlated and high
dimensional. A CRR model typically simulates complicated and complex hydrological processes
within a catchment using one or more conceptual storages with a few parameters. It means that the
model inherits some limitations in representing heterogenous characteristics of the catchment and
simulating averaged behaviors. Even if field measurements such as rainfall intensities and flow rates
are error free, the homogeneous assumption can bring errors into modeled flows, which are known as
model structural errors [12]. Therefore, it is important to validate the model by applying the calibrated
parameters to the period outside of the calibrated time span.

In developing the modeling framework, around 120 sub-catchments were identified across Korea
and runoffs from them were calculated using the Tank model with four serially connected tanks and
soil moisture stores at the top layer [1,5,13]. In general, the model parameters are calibrated for the
limited catchments, and then its parameters are regionalized with catchment characteristics so that the
model can be applied to the entire basin including ungauged catchments. There have been multiple
attempts to establish regressed equations between the geographical characteristics and the model
parameters [14,15].

This study aims to shed a light on the characteristics and uncertainty of the Tank model and to be
a stepping-stone toward systematically rationalizing and regionalizing its parameters. The remainder
of the paper is organized as follows. Section 2 introduces the Tank model and its key features.
Section 3 discusses approaches to test the sensitivity and uncertainty of the model parameters. The three
deterministic optimization techniques are then introduced. The model is calibrated at five catchments
of various Korean geographical and climatic conditions where the catchment sizes are ranged from
83 to 4786 km?. In Section 4, the calibrated sets of parameters and their corresponding results are
viewed in conjunction with the model uncertainty and the sensitivity of the model’s parameters.
Model validation and cross-validation are also presented in this section. Key findings and future work
are discussed in Section 5.
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2. Tank Model

Since its first introduction by Sugawara and Fuyuki [2], many variations of the model have been
proposed. Among them, a most well-known variant is with four layered tanks [3,5,16]. It consists of sets
of linear tanks connected in series with the outlets on the side and bottom of the tanks. Water through
the side outlets form surface and subsurface flows while groundwater saturation and seepage is
represented by flows between the tanks. The version of the model used in this study also has four
tanks (A, B, C, D) but with additional capacity of groundwater soil moisture stores at the top tank
(Figure 1, [13,16]). Kang, et al. [13] showed that the groundwater soil moisture improves baseflow
behaviors significantly.

Precipitation
] ET 4

Y7 v Evapotranspiration

Surfaceflow Q)

Sub-surface flow (Qa;)

s <>

Intermediate flow (Qg)

Sub-base flow (Q¢)

Base flow (Qg)

Figure 1. Conceptual rainfall-runoff model with four serially connected tanks (A, B, C and D) with soil
moisture stores at the top Tank A.

In essence, there are three types of parameters: (1) outlet coefficients (O) on the side and bottom
of the tanks, 92) storage heights (H) to the outlets, and (3) the primary and secondary soil moisture
stores (Sp and Sg) with their maximum capacity of Mp and Mg. Once the outlet coefficients are known,
outflows (Q) are calculated by

Qi =0;x min(O, S;— Hi), (1)

where i = A, B, C and D denoting the four tanks and S; is the corresponding storage level. Note that
the flows from the side outlets are named with subscript 1 or 2, and the seepage from an upper to
lower tank is designated with subscript 0. S4, storage in the top tank A, has soil storage Sp up to its
maximum capacity of Mp. If the soil storage is not fully saturated (i.e., Sp > Mp), water is supplied
from the Tank B by

T1 = K1 x [1 - min(Sp, Mp)/Mp], ()

where Kj is the moisture exchange rate. Equation (2) indicates that T; is always positive and the
primary soil moisture store is charged from the second layered Tank B until Sp > Mp. There are also
soil moisture exhanges between the primary and secondary soil moisture stores as

T2 = K2 X [min(Sp,Mp) /Mp —min(SS,Ms)/Ms}, (3)
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where K is the exchange rate between the two soil moisture stores. When T is positive, moisture
moves from the primary to secondary soil store, otherwise it moves from the secondary to primary store.

There are 16 parameters in total to be determined depending on initial storage levels, forcing
functions such as precipitation, and catchment hydrologic characteristics. In this study, a warming up
period of one year is used to remove impacts of the initial conditions.

3. Model Uncertainty and Optimization Algorithms

3.1. Model Uncertainty Estimation

For a hydrologic model whether it is conceptual or distributed, it possesses model errors [9,12].
A CRR model typically simulates complicated and complex hydrological processes within a catchment
using one or more conceptual storages. It means that the model inevitably has limitations in representing
heterogenous characteristics in the catchment and only averaged behaviors can be captured. The model
errors caused by the homogeneous assumption is called model structural errors.

Beven and Binley [9] proposed the GLUE methodology to quantify the uncertainty of model
predictions with a given model structure and errors in forcing and field observations. Compared to
deterministic optimization techniques which normally lead to only one optimal parameter set, it results
in a range of parameter sets which produces acceptable model results and is known as equifinality.
Once multiple model simulations are obtained—often by using Monte Carlo sampling—the model
results are grouped into behavioral and non-behavioral runs. The parameter sets from the behavioral
runs can be accepted while the other parameter sets from the non-behavioral runs can be removed.
In general, the performance of a parameter set is assessed by multiple likelihood functions. Therefore,
successful applications of the GLUE framework are highly dependent on the choice of likelihood
functions and more than one likelihood function would need to be selected in most cases [17]. Since its
development, the GLUE approach has been widely accepted and used to test uncertainties of various
hydrologic models [18,19] and other disciplines including water quality models [20,21], because of its
flexibility and suitability for parallel computing in distributed systems.

However, a simple Monte Carlo sampling method can be computationally inefficient and may not
be suitable to approximate complex and high-dimensional posterior distributions [22,23]. To improve
the inefficiency, a Markov chain Monte Carlo (MCMC) sampling technique was introduced in the
DREAM algorithm [10,11]. Some key advantages of the algorithm include operation of a randomized
subspace sampling and outlier chain correction with multi-chains. Use of more than one chain with
different starting points enables searching parameter spaces widely and exploring different trajectories
of the posterior target distribution. It helps for applications with complex posterior distributions and
correlated parameters [22].

In this study, a python package called SPOTYPY [24] is used to undertake an analysis of the
uncertainty of the Tank model and the sensitivity of its parameters using a Monte Carlo based approach
which is similar to what Houska, et al. [17] used for their study with the goodness-of-fit measure of
three likelihood functions—coefficient of determination (R?), Bias (BIAS) and Nash-Sutcliffe efficiency
(NSE). The DREAM algorithm is also tested, and its results are compared with the parameter sets
developed from the GLUE approach.

3.2. Dynamically Dimensioned Search (DDS)

DSS is an algorithm introduced by Tolson and Shoemaker [25]. It efficiently scales the search to
find good solutions as opposed to globally optimal ones within the maximum number of user-specified
iterations. It is also parsimonious requiring only one parameter, r, to tune the algorithm which makes
this method easy to use. Therefore, it is potentially well suited for calibrating a conceptual hydrologic
model with many parameters or a distributed watershed model which requires relatively large CPU
time. The way it searches solutions is described below:
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Define a maximum number of iterations, I.
Populate an initial set of N parameters, Xy = (x1, %2, , XN).
Calculate hydrologic performance F(Xy) and allocate the best performing set to F?®st and XPest,

L .

Generate a random number for each parameter space and select all parameter sets for perturbation

when their random numbers are bigger than P(i) = 1 —In(i) / In(I), where i is the current iteration.

5. Generate x; by perturbate x?ESt for the selected parameters from Step 4 with a standard normal
random variable of N(0,1) as x}‘. = x?‘”t + 0 N(0,1), where j=1,2,--- ,M, 6j = r(x;.“ax - x;.“i“),
r is the parameter determining the perturbation range and M is the total number of the parameter
sets selected in Step 4.

6.  Fpest — F(X*) and Xbest = X*, if F(X*) > Fbest,

7. Go to Step 4 until the predefined maximum iteration is reached.

When the current iteration i is increased, P(i) rapidly approaches to 0 and therefore the search
dimension M is getting smaller in Step 4. It means that the search space is global at the beginning of
the iteration, but it gets more targeted toward the end of the iteration. The perturbation parameter 7 is
the recommended to be 0.2 in [25] and it is also used throughout this study.

Tolson and Shoemaker [25] compared performance of the DDS algorithm against the Shuffled
Complex Evolution (SCE; [6,26]) in testing multiple optimization functions as well as calibrating
parameters of hydrologic models. Their numerical tests showed that it was hard to distinguish the
performances of the algorithms when numbers of model parameters were small (typically six or less).
However, when they were applied to higher dimensional search problems the DDS approach was able
to converge to a good set of parameters with fewer iterations.

As it is shown in the pseudo-code, however, it is a greedy type algorithm where a search direction
is heuristically found based on known information and it never goes back to older iterations to update
a better solution if found. It means that the solution at the end is potentially depending on where
the search is started from, thereby not guaranteeing its global minimalization [27] and leading to the
model locally optimized representation of hydrological behaviors.

3.3. Robust Parameter Estimation (ROPE)

ROPE is proposed by Bardossy and Singh [28] and uses the depth function defined in [29]
which was introduced as a graphical tool for visualizing data sets, but it is used to identify well
performing parameter sets in this algorithm. The depth of a point measures how deep the point lies
in the data set relative to its center. It means that the higher depth the closer to the central region of
the data set. The algorithm is based on findings from [30] where geometrical structure of the best
performing parameters in a 2-D searching space was studied, and a subsequent study extending it to
multi-dimensional cases [28]. In their study, it was found that a set of parameters chosen based on the
depth function was less sensitive to external disturbances such as potential measurement errors and
performed well when it was transferred to a different time period. The depth function used in this
algorithm is as follow:

Select random N data sets, Xy.

Measure their hydrological performances.

Select best performing sets (10% of the initial sets), X},.

Calculate the depths of every point in Xy with respect to X3.

Generate M random parameter sets, Yy such that the sets have higher depths with respect to X}.
Replace Xy with Yj,.

N o U e

Repeat Steps 2-6 until the performance from two samples are not significantly different or
specified maximum iteration numbers are exceeded.

This algorithm implicitly implies that there is an iso-hypersurface of same depth. Model performances
of parameter sets on the surface behave similarly and a set with a higher depth performs better. The use
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of the depth functions is recently received some attentions in various research areas [31-33] including
a hydrologic study of flood frequency analysis [34].

3.4. Shuffled Complex Evolution (SCE)

The algorithm is developed for finding a set of globally optimized parameters of CRR models. Itis
also known as SCE-UA owing to developers’ affiliation, the University of Arizona (UA). Dual et al. [6]
applied it to a model with up to six parameters and demonstrated its effectiveness to automatically
calibrate the model. The algorithm involves the controlled random search, competitive evolution, and
complex shuffling concepts as below.

1.  Generate s samples using a uniform probability distribution from users defined bounds.
Sort performances of the samples in increasing order.

3.  Divide the samples into p partitions with m points in each partition in a way that the n" partition
contains every (p(k —1) 4+ n) ranked point, where k = 1,2,--- ,m.

4.  Evolve each complex based on the competitive complex evolution (CCE, [35]).

5. Combine the evolved points into a single sample then repeat Steps 2-5 until convergence criteria
are satisfied.

As indicated by the cited numbers being more than 1300 (as of August 2020) of a subsequent paper
on its optimal use [36], this algorithm has been very popular in calibrating and fining a set of good
parameters [37] and found to be reliable for and capable of estimating optimum parameters for CRR
models [38,39]. There have also been some cases of its applications to calibrate the Tank model [5,10].

4. Application

There are five flow stations selected for testing the model uncertainty and the performance of the
three optimization algorithms in finding optimized parameter sets. The selected stations are located at
upstream of major dams and not heavily affected by anthropogenic activities. As shown at Figure 2
and Table 1, the sites are selected to represent various catchment sizes from 83 to 4786 km? where
annual average rainfall of 1200~1600 mm per year is received on mountainous terrain leading to a high
yield of runoffs.

Table 1. Five calibration stations used in this study with their key geographical characteristics
(catchment size, average slop, and maximum of standard deviation (SD) of altitude), annual total
rainfall and years used for calibration and verification.

Station No Longitude/ Catchment Average Altitude Max/  Rainfall  Calibration Validation

(Station Name) Latitude Area (km?) Slop (%) SD (m) (mm/yr) Year Year
(Saiggigzgim) 1;;3;1;/ 527.9 479 1574.7/183.2 1336 2011 2012
(182;’6138 13278 15 01 / 4786.2 49.6 1574.6/238.8 1246 2012 2013
(V\}c?llhl;kg (l)Qi) 1;;; 1221 / 301.1 63.3 1701.5/262.0 1587 2011 2014
(Osi;gc(f:(fr? Br) 13279723/ 371.7 58.1 1353.8/252.6 1249 2018 2012
3009650 127.32/

(Youngchon Br) 36.25 83.4 442 872.0/126.6 1313 2011 2016
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Figure 2. Map of South Korea at the top panel and zoomed area showing the location of the selected

five stations for model calibration and their upstream catchments.

For model calibration, a whole year is chosen to simulate daily discharges so that typical
hydrological flow regimes can be included. It is found that year 2011 has a flow event of roughly 3
years return interval which is contributed by more than two rainfall events. In addition, there are also
multiple small flash events and sufficient baseflows. Unless there are not enough quality flow data
available, year 2011 is selected for calibration. Due to lack of consistent and quality data for the second
and forth stations, however, years 2012 and 2018 are found to be more suitable, respectively. It should
be noted that there is a lead time of one year allowed before measuring model performances in order
to remove artificial sensitivity due to initial storage levels in the model.

4.1. Parameter Sensitivity and Uncertainty

Without knowing a priori distribution of the set of parameters, a uniform distribution is assumed
to be reasonable where the parameter ranges are selected based on published results [6,8] with expert
judgement. The three goodness-of-fit measures (R?, Bias and NSE) mentioned earlier are used to
develop posterior distributions for the GLUE approach. R? measures the deviation of modeled and
observed data sets and is defined as:

N o _ Mo s _ s
o Ll(@-0)(e-2) , W

(Eh(@-o -2y
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where N is the total number of measurements, Q7 is the observed value for the ith measurement and Q}
is the corresponding data from the model. Similarly, Q° and Q¢ are the averages of the observed and
modeled values. R? approaching to one indicates a strong linear relationship between the observed
and modeled values. The bias function measures the differences between the two data sets as:

1 N
s — 0 S
Bias = N 2 (Qi —Qi). (5)
i=1
If the bias is positive the model is underpredicting, while it is negative when the model is
overprediction. NSE is calculated as follows:

2

LL (@ -Q)
N 50\
L(Q-Q)

When the model perfectly matches the observed data (Q7 = Q7), then NSE = 1. If the nominator
equals to the denominator, NSE becomes zero. It indicates that the model has the same predictive

capacity as using the average of the observed data. In addition to the three goodness-of-fit measures,
mean absolute error (MAE) is often used as well. It is defined as:

NSE = 1 - (6)

N -

MAE = N

. @)
In the DREAM approach, a likelihood function is used to evaluate a set of parameters.
The likelihood function used in this study is calculated as:

N
L= og ;(Q‘Z Q). ®)

where L is the likelihood function which is also known as the Gaussian likelihood with measurement
error integrated out [20].

For the GLUE approach, 10° parameter sets are created randomly in a uniform distribution.
Simulated results using the initial parameter sets are compared with observed discharges by using
the three performance measures. All parameter sets resulting in the performance measures within
acceptable ranges are kept for developing posterior distribution. The acceptable ranges in this study
are defined as R? > 0.7, =15 m3/ sec < Bias < 15 m®/ sec and NSE > 0.5.

Figures 3 and 4 present the posterior distributions and ranges of selected parameters for the
GLUE and DREAM approaches at Station 1002640. To illustrate parameter uncertainty, there are
three more sensitive and one less sensitive parameters presented. For the three sensitive parameters,
the GLUE approach shows some refinement from their initial uniform distributions while the DREAM
approach improves them significantly. As shown in Figures 3a and 4a, the most a-posteriori value
for the constraint of the lower outlet at Tank A (O41) is found to be quite different depending on an
approach used. A similar behavior is observed for the storage level to the upper outlet at Tank A
(Hao, Figures 3c and 4c). This is most likely due to interactions between parameters where a higher
value of one parameter can be counterbalanced by a lower value of other parameters. As explained
earlier, it demonstrates that the DREAM algorithm can outperform the GLUE in shaping parameter
spaces and their distributions for cases with complex posterior distributions and correlated parameters.
However, there is no significant differences between the approaches adopted for the insensitive
parameter (Figures 3d and 4d). It is found that the parameters associated with the top two tanks are
responsive as they produce most of direct surface runoffs. The bottom two tanks contribute subsurface
and base flows, and their linked parameters are generally less sensitive indicating a high degree
of equifinality.
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Figure 3. GLUE derived posterior distribution of parameters for Station 1,002,640 (a) O
(outlet constraint of the lower outlet at Tank A, initially ranged from 0~0.5), (b) K3 (soil moisture
exchange rates between the top two tanks, initially ranged from 0~100), (c) Ha; (storage level to the
upper outlet at Tank A, initially ranged from 0~150 m) and (d) H, (storage level to the outlet at Tank C,
initially ranged from 0~20 m).

Figure 5 shows that simulated discharges from the tank model and the parameter uncertainty
derived from both approaches. It indicates that most of observed discharges are within the uncertainty
range. In general, the model overpredicts pulse like small events and underpredicts peaks of high flow
events especially when they are compounded by multiple rainfall events. These behaviors are more
pronounced when the GLUE approach is used as it increases the parameter uncertainty.

Similar to Figures 3 and 4, the posteriori distributions of the four parameters derived from the two
approaches are presented at Figures 6 and 7 where the key findings observed from Station 1,002,640
(Figures 3 and 4) are repeated from the other stations. These figures repeatedly show the superiority
of the DREAM approach in refining the posterior distributions across the five calibration stations.
However, both approaches are incapable of refining the parameters associated with the lower two
tanks as indicated in Figures 6d and 7d.

In the next section, the three traditional optimization techniques introduced earlier are tested for
their capacity to find a set of parameters consistently across the calibration stations. It is also reviewed
whether the optimization techniques can refine the insensitive parameters that are identified during
the GLUE and DREAM analysis.
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Figure 4. DREAM derived posterior distribution of parameters for Station 1,002,640 (a) Oaq

(outlet constraint of the lower outlet at Tank A, initially ranged from 0~0.5), (b) K3 (soil moisture
exchange rates between the top two tanks, initially ranged from 0~100), (c) Ha; (storage level to the
upper outlet at Tank A, initially ranged from 0~150 m) and (d) H, (storage level to the outlet at Tank C,
initially ranged from 0~20 m).
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Figure 5. Uncertainty ranges of 95% simulations derived from the GLUE and DREAM approaches
using the tank model with observed discharges (-) and areal averaged precipitation by the Thiessen
polygon network at Station 1002640.
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4.2. Comparison of the Optimization Algorithms

The three optimization algorithms are tested for the stations listed at Table 1. Similar to the GLUE
and DREAM approaches, calibrations are conducted for the whole year identified in the Table 1. A lead
time of one year is added before measuring model performance so that the effects of initial conditions
are minimized. Firstly, the convergency rate of the algorithms is examined. There are two test cases
by setting different numbers of maximum iterations—5000 and 20,000. Figure 8 shows that the three
algorithms perform well and converge to a reasonable level but with slightly different accuracies.
ROPE tends to search solution spaces well but not deep enough thereby showing that the objective
function is maximized to a slightly lower degree than the other algorithms. As demonstrated in [22],
DDS converges quicker than the other two algorithms. When a number of iterations are sufficiently
large enough, SCE can equally perform well compared to the DDS algorithm (Figure 8a). The figure
shows that decreasing iterations from 20,000 to 5000 does not hamper the capacity to minimize the
objective function when DDS is used (Figure 8b).

0.92 0.92

0.90

w w :
wn 0.88 W) 0.881;
z =
0.86 DDS 0.86 DDS
------- ROPE ROPE
---- SCE ---- SCE
0.84 0.84
0 2500 5000 7500 10000 12500 15000 17500 20000 0 1000 2000 3000 4000 5000
Iteration Iteration
(a) (b)

Figure 8. Comparison of convergence rates measured by Nash-Sutcliffe efficiency (NSE) between the
three optimization algorithms at Station 1,002,640 ((a) 20,000 iterations and (b) 5000 iterations).

Table 2 summarizes the performance of the three optimization algorithms with various performance
measures. Overall, it does not show any significant superiority among the three algorithms. As an
indication, results at Station 1002640 are presented in Figure 9 showing the calibrated flows using the
three optimization algorithms. This figure shows that all three algorithms perform equally well with
no significant difference in NSE values. For Station 1003630, although NSE and R? values indicate that
the algorithms can sufficiently match historical data, it seems that modeled results are biased toward
to underprediction given BIAS being negative and MAE higher than the other stations.

Table 2. Comparison of various performance measurements for the calibration stations with the number
of iterations set to 20,000. The performance measurements include Nash-Sutcliffe efficiency (NSE),
bias, coefficient of determination (R?) and mean absolute error (MAE).

Station NSE BIAS (m3/sec) R? MAE (m?/sec)
DDS ROPE SCE DDS ROPE SCE DDS ROPE SCE DDS ROPE SCE
1002640 090 090 090 05 2.1 0.8 092 090 092 91 94 91
1003630 091 089 090 -02 -154 —03 091 089 090 351 440 367
1011690 078 082 082 07 0.8 08 079 087 08 76 83 80
1303680 0.82 077 081 57 6.2 57 08 08 08 88 96 9.1
3009650 0.85 0.80 082 13 1.9 12 087 08 08 25 31 27
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Figure 9. Comparison of calibrated results using the three optimization algorithms with their
performance measure of NSE values at Station 1002640.

Based on Figures 8 and 9 and Table 2, the DDS algorithm seems a reasonable choice being able
to find a good set of parameters within a small number of iterations. As explained earlier, however,
it is a greedy type algorithm where a globally optimized solution is not guaranteed. It means that
the convergence of the set of parameters is highly dependent to an initial set. ROPE also possesses a
similar behavior when the depth function is applied. To test the dependency to initial parameter sets,
there are 100 calibration trials developed with different initial sets of randomly chosen parameters.
Each trial runs 20,000 iterations for all algorithms. Figure 10 presents the goodness-of-fit measured by
NSE and its distribution over the 100 trials. It shows that the DDS scheme has potential to outperform
the other algorithms demonstrated by higher NSE values at most calibration stations. As explained
earlier, however, final solutions using the DDS and ROPE methods are dependent to their starting
initial sets of parameters with slightly stronger dependency observed with DDS. For most cases, the
SCE method shows lesser tendency than the others and is able to repeatedly find solutions within
much smaller ranges regardless their starting parameter sets. The only exception is Station 3,009,650
where the size of the catchment is the smallest out of the examined stations.
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Figure 10. Comparison of the NSE measures developed from 100 sets of randomly selected initial
parameters for the three optimization algorithms across the five calibration stations ((a) Station 1002640,
(b) Station 1003630, (c) Station 1011690, (d) Station 1303680 and (e) Station 3009650).

In lieu of formally estimating parameter uncertainty and its likelihood distribution, the results
developed from the 100 trials are used as a surrogate to review whether an optimization algorithm
can narrow the uncertainty bounds of model parameters. Arsenault and Brissette [40] used a similar
approach to study the effects of parameter equifinality when a hydrologic model is applied for
predicting streamflow in ungauged catchments. Similar to Figures 6 and 7, two sensitive parameters
(O41 and Kj3) and one insensitive parameter (Hc) are selected and their distributions are presented in
Figures 11-13. These figures show that the optimization techniques especially the SCE algorithm can
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reduce parameter uncertainty even further from the refinements achieved by the GLUE and DREAM
approaches. However, there is still limited success in scoping the ranges of the insensitive parameter.
Figures 11c, 12c and 13c) show that the final distribution of H¢ closely resembles to its initial uniform
distribution, which is ranged from 0 to 20 m. It indicates that the selection of this parameter does not
affect model results greatly and a value may be chosen within a reasonable range without affecting
model performance.
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Figure 11. Ranges of two most sensitive parameters (a,b) and one least sensitive parameter (c) developed
from 100 different initial parameters using the dynamically dimensioned search (DDS) algorithm.
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Figure 12. Ranges of two most sensitive parameters (a,b) and one least sensitive parameter (c) developed
from 100 different initial parameters using the robust parameter estimation (ROPE) algorithm.
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Figure 13. Ranges of two most sensitive parameters (a,b) and one least sensitive parameter (c) developed
from 100 different initial parameters using the shuffled complex evolution (SCE) algorithm

As mentioned by Arsenault and Brissette [40], the equifinality can be an issue for regionalization
when a regression or geophysical similarity-based approach is used. With a high level of equifinality,
model parameters of two similar catchments could be uncorrelated and some model parameters
may not be strongly correlated to geographical characteristics. It is also possible that one catchment
characteristic can be mapped to a range of values for one model parameter.
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4.3. Validation

The calibrated parameter sets from the 100 simulations for each station are evaluated by applying
them to the different periods identified at Table 1. The model validation is performed using the
100 sets of parameters found from Section 4.2. Table 3 summarizes the outcomes from the validation
with the model performance measured by NSE values in the form of the median and variation from
the 100 validation simulations for each station where the variation is expressed as the difference
between the 5th and 95th percentile NSE measures. The validation results can be compared against the
calibration performance of Table 2 and Figure 10. It indicates that the model performance is slightly
reduced when the calibrated parameters are applied to the different periods, but the results are still
within an acceptable range demonstrating their applicability. In general, the validation outcomes
mimic the calibration behavior. For example, Stations 1,011,690 and 1,303,680 show lower NSE values
than the others, and the DDS and ROPE algorithms produce wider variations in the NSE values.

Table 3. Validation of calibrated parameters to different events and its performance measured by NSE
values (median and variation from 100 simulations with different initial parameter sets).

Station
Algorithm NSE
1002640 1003630 1011690 1303680 3009650

DDS Median 0.78 0.82 0.62 0.46 0.68
95%ile-5%ile 0.08 0.07 0.10 0.51 0.25

ROPE Median 0.80 0.82 0.51 0.50 0.70
95%ile-5%ile 0.09 0.07 0.10 0.42 0.29

SCE Median 0.79 0.81 0.53 0.66 0.77
95%ile-5%ile 0.01 0.01 0.02 0.01 0.19

Further to the model validation, a cross-validation is undertaken by selecting calibrated parameters
from one station and applying them to other stations to evaluate the applicability of calibrated
parameters to ungauged catchments. For the process, three sites (Stations 1002640, 1003630 and 300650)
are chosen. Stations 1002640 and 1003630 are closely located together (Figure 2) thereby sharing similar
geographic and rainfall characteristics (Table 1). However, Station 3009650 is remotely located from
the two sites with the smallest catchment size out of the five sites tested in this study. Key outcomes
from the cross-validation are visualized in Figure 14. In general, calibrated parameters work well
between Stations 1002640 and 1003630, indicating a high level of transferability. The comparison
shows catchment area dependent model behavior. Applying calibration parameters from a smaller
catchment (Station 1002640) to a bigger catchment (Station 1003630) makes the model overpredict.
The opposite application leads to underprediction of discharges. This behavior is much prominent for
the application with the smaller catchment (Station 1003630). Model performance drop significantly
when the parameters from the first two sites applied to Station 3009650. The parameters calibrated
at the small site reflect the quick response, and applying them to the other two bigger sites leads to
highly overpredicted modeled results. On the other hand, when the parameters from the first two sites
applied to Station 3009650, modeled results are underpredicted. It suggests that regionalization should
factor in geophysical similarity and it is potentially improved further if some relationships between
model parameters and catchment characteristics are developed and applied.
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Figure 14. Cross-validation of three sites (Station 1: 1002640, Station 2: 1003630 and Station 5: 3009650)

where calibrated parameters at one site are applied to the other sites. It is indicated by the shaded

background when the calibrated parameters are reapplied to the same site. Model performance is

reporting by the median and variation of NSE values from 100 simulations.

5. Conclusions

This study has reviewed the Tank model which has been prevalently used as a part of a water
resource modeling framework for more than the last 20 years in Korea to develop long-term management
policies of water related issues. This study gives a well-deserved spotlight on the model given its general
acceptance within the hydrologic society in Korea without having enough focus on its applicability
across various Korean conditions.

The model has examined for the selected five typical catchments. Firstly, a Monte Carlos based
GLUE analysis is performed to quantify the uncertainty of model predictions with a given model
structure and errors in forcing and field observations. It is found that there are little or no significant
changes between the priori and posterior distributions for some parameters, indicating there is a high
degree of equifinality or at least there are large numbers of parameter combinations leading to good
solutions within model’s uncertainty bounds. It has shown that the DREAM approach, using more than
one chains with different starting points searching parameter spaces widely and exploring different
trajectories of the posterior target distribution, performs better in shaping parameter spaces and their
distributions for cases with complex posterior distributions and correlated parameters.

To test this, three algorithms are selected including the DDS, ROPE, and SCE algorithms. Then their
capacity of finding a set of optimized parameters consistently independent to their initial starting
conditions is examined. All optimization algorithms perform well to refine the ranges of most
parameters although the SCE method meets the criteria of the consistency best. However, it is
also found that even the optimization algorithms struggle to refine the priori distributions of some
parameters. It means that there are some parameters insensitive to catchments applied and can take
a value within a range without compromising modeled solutions. Alternatively, the model can be
reconceptualized to be parsimonious by reducing number of layers in the model for example and
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some parameters could be combined if model’s capacity to replicate historical flow characteristics is
not affected.

The application of calibrated parameters to different periods indicates that the model is applicable
to other runoff simulations within acceptable accuracy even though slightly wider variation in model
results is observed in the DDS and ROPE algorithms. The cross-validation of applying calibrated
parameters at one site to others shows some promising outcomes when two catchments are located
closely each other. It is also found that the calibration parameters can lead to unrealistic results when
they are transferred to a catchment that does not share geophysical characteristics. It suggests that
regionalization can be further improved if relationships is established between model parameters and
key characteristics of ungauged catchments.

Even though the SCE algorithms can optimize parameters within a smaller uncertainty band, it is
still problematic to develop regression equations or geophysical similarity criteria. This is because one
catchment characteristic can be mapped to a range of values for one model parameter. We plan to
further extend this study to establish a systematic approach of regionalizing model parameters with
consideration of their uncertainty. The model parameters may be categorized by whether they are
strongly dependent to the model or site characteristics. Different regionalization approaches may
be useful to the different categories. Additionally, machine learning techniques may be of great use
to compliment the traditional regression approaches to develop relationships between the model
parameters and catchment characteristics.
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