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Abstract: Active Heating-Distributed Temperature Sensing (AH-DTS) has the potential to allow for
the measurement of groundwater flow velocities in situ. We placed DTS fiber-optic cables combined
with a heating wire in direct contact with aquifer sediments in a laboratory scale groundwater flow
simulator. Using this setup, we empirically determined the relationship between ∆T, the temperature
difference by constant and uniform heating of the DTS cable and the background temperature of the
groundwater system, and horizontal groundwater flow velocity. Second, we simulated the observed
temperature response of the system using a plan-view heat transfer flow model to calibrate for
the thermal properties of the sediment and to optimize cable setup for sensitivity to variation in
groundwater flow velocities. Additionally, we derived an analytical solution based on the heat flow
equation that can be used to explicitly calculate flow velocity from measured ∆T for this specific
AH-DTS cable setup. We expect that this equation, after calibration for cable constitution, is valid for
estimating groundwater flow velocity based on absolute temperature differences measured in field
applications using this cable setup.

Keywords: distributed temperature sensing; groundwater monitoring; groundwater velocities

1. Introduction

Continuous monitoring of groundwater flow velocities provides insights into, e.g., groundwater
recharge, movement of solutes (contaminants as well as salts), the rates of interaction between
groundwater and surface water, and interference between Aquifer Thermal Energy Systems [1,2].
However, quantitative groundwater flow measurements can be challenging [3] and various methods
for the monitoring of groundwater flow are available that all have their strengths and weaknesses.
Hydraulic head observations in piezometers or boreholes, allow for mapping hydraulic gradients
in aquifers and can be used to estimate regional flow patterns indirectly. However, to estimate
groundwater flow, such measurements will be uncertain due to the largely unknown heterogeneity
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and anisotropy of hydraulic conductivities in most aquifers. Groundwater flow velocity can directly
be estimated via the use of geochemical tracers, either natural or introduced anthropogenically. But for
accurate tracing, tracers need to be tracked over a significant distance (e.g., 100 s of meters) and,
given low groundwater flow velocities, this would generally involve long-lasting field experiments.
Geophysical characterization techniques, such as direct current resistivity, self-potential and induced
polarization are available, with the advantage that they cover large subsurface volumes, enabling the
elucidation of hydrogeological structures and infer preferential flow pathways. However, they usually
do not yield a quantitative measure of groundwater flow velocity, while single well point dilution
methods have also proven to be reliable methods for estimating groundwater flow [4,5]. Recently,
successful attempts were reported considering the direct measurement of groundwater flow velocities
using heat as a tracer in open boreholes [6], using fiber-optic cables in direct contact with the aquifer [7]
and in dams/dykes [6–8]. Distributed Temperature Sensing (DTS) along fiber-optic cables has played
an important role in these developments [9]. One DTS method, namely Active Heating-Distributed
Temperature Sensing (AH-DTS), employs a fiber-optic cable to measure temperature in combination
with a heating source, usually a separate heating element, or injected water with an anomalous
temperature. The relation between the transient temperature response and groundwater flow will
depend on the thermal inertia of the passive cable used to detect this response, the thermal properties
of the lithology and the rate and direction of groundwater flow close to the cable [6,8,9]. Several studies
applied the AH-DTS setup in boreholes and well screens to estimate the inflow of groundwater and
the background groundwater flow itself, where DTS cables are placed in the bore of uncased boreholes,
mostly in fractured rock settings [6,10–13]. The potential of the AH-DTS methodology using cables
in direct contact with unconsolidated sediments was first shown by [7]. They introduced a separate
heating element upstream of DTS cables that were installed in the aquifer by direct-push methods.
Recently an analytical solution was provided to estimate specific discharge using an AH-DTS setup by
solving four constants [14]. Advantage of this solution is that the relative position of the heat source to
the temperature measurement location is not needed.

In this study, we interpret data from a laboratory experiment to assess the relationship between
groundwater flow velocity and the temperature difference measured in an Active Heating-Distributed
Temperature Sensing (AH-DTS) setup. Making use of a groundwater flow simulator in a laboratory
setting, a fiber-optic cable with a heating wire attached to the cable was placed in direct contact with
unconsolidated sandy sediments. By applying electrical power to the heating cable, the AH-DTS
cable was actively heated, creating a constant heat input for a fixed period of time. By measuring
the temperature change at the same time, the maximum temperature difference (∆T) with respect
to the pre-heating period was obtained, which was assumed to relate to groundwater flow velocity.
To empirically estimate the ∆T-velocity relationship, ∆T was determined for different groundwater
flow velocities. A numerical heat transport model was used to estimate the thermal properties of
the sediment, and analyzed and optimized the cable setup. An analytical solution to the heat flow
equation was fitted to the measured data, which can be used in field applications with the advantage
that only two parameters need to be estimated, specific to the cable setup used.

2. Materials and Methods

Two cycles of laboratory experiments were carried out at the laboratory of the Deltares research
facility in Delft, the Netherlands. The groundwater flow simulator used there is described below
(Section 2.1). The first set of experiments took place between 29 May–3 August 2017 and the second
set of experiments between 23 July–23 August 2018. The setup of the AH-DTS system is described in
Section 2.2. Results of the experiments and their interpretation using both a numerical and analytical
model are described in Sections 2.3 and 2.4.
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2.1. Laboratory Setup Flow Simulator

The flow simulator used is visualized in Figure 1. The system is based on a 2 m long, 1 m wide
and 1 m high tank containing the sediment and measurement equipment. Water enters and leaves the
tank through the short sides of the tank using six perforated tubes on each side with vertical slots of
0.5 mm covering the complete width and height of the tank to ensure an evenly distributed in-and
outflow. The inflow of the system is connected with hoses to a separate water tank of approximately
60 × 10−3 m3 (when filled) and kept at a constant water level using a pump and spillway. By changing
the height of the inflow water tank and the height of the outflow hose on the downstream side of the
tank, the hydraulic head difference between in- and outflow of the tank was controlled and so was the
groundwater velocity within the simulator. Groundwater flow velocities (Darcy flux) between 0.1 and
8 m d−1 were generated in this way. The background temperature inside the flow simulator was not
constant during the experiments, due to shutting down the flow overnight (in the 2017 experiments)
and changing inflow temperatures, despite the fact that the temperature of the hall, in which the
simulator was placed, was kept constant at 20 ◦C. During the 2018 experiments, flow was continued
overnight for a more stable background temperature.
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Figure 1. (a) Schematic side view of the flow simulator, in 2D vertical view. The frame contains the
Distributed Temperature Sensing (DTS) cables and is placed inside the tank [15]; (b) Sideview picture of
the flow simulator showing the dimensions; (c) schematic top view of the cable locations as placed in the
flow simulator. The cable locations selected for the FlexPDE modeling are A3 and A4 (see Section 2.3).
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A frame placed inside the flow simulator (diameter of frame tubes 5 cm, Figure 1b) was used
to hold the AH-DTS cables and the tank was filled with water followed by the sediment. The tank
was filled manually with sand to ensure an even distribution without density and settling difference
covering the frame for about 5 cm. The sand was sealed by placing a clay layer of ca. 4 cm thick on the
top of the sediment, so as to prevent water from flowing over the sediment. A weight was placed on
top of the clay layer for additional pressure. Both the uniform placement of the sand and the in-and
outflow system ensured as even and constant a flow as possible within the simulator. For the 2018
experiments, sand with a diameter of 0.8–1.25 mm was used. The porosity (0.41) and the hydraulic
conductivity (40 m d−1) of the sediment were experimentally determined after the flow and heat
transport experiment.

Flow in the flow simulator was monitored by weighing the outflow over time resulting in the
discharge rate of the simulator and by measuring hydraulic head differences at 24 locations within
the flow simulator placed at ca. 12.5 cm and 75 cm above the bottom of the simulator and 5 cm from
each sidewall of the simulator. Four locations were located in the center of the tank attached to the
frame. After changing the flow velocities in the setup, sufficient time was given to establish a hydraulic
steady-state. The hydraulic head measurements were used to confirm a hydraulic steady-state.

2.2. Measuring Temperature Using AH-DTS

The temperature in the flow simulator was recorded continuously using the AH-DTS setup and
PT100 sensors. DTS measurements were done using the Silixa Ultima DTS instrument (Silixa, London,
UK) measuring temperature for 1 s per channel with a spatial sampling interval of 0.125 m. For every
vertically placed AH-DTS cable segment the collected samples over the length of the cable segment
(90 cm) were averaged to a single temperature result.

A section at the beginning and end of the fiber-optic cable was run through a relatively warmer
and cooler reference bath to calibrate the data resulting in a mean absolute error of 0.21 ◦C (Figure 2a,b)
using a single ended calibration method following [16]. Reference temperature data was collected
using PT100 sensors. Data from the PT100 sensors were acquired by Ecograph RSG30 (Edress + Hauser,
Reinach, Switzerland). During the 2017 experiments different types of fiber-optic cables including
heating elements were tested and modeled. This included cable setups with a heating element within
the mantle of the fiber-optic cable or separate from the fiber-optic cable. The latest also with variation
in thickness of the fiber-optic cable protective elements (PVC and aramid protection). The cable setup
with a separate heating wire outside of the fiber-optic cable and relatively thin protective elements
resulted in the highest ∆T groundwater flow velocity relation. Based on the results of this cable
setup and modeling, an optimal active heating cable setup was constructed for the 2018 experiments.
The fiber-optic cable used in the 2018 experiment is a multimode duplex cable produced by LEONI [17],
also used in the 2017 experiment. The 2017 cable setup contained a duplex fiber-optic cable using
an additional jacket holding the two fiber-optic cables together (Figure 3a). A single separate heating
wire was used. The 2018 duplex fiber-optic cable did not have a jacket and the two heating wires were
glued directly to the fiber-optic cables (Figure 3b). Heat in the heating wires was created by applying
an electrical current to the wire and the resistance of the cable causing an even heating of the wire.
The 2017 experiments proved useful for optimizing the cable and experimental setup for the 2018
experiments. The 2018 experiments provided a better dataset and therefore, we restricted the modeling
and results presented in this article to the 2018 experiments.
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Figure 2. (a) Temperatures for the cable section placed in the cooler reference temperature bath based
on internal calibration of the Silixa Ultima DTS (blue), Calibrated and smoothed temperature based on
the separated calibration bath (green) and PT100 measurement data of the temperature in the calibration
bath (red); (b) Temperatures for the cable section placed in the warmer reference temperature bath.
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setup for the 2017 experiments; (b) Improved cable setup for the 2018 experiments.

In all experiments the groundwater flow velocity was regulated and kept constant at a known
value. The AH-DTS setup was continuously measuring, with a temporal interval of 1 s. Heat was
introduced by applying electrical power to the heating cables, resulting in an evenly distributed heat
along the cable due to cable resistance. In an experimental run, heat was applied for a period of
90–120 min until the measured temperature by the DTS started to level out. For every groundwater
flow velocity, each experiment was repeated at least once.

The measurement temperature of the DTS for the experimental runs clearly shows the resulting
temperature difference (∆T) due to heating. Two issues that needed to be addressed to improve the
determination of ∆T were (1) the fact that the equilibrium during heating was not completely reached,
and (2) the drift in the background temperature. A function was fitted through the heating curve
(using MATLAB® Curve Fitting Toolbox) to determine the equilibrium temperature as being the
asymptote of the heating curve using:

∆T =
a

bt + c
+ d (1)
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where d is the asymptote of the equilibrium temperature (a is related to the start value at t = 0,
b determines the curvature of the solution and c the location of the change in exponential relation) and
an average R2 of 0.80 over all heating curve fits. To correct for the drift in the background temperature
the base temperature after each heating run was determined by fitting an exponential function on the
cooling curve using:

∆T = a−bt + e (2)

which is consistent with Newton’s Law of Cooling. The base temperature for ∆T was taken from
e being the asymptote of this curve (a related to the start value at t = 0 and b the curvature of the
solution) and the average R2 of all cooling curve fits was 0.79. The resulting base temperature (based on
the asymptote e) was subtracted from the asymptote of the equilibrium temperature resulting in a more
consistent ∆T. We chose this method because shortening the heating periods can be a great advantage
for field applications.

2.3. Numerical Modeling

To estimate the thermal properties of the sediment-fluid matrix and to optimize the cable setup,
we constructed a numerical model of the experimental flow simulator including the AH-DTS cables
using the software FlexPDE (PDE Solutions, Inc., Spokane Valley, WA, USA). Both a differential
equation for groundwater flow and heat transfer were solved. The model contains a 2D schematization
of a horizontal cross-section of the laboratory setup (2 m × 1 m). Vertical variations were not included,
assuming no vertical differences in temperature or flow, and flow being only directed perpendicular to
the cables. The differential equation solving the steady-state groundwater flow is given by (assuming
a homogeneous medium with horizontal isotropy):

kh

(
∂2h
∂x2 +

∂2h
∂y2

)
= 0 (3)

where kh is the hydraulic conductivity (m s−1), h is the hydraulic head (m) and x and y are the distance
(m). The heat transfer is represented by the heat transport equation [18]:

ρbcb
∂T
∂t

= ke f f

(
∂2T
∂x2 +

∂2T
∂y2

)
− ρwcw

(
qx
∂T
∂x

+ qy
∂T
∂y

)
+

Q
A

(4)

where ρb/ρw and cb/cw respectively are the bulk density (kg m−3) and the bulk specific heat capacity
(J kg−1 ◦C−1) of the saturated sediment (b) and that of water (w), T is the temperature (◦C), t is time
(seconds) and ke f f is the effective thermal conductivity of water and solids, (W m−1 ◦C−1). qx and qy

are the components of the specific discharge vector:

qx,y = −kx,y
∂h
∂x, y

(5)

which results from solving Equation (3). Heat is introduced in the term Q
A , where Q (W m−1) is the input

of heat to the heating cable and A (m2) is the cross-sectional area of the heating wire. The parameters
used for the heat input and the sediment properties are given in Table 1.

The temperature of inflowing water measured by a PT100 sensor was used as a boundary condition
for the temperature on the left side border of the flow simulator resulting in background temperatures
in the model corresponding to the laboratory experiments. For the right-side border, the outflowing
heat flux was defined as the advective component of heat flow (second term on the righthand side in
Equation (4)). The top and bottom boundaries of the model were defined as zero flow and zero heat
outflow flux. Two specific cable locations within the sediment of the flow simulator were included in
the model, location A3 (x = 0.229 m, y = 0.5145 m) and location A4 (x = 0.229 m, y = 0.646 m). Material
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properties of the cable components were derived from manufacturer specifications or the literature,
or used as a calibration parameter and presented in Table 2.

Table 1. Specific properties and parameters as used in the FlexPDE model.

Parameter Parameter Reference

Heat input Q (W m−1) 33.33 Based on measured voltage input and cable resistance
Horizontal hydraulic conductivity (m d−1) 40 Determined in laboratorial experiments

Effective porosity (-) 0.41 Determined in laboratorial experiments

Location A4 (Figure 1b) was used for calibration of the model. Location A3 (Figure 1b) was used
as validation location. Measurements from the laboratory experiments of 30 July 2018 were used as
input values for velocity, inflow temperature and the start- and stop-time of power input to the DTS
cables in the model. Two experimental runs with different groundwater flow velocities were used
(0.94 m d−1, 1.89 m d−1).

Table 2. Specific properties of cable components as used in the FlexPDE model.

Medium Thermal Conductivity
(W m−1 K−1)

Specific Heat
(J kg−1 K−1) Density (g cm−3) Reference

Sand 5.1 1 830 2.65 [19–21]
Water 0.591 4186 0.99 [19]

Heating cable core 390 385 8.96
Heating cable protection material 0.2 100 1.2 [22]

DTS protective jacket 0.196 1565 1.121 [23]
DTS aramid protection 0.04 1420 1.44 [24]

DTS fiber mantle 0.196 1565 1.121 [23]
DTS fiber 2 1430 2.2 [25]

1 The thermal conductivity of sand was used as the calibration parameter of the model.

2.4. Analytical Solution for Direct Groundwater Flow Velocity Estimation Using ∆T

The disadvantage of using an empirical relationship between ∆T and groundwater flow velocity
is that it may be difficult to use in geological materials that are very different from those used in our
experiments. Therefore, a more physically based approach is more suitable for our purposes.

Read et al. [6] applied an equation to describe the temperature change (∆T in ◦C) by combining
the heat transfer due to convection based on Newton’s Law of Cooling with the heat transfer due to
conduction based on Fourier’s Law suitable for a fiber-optic cable heated from within. In our setup
(Figure 3b), the heated element was outside of the fiber-optic cable, resulting in a modified version to
include the heat transfer through the sediment of the equation by [6]:

∆T =
Q
2π

(
1

h rh2
+

1
ktot

ln
rtot

rh1

)
(6)

where Q is the heat input to the cable (W m−1), rh1 (m) is the radius of the heating part of the heating
cable (m), rh2 (m) is the total radius of the heating cable and rtot (m) is the sum of the radii of the
heating cable, the distance through the sediment and the radius of the fiber-optic cable used to measure
temperature change combined. ktot (W m−1 K−1) is the combined thermal conductivity calculated
(harmonic mean) as materials in series [26]:

ktot =
1

fhc
khc

+
fh
kh
+

f j
k j
+

fa
ka
+

fm
km

+
f f
k f

+
fsed

ke f f

(7)

where the thermal conductivity (see Table 2) and the fraction of the thickness in respect to the total
radius rtot is given for the individual components. khc and fhc for the heating cable core, kh and fh



Water 2019, 11, 1619 8 of 18

for the heating cable protection, k j and f j for the DTS cable jacket, ka and fa for the DTS cable aramid
protection, km and fm for the DTS fibre mantle, k f and f f for the DTS fibre, fsed and ke f f for the
saturated sediment.

The parameter h is the heat transfer coefficient
(
W m−2 K−1

)
defined by [6]:

h =
ke f f

L
Nu (8)

where L is the characteristic length of the flow (m), Nu the Nusselt number. The combined thermal
conductivity (ke f f ) of sediment and water as given by [18]:

ke f f = nk f + (1− n)ks (9)

where n is the porosity and k f and ks the thermal conductivity of the water and the sediment
solid material.

The Nusselt number showing the ratio of convective heat transport to conductive heat transport.
It is related to the groundwater flow velocity (through the Reynolds number) and other conduction
properties (through the Prandtl number). Empirical correlations between the Nusselt, Reynolds and
Prandtl numbers exist for different flow conditions [26]. The authors of [27] identified an empirical
relationship for external flow alongside a cylinder for low Reynolds numbers (laminar flow) in the
form of:

Nu = C Rem Pr
1
3 (10)

where Nu is the Nusselt number, Re is the Reynolds number, Pr is de Prandtl number and C and m are
constants which are determined empirically based on the laboratory measurements. Standard values
for C and m are available depending on the values for Re and Pr [26,27]. The Reynolds number and
Prandtl number are defined as:

Re =
ρ u L
µ

=
u L
v

(11)

Pr =
C f µ

k f
(12)

where ρ is the density of the water (in kg m−3), u is the flow velocity (in m s−1), µ is the dynamic
viscosity of the water (kg m−1 s−1), and v is the kinematic viscosity of the water (in m2 s−1), C f is the
specific heat capacity of the fluid (in J kg−1 ◦C−1). For L we used the diameter of the heating cable.

Using the experimental data to determine values for C and m for our setup, based on Equation (6),
an equation for the groundwater flow velocity with measured ∆T as input can be written as [15]:

u =

 p
∆T 2π

Q +
(

1
ktot

ln
(

rtot
rh1

)) 
1/m

(13)

with p a constant defined by:

p =
L νm

rh2 ke f f C Pr1/3Lm
(14)

The promise is that using the experimentally determined values of C and m and assuming these
to be applicable for the current cable setup, Equations (7), (9) and (12)–(14) can be used to determine
groundwater flow velocities from observations of ∆T, from a similarly configured cable under field
conditions as authors intend to test. The influence of the cable presence on the groundwater flow is
incorporated in the FlexPDE modeling but is not specifically considered in Equation (13). The constants
C and m are however fitted based on the laboratory data results, including this effect in the fit.
Appendix A presents the derivation of Equation (13) based on Equation (6).
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3. Results

Results of the laboratory experiments are presented and used for calibration and validation
of a numerical model of coupled heat transfer and fluid flow, and the analytical solution for the
temperature difference and groundwater flow velocity relation, as derived above.

3.1. Experimental Results

In Figure 4, ∆T is plotted against the corresponding groundwater flow velocity for each
experimental run and each location in the flow simulator for the experiments of July–August 2018
(cable setup as shown in Figure 3b). The data is plotted using box-whisker plots combining the results
of all locations in the flow simulator for the specific measured groundwater flow velocity. These plots
illustrate the decrease of ∆T with increasing groundwater flow velocity. An increase in groundwater
flow velocity of 1 m d−1 results in a 0.38 ◦C lower ∆T for all data points. However, as suggested by
Equation (13), the ∆T versus groundwater flow velocity relationship is non-linear, which was also
concluded in a study using higher flow rates [8].
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3.2. Analyzing Results with a Numerical Modeling Code (FlexPDE) 

The observations from the laboratory experiments were subsequently used for optimization and 
calibration of the FlexpDE model described in Section 2.3. The temperature development over time 
during heating by the heating wires was modeled for the same duration and flow settings as during 
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Figure 4. Box-whisker plots of the measured data from the flow simulator showing the groundwater flow
velocity (x-axes) versus ∆T (Y-axes) for the data measured in the 2018 experiments. The measurement
data for all measurement values of all cables in the experiments for a specific experimental run are
combined into one box. The orange line of the box shows the median of the data, and the bottom
and top edges of the box respectively the 25th and 75th percentiles. The whiskers stretch to the most
extreme datapoints not being outliers that are marked as open circle markers.

3.2. Analyzing Results with a Numerical Modeling Code (FlexPDE)

The observations from the laboratory experiments were subsequently used for optimization and
calibration of the FlexpDE model described in Section 2.3. The temperature development over time
during heating by the heating wires was modeled for the same duration and flow settings as during
the experimental runs (Figure 5). The temperature calculated in the model at the center of the modeled
fiber-optic cables was compared to the measurement data of the DTS cable for location A4 (Figure 6)
and A3 (Figure 7).
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Figure 5. Temperature of the groundwater as modeled in FlexPDE. The direct surroundings of the
Active Heating-Distributed Temperature Sensing (AH-DTS) cable at location A3 is shown, containing
the duplex fiber-optic cable and the two heating cables. The flow is from left to right. Plotted area
20 mm × 20 mm of the 2 m × 1 m modeled area; (a) temperature in and around the cable at time 2200 s;
(b) at time 2790 s; (c) at time 9390 s; (d) at time 9400 s.

The comparison of the measured temperature by the fiber-optic cable and the temperature modeled
at location A3 was used to determine the thermal conductivity of the solid particles (ks) of the sediment.
In the first calibration round the thermal conductivity was varied between 4 and 7 W m−1 K−1 in steps
of 0.5 W m−1 K−1. Table 3 shows the mean absolute errors for the calibration location A4 and the
validation location A3.
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The model was validated by checking its predictive capacity at a different location A3 (Figure 
7). For the first heating run (I) the model slightly underestimates the measured temperature. The 
second heating run (II) is a correct fit with the measured temperature. As Tables 3 and 4 show, the 
chosen model is also the best fit for the validation location.  
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By solving Equation (13) using the experimental data, the constants C and m are estimated a 
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2018, C and m are respectively estimated as 0.471 and 0.217.  
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experiments, the red line the modeled temperature for the best fit solution. The dotted green lines
present the variations of Ks that were calculated.

Based on the results of the first calibration round, a second round of simulation with steps of
0.05 W m−1 K−1 was used to determine the best fit solution by minimizing the error. The mean absolute
errors for the variations of the second calibration round are provided in Table 4. A best fit between
observations and model data was obtained for Ks = 5.0 W m−1 K−1, within ranges (2–8.4 W m−1 K−1)
found in literature [19,28,29].
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Table 3. Mean absolute error between model estimation and measurement results of the first
calibration round.

Thermal Conductivity (W m−1 K−1) Location A4 (◦C) Location A3 (◦C)

4.0 0.670 0.596
4.5 0.372 0.323
5.0 0.149 0.172
5.5 0.322 0.382
6 0.523 0.581

6.5 0.700 0.758
7 0.857 0.914

Table 4. Mean absolute error between model estimation and measurement results for the second
calibration round.

Thermal Conductivity (W m−1 K−1) Location A4 (◦C) Location A3 (◦C)

4.85 0.192 0.164
4.9 0.172 0.159

4.95 0.156 0.162
5.0 0.149 0.172

5.05 0.152 0.188
5.1 0.163 0.207

5.15 0.178 0.227
5.2 0.195 0.249

5.25 0.215 0.271
5.3 0.236 0.294

5.35 0.257 0.316
5.4 0.279 0.338

The calculated and measured temperature for calibration location A4 is shown in Figure 6. In the
first heating run (I) the modeled value matches correctly with the measurement data. For the second
heating run (II) a slight overestimating can be seen also resulting in an overestimation of the base
temperature after the heating run.

The model was validated by checking its predictive capacity at a different location A3 (Figure 7).
For the first heating run (I) the model slightly underestimates the measured temperature. The second
heating run (II) is a correct fit with the measured temperature. As Tables 3 and 4 show, the chosen
model is also the best fit for the validation location.

3.3. Applying Analytical Solution (Equation (13)) for Flow Velocity Estimation

By solving Equation (13) using the experimental data, the constants C and m are estimated a priori.
Due to the different cable setups for the experiments in 2017 and 2018, also the C and m constants differ
for the 2017 and 2018 datasets. For the optimal cable, as used in the experiments of 2018, C and m are
respectively estimated as 0.471 and 0.217.

Using the estimated constants C and m, Equation (13) is applied to estimate the groundwater
flow velocity based on the measured ∆T. The result is plotted together with the experimental results
(mean values per groundwater flow velocity) for the 2018 data (Figure 8). The fraction explained
variance R2 = 0.85. ∆T ranged from 5 to 8.4 ◦C with flow velocities up to 8.8 m d−1. The calculated
velocities are in line with the measured velocities.

The modeled groundwater flow velocity using Equation (13) results in a good fit to the measurement
data for low ∆T (∆T < 7 ◦C) and accordingly higher flow velocities (Figure 8). For higher ∆T, the flow
velocity is overestimated by the equation compared to the measurement data.
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(Equation (13)) using measured ∆T as input shown for the 2018 experiments for the optimized C and
m constants.

4. Discussion

Higher groundwater flow velocities were measured during the experiments for similar ∆T values
compared to the model prediction using Equation (13). This difference can be partly explained by
the challenge of realizing low groundwater flow velocities in the flow simulator. Groundwater
flow velocities in the flow simulator below 0.5 m d−1 were relatively unstable. The hydraulic head
difference between the in-and outflow of the flow simulator for these flow velocities needed to be
very low (<2.5 cm) which is difficult to control with the relative coarse sand used in the experiment.
Small fluctuations in the in-and outflow system can have a significant effect.

The 2017 experiments (see description in Section 2.2) provided useful insights for realizing the
successful 2018 results. The 2017 experiments showed the importance of a controlled background
temperature in the flow simulator. Changes in the inflow temperature resulted in the need for
a correction of the shift in the background temperature. In the 2018 experiments, we were able to
maintain a more stable background temperature, without irregular temperature changes, by keeping
the flow running overnight. The improvements to the cable setup, the use of two heating wires
directly connected to the fiber-optic cable, made the results from the 2018 dataset more reliable.
The distance between the heating wire and fiber-optic cable in the numerical modeling efforts and
solving Equations (6) and (13), was now known and constant. The heating cycles were increased up to
90–120 min duration in the 2018 experiments (2017: 30–45 min) resulting in more reliable fits for the
equilibrium temperatures.

Although Equation (13) proves useful for estimating the groundwater flow velocity based on ∆T
in our results, we stress that the values of the empirical constants C and m are dependent on the flow
geometry around the cable and thus on the cable setup. As a result, C and m must be defined based
on controlled experiments similar to our study for each specific cable setup before the cable setup in
combination with Equation (13) can be used in field studies. C and m are related to Reynolds and
Prandtl numbers, both being a function of the fluid motion [6]. As a next step, the analytical solution
could be further analyzed using numerical modeling, giving insight on the sensitivity of the empirical
constants and there physical meaning.

Our analyses focused on the ∆T–groundwater flow velocity relation based on the maximum
temperature increase observed at the heating cable during heating. We consider that the heating curve
itself may hold a clearer relationship with the groundwater flow velocity being less dependent on
variation in background temperature. An alternative approach is to derive an analytical equation
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predicting the entire increase of temperature over time during heating, e.g., such as the well function
proposed by [7]. By solving the model for t→∞ and inversing this formula to calculate the groundwater
flow velocity a similar result can be reached. However, to fit such an equation to our cable setup,
this equation needs to be extended to include the material properties of the heating cable. Furthermore,
similar to our approach, parameters need to be fitted on a known dataset for the specific cable setup at
hand for field applications.

5. Conclusions

We measured the maximum temperature difference (∆T) using an AH-DTS fiber-optic cable setup
placed inside a groundwater flow simulator, controlling and measuring the groundwater flow velocities.
An equation was developed to calculate groundwater flow velocity by measured ∆T resulting from
heating the AH-DTS cable for a fixed period and constant power. The ∆T was extracted from the data
by estimating the equilibrium temperature of curves fitted to the measured heating and cooling curves
of the data. We derived an analytical solution based on the heat equation that can be used to explicitly
calculate groundwater flow velocity from measured ∆T for this specific AH-DTS setup. The constants
C and m of this equation have to be determined a priori in the lab and are specific for the cable setup
used. The calculated groundwater flow velocities are consistent with the measurement data, making
the equation useful for field applications of this specific AH-DTS cable setup.

Note that this specific AH-DTS setup tested in our laboratory experiment will in the future be
applied at a field site, near a drinking water extraction well in the east of the Netherlands. The resulting
analytical solution will thus be used to estimate groundwater flow velocity based on the measured
temperature difference (∆T) at this field site.
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Appendix A. Equation (13) Derived Based on Equation (6)

We present an equation for calculating the flow velocity based on the temperature difference
measured (Equation (13) in article). This formula is based upon the formula presented by [6]. In this
appendix we show how our equation is derived from the formula presented by [6]. A list of mentioned
parameters is presented at the end of the appendix.

The equation presented (Equation (13) in article):

u =

 p
∆T 2π

Q +
(

1
ktot

ln
(

rtot
rh1

)) 
1/m

(A1)

With p a constant defined by (Equation (14) in article)

p =
L νm

rh2 Ke f f C Pr1/3 Lm
(A2)

www.wetsus.eu
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This equation is based upon the equation presented by [6]:

∆T =
Q
2π

(
1

h rh2
+

1
ktot

ln
rtot

rh1

)
(A3)

Equation (A1) can be derived based on Equation (A3) by rewriting Equation (A3) as

∆T2π
Q

=
1

h∆rh2
+

1
ktot

ln
rtot

rh1
(A4)

Then excluding h

h =
1

rh2

(
∆T2π

Q −
1

ktot
ln rtot

rh1

) (A5)

With h is defined by the Nusselt number which is defined by the Reynolds number and the Prandt
number and can be written as,

h =
ke f f

L
C

(uL
v

)m
Pr

1
3 (A6)

Resulting in
ke f f

L
C

(uL
v

)m
Pr

1
3 =

1

rh2

(
∆T2π

Q −
1

ktot
ln rtot

rh1

) (A7)

Equation (A7) can be rewritten to

L

rh2

(
∆T2π

Q −
1

ktot
ln rtot

rh1

)
ke f f C Pr

1
3

=
(uL

v

)m
(A8)

Equation (A8) can be rewritten to

L

rh2

(
∆T2π

Q −
1

ktot
ln rtot

rh1

)
ke f f C Pr

1
3

=
umLm

vm (A9)

The velocity can be separated from Equation (A9)

Lvm

rh2

(
∆T2π

Q −
1

ktot
ln rtot

rh1

)
ke f f C Pr

1
3 Lm

= um (A10)

And

u =

 Lvm

rh2

(
∆T2π

Q −
1

ktot
ln rtot

rh1

)
ke f f C Pr

1
3 Lm


1/m

(A11)

By defining constant p (Equation (A2)), Equation (A11) can be simplified to Equation (A1).
Parameters:

• Q as heat input to the cable (W m−1),
• rh1 the radius of the heating part of the heating cable (m),
• rh2 the total radius of the heating cable (m),
• rtot is the sum of the radii of the heating cable, the distance through the sediment and the radius of

the fiber-optic cable used to measure temperature change combined (m),
• ∆T as the temperature change due to heating (◦C), and
• ktot is the combined thermal conductivity calculated (harmonic mean) as materials in series [26]:
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ktot =
1

fhc
khc

+
fh
kh
+

f j
k j
+

fa
ka
+

fm
km

+
f f
k f

+
fsed

ke f f

(A12)

where the thermal conductivity (see Table 2) and the fraction of the thickness in respect to the total
radius is given for the individual components. khc and fhc for the heating cable core, kh and fh for the
heating cable protection, k j and f j for the DTS cable jacket, ka and fa for the DTS cable aramid protection,
km and fm for the DTS fibre mantle, k f and f f for the DTS fibre, fsed and ke f f for the saturated sediment.

# khc and fhc are the thermal conductivity and fraction of thickness in respect to the total radius rtot

of the heating cable core,
# kh and fh are the thermal conductivity and fraction of thickness in respect to the total radius rtot of

the heating cable protection,
# k j and f j are the thermal conductivity and fraction of thickness in respect to the total radius rtot of

the DTS cable jacket,
# ka and fa are the thermal conductivity and fraction of thickness in respect to the total radius rtot of

the DTS cable aramid protection,
# km and fm are the thermal conductivity and fraction of thickness in respect to the total radius rtot

of the DTS fiber mantle,
# k f and f f are the thermal conductivity and fraction of thickness in respect to the total radius rtot

of the DTS fiber,
# ke f f and fsed are the thermal conductivity and fraction of thickness in respect to the total radius

rtot of the saturated sediment.

• Parameter h is the heat transfer coefficient
(
W m−2 K−1

)
defined by [6]:

h =
ke f f

L
Nu (A13)

# L is the characteristic length of the flow (m),
# Nu the Nusselt number (-),
# ke f f the combined thermal conductivity of sediment and water as given by [18]:

ke f f = nk f + (1− n)ks (A14)

� n is the porosity
� k f and ks the thermal conductivity of the water and the sediment solid material.

• The Nusselt number is given by

Nu = C Rem Pr
1
3 (A15)

# Re is the Reynolds number (-)

Re =
ρ u L
µ

=
u L
v

� ρ the density of the water (in kg m−3)
� u the groundwater flow velocity (in m s−1)
� µ the dynamic viscosity of the water (kg m−1 s−1)
� v the kinematic viscosity of the water (in m2 s−1)
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# Pr is de Prandtl number (-)

Pr =
c f µ

k f

� C f the specific heat capacity of the fluid (in J kg−1 ◦C−1)

� k f is the thermal conductivity of the fluid (in W m−1 ◦C−1)

# C and m are constants which are determined empirically and standard values for C and m are
available depending on the values for Re and Pr (Hilpert, 1933; Bergman et al., 2011).
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