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Abstract: Sea surface winds and waves are very important phenomena that exist in the air–sea
boundary layer. With the advent of climate change, cascade effects are bringing more attention to
these phenomena as warmer sea surface temperatures bring about stronger winds, thereby altering
global wave conditions. Synthetic aperture radar (SAR) is a powerful sensor for high-resolution
surface wind and wave observations and has accumulated large quantities of data. Furthermore, deep
learning methods have been increasingly utilized in geoscience, especially the inversion of ocean
information from SAR imagery. Here, we propose a method to invert various parameters of ocean
surface winds and waves using Sentinel-1 SAR IW mode data. To ensure this method is more robust
and scalable, we augmented the input data with dual-polarized SAR imagery, an incident angle, and
a more constrained homogeneity test. This method adopts a deeper structure in order to retrieve more
wind and wave parameters, and the use of residual networks can accelerate training convergence
and improve regression accuracy. Using 1600 training samples filtered by a novel homogeneity test
and with significant wave heights between 0 and 10 m, results from error parameters including
the root mean square error (RMSE), scatter index (SI), and correlation coefficient (COR) show the
great performance of this proposed method. The RMSE is 0.45 m, 0.76 s, and 1.90 m/s for the
significant wave height, mean wave period, and wind speed, respectively. Furthermore, the temporal
variation and spatial distribution of the estimates are consistent with China–France Oceanography
Satellite (CFOSAT) observations, buoy measurements, WaveWatch3 regional model data, and ERA5
reanalysis data.

Keywords: convolutional residual networks; sea surface wind; ocean wave; SAR; Sentinel-1

1. Introduction

Sea surface winds and ocean waves are critical phenomena in the air–sea boundary
layer, affecting upper ocean dynamics and air–sea interactions. Therefore, large-scale
continuous wind and wave observations are essential for wave climate and propagation
research [1–5]. Buoy observations offer one possible method for attaining sea surface wind
and ocean data. However, their typically sparse and nearshore locations mean they cannot
provide enough of a spatial distribution to provide quality sea surface wind and wave
observations. As a result, satellite observations have been an effective approach for the
survey of dynamic ocean parameters. With its high-resolution two-dimensional imaging
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ability, Synthetic Aperture Radar (SAR) is able to capture more sea surface wind and wave
information than a radar altimeter and radar scatterometer. Sentinel-1 SAR data are also
free and can provide observations in nearly all weather conditions, both day and night.

SAR-based modulation transfer functions, including tilt modulation, hydrodynamic
modulation, and nonlinear velocity bunching modulation, have traditionally been used to
invert ocean waves via the ocean wave spectrum [6,7]. However, the nonlinear mapping
relationship has become the basic theory of SAR wave inversion since it was proposed
in 1991 [8]. Nonlinear modulation can cause the imaging process of ocean waves to be
irreversible, but there are two ways to address this irreversibility. The first is to use wave
model data as a constraint, meaning their representative methods are the “Max Planck
Institute” algorithm [8,9] and the partition rescaling and shift algorithm (PARSA) [10].
The second way is to use parameterized winds as a constraint, with their representative
methods being the semi-parametric retrieval algorithm [11] and the parameterized first-
guess method [12].

Although a two-dimensional wave spectrum can reflect more information in ocean
waves, the wave spectrum inversion requires prior information and numerous calculations
because of the poly solution from the nonlinear imaging relationship. Therefore, empirical
algorithms were proposed to retrieve integral ocean wave parameters such as significant
wave height, wave period, and wave direction. For example, CWAVE extracts features from
images and establishes an empirical relationship between the image feature parameters
and the wave parameters using regression equations based on different satellites [13–15].
Other methods exploit the relationship between azimuth cutoff wavelength and wave
parameters since the azimuth cutoff wavelength and some wave parameters are closely
related through nonlinear velocity bunching [16–18]. More recently, a method based on
dual-polarized SAR data has been proposed, improving the inversion performance by
adding the input of VH-polarization data [19]. Simple machine learning approaches like
support vector machines and backward propagation neural networks (BPNN), which are
widely employed in regression processing, have also been applied to improve the inversion
of wave parameters [15,20,21].

The parameters describing wind vectors include wind speed and wind direction. C-
band SAR-derived wind speed estimation is based on empirical models such as the CMOD
function for VV-polarized imagery (signal transmitted and received vertically), C-2PO,
and C-3PO for cross-polarized imagery, respectively. CMOD geophysical model functions
(GMFs) are generally used at low to moderate wind speeds due to signal saturation dur-
ing high wind speeds, which include CMOD4, CMOD_IFR2, CMOD5, CMOD5.N, and
CMOD7 [22–26]. At high wind speeds, the cross-polarized radar signals contain wave-
breaking information, improving the high wind speed inversion results [27,28]. Since the
wind speed inversion also needs regression processing, methods based on the BPNN have
also been presented recently [29,30]. On the other hand, wind direction can be extracted in
SAR imagery by the fast Fourier transform [31] and local gradient methods [32,33].

Deep learning (DL) methods have also improved over the past several years. One of
the most common methods for classification and regression in DL is Convolutional Neural
Networks (CNNs). They have strong performance capabilities in image processing and are
suitable for feature extraction in SAR imagery. Moreover, CNN-based methods have been
successfully applied to many SAR ocean-based remote sensing applications such as slick oil
discrimination [34], ship detection [35], eddy detection [36], internal wave detection [37],
significant wave height retrieval [38–40], sea ice classification [41], etc. Although many
more CNN application examples appeared in classification or detection problems, the
regression problem could be considered a classification problem with more categories.

Sentinel-1 SAR IW mode data distribute near the coast, which need a more precise
match. The linear regression between wind or wave characteristics and the information
from SAR imagery and spectra may then be less accurate. This occurs because the pattern of
SAR spectra is very sensitive to wind and wave parameters nonlinearly, and the calculation
of SAR features (i.e., azimuth cutoff wavelength) has strong uncertainties. Compared to
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previous linear methods, methods based on deep convolutional residual networks can
extract large numbers of SAR image features, improving feature extraction during network
training. Furthermore, as an important driver of ocean waves, wind is related to short
ocean waves.

Thus, an adjusted deep Residual Network (ResNet)-based method for inverting wind
and wave parameters using dual-polarized Sentinel-1 SAR IW mode data is proposed.
This method is based on the analysis of SAR spectrum shape and magnitude for differing
significant wave heights, wave directions, wavelengths, and wind speeds. The remainder
of this manuscript is organized as follows: (1) Data and Methods are described in Section 2;
(2) Results and Discussion are presented in Section 3; and (3) The Appendices specify the
formulas and theories used in this study.

2. Data and Preprocessing
2.1. NDBC Buoy Data

Ground truth values of wind and wave parameters are essential to building the rela-
tionship between SAR imagery and target parameters when using a DL regression method.
The CNN-based method is more reliable if high-precision wind and wave data are available.
The standard meteorological historical data of 76 moored buoys from the National Data
Buoy Center (NDBC) are used in this study, including wind speed and direction, significant
wave height, mean wave period, dominated wave period, and mean wave direction. All
the directions are degrees from true north, increasing clockwise. Anemometers aboard the
buoys measure 5 m height wind speeds, which are converted to 10 m height wind speeds
using the formula [42]:

u10 = 8.7403× u5

ln(5/0.0016)
(1)

The buoy data files contain year-long hourly data obtained from direct measurements,
improving the regression’s reliability and verifying the inversion results. The distribution of
NDBC buoys is shown in Figure 1, with all buoys located along the North American coastline.
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2.2. ERA5 Reanalysis Data

Despite their availability, NDBC buoys are limited in the amount of high-seas state data
they collect. The fifth-generation European Centre for Medium-Range Weather Forecasts
(ECMWF) reanalysis (ERA5) hourly data for high sea state areas were retrieved from
the Copernicus Data Store (CDS) to verify the inversion results. ERA5 estimates several
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parameters, including 10 m wind vectors, significant wave height, mean wave direction,
mean wave period, and peak wave period. All reanalysis data, which have a 0.25◦ latitude-
longitude grid and corresponding Sentinel-1 products, are downloaded to match the high
sea state data.

2.3. Sentinel-1 SAR Data

As a part of the European Global Monitoring for Environment and Security satellite
family, Sentinel-1 provides large-scale continuous free C-band SAR data and is a con-
stellation consisting of two satellites: Sentinel-1A and Sentinel-1B [43]. According to the
corresponding location and time of the NDBC buoys and ERA5 data, 2098 match-up
Sentinel-1 Ground Range Detected (GRD) products were collected. All products are ac-
quired by Interferometric Wide Swath (IW) and Stripmap (SM) modes and include VV and
VH polarization SAR imageries. The Sentinel-1 HR (high-resolution) products with a 10 m
spatial grid were selected for this study to unify the spatial grid of the input images. The
resolution of IW mode SAR images is 20 × 22 m (range × azimuth), and the resolution of
SM mode SAR images is 23 × 23 m. Incident angles for all images range from 32.9◦ to 43.1◦.

2.4. Data Preprocessing

All Sentinel-1 imagery must be preprocessed before a relationship between SAR data
and sea surface wind and waves can be established using CNNs. Therefore, three main
preprocessing steps are performed and described below.

First, the SAR images are calibrated and converted to SAR spectra. All Sentinel-1 GRD
products are displayed using digital numbers, which are unsuitable for wind and wave
inversion, so calibration is used to convert these raw data to the NRCS values. Furthermore,
the normalized radar cross-section (NRCS) is normally chosen as the raw input for the
inversion process. However, waves have a higher correlation with the SAR-normalized
self-correlation spectra, so the NRCS images are converted into SAR spectra. This process
is further explained in Appendix A.

Secondly, spatial and temporal matching is performed for the SAR imagery and
ground truthing data. To create a sample set for CNN training, only 224 × 224 sub-images
of SAR data in the corresponding location, buoy data during the corresponding time, and
corresponding ERA5 data are used. The central pixel of the SAR sub-image is nearest to
the buoy’s position, and each sample has a temporal discrepancy of no more than one hour
between the corresponding truth value and the SAR observation.

Finally, the input SAR image and SAR spectra are verified by a homogeneity test. The
accuracy of wave inversion by the trained CNN is closely related to the correctness of
the training samples. Thus, a homogeneity test and physical constraints are required for
the training set. The modulation of SAR imagery over the ocean can be affected by many
features, including the sea surface, islands, and ships. Buoys’ measurements can also differ
from SAR observations, making CNN training deviate from the actual modulation relation-
ship. Therefore, a homogeneity test performed on each SAR VV-polarization sub-image
can help to avoid these problems by removing images with phenomena affecting inversion,
like boundary layer rolls, atmospheric fronts, rain cells, sea ice, surface slicks, etc. More
information about the homogeneity test can be found in Appendix B. The inhomogeneity
parameter is calculated for each sub-image with a threshold of 1.05 to detect atmospheric
fronts, slicks, and sea ice (Schulz-Stellenfleth and Lehner, 2004). Figure 2 shows example
images of different inhomogeneity parameters (ξ). In general, features in SAR imagery
appear more uniform when ξ is smaller than 1.05. The areas marked by red rectangles
indicate irregularly high backscatter coefficients. Figure 2c shows inhomogeneity caused by
atmospheric fronts that exhibit different scattering coefficients on both sides. In Figure 2d,
the inhomogeneity is caused by land since it shows significantly high scattering coefficients.
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(e–h) Corresponding SAR spectra.

In summary, the data preprocessing is conducted as follows: (1) Calibrate the SAR
images to NRCS images and estimate the SAR self-correlation spectra; (2) According to
the position and time of buoy observations, match the NRCS images and the SAR self-
correlation spectra in the size of 224 × 224 to correspond to the size of the CNN input; and
(3) Matching data will be tested by the inhomogeneity parameter with a threshold of 1.05.

3. SAR Imaging Feature and Proposed Method
3.1. Relationship between Ocean Waves and SAR Images

SAR imagery and buoy measurements are different. Buoys measure ocean waves at
a specific spatial point over a long time period, whereas SAR sensors measure ocean waves
in a spatial area over a shorter period. Therefore, an understanding of the imaging theory
is necessary for CNN design and validation.

Based on the fully nonlinear SAR wave imaging theory for VV-polarized data pre-
sented in Appendix C, the magnitude and pattern of SAR data are very sensitive to wave
height, wave period, and wave direction. For a specific ky (x denotes the range, y denotes
the azimuth), the Formula (A12) could be considered a linear term filtered by the expo-
nential power of the slant range and velocity term. As ky increases, the linear term will
increase while the exponential power will be reduced. As the exponential power term
decreases, SAR spectra become visible only in a small range of azimuth wavenumbers. This
relationship is not easily expressed as a linear function of wave parameters like significant
wave height, peak wave period, and wave direction. However, the pattern and magnitude
of SAR data are still related to the input wave spectra and the azimuth cutoff. The azimuth
cutoff is mainly caused by the velocity bunching of SAR. Due to the Doppler shift, the
scattering elements of the ocean waves heaving in the direction of SAR platform motion
are shifted in the azimuth direction, which results in bunching at certain phases [44]. This
procedure is called velocity bunching. As a result, the wave signal whose wavenumber
is too high in the azimuth direction could not be displayed in the SAR spectra. Figure 3
shows the estimated SAR spectra and their magnitude of variation from ocean waves using
Sentinel-1 parameters and the nonlinear imaging formula for different significant wave
heights, wave periods, and wave directions.
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nitude in different significant wave heights, wave periods, and wave directions. (a–d) Denote the
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JONSWAP wave spectra are used to simulate ocean wave spectra. The angular spread
function affects the power density of the wave in the peak wavenumber, reflecting the
angular dispersion of the ocean waves. This indicates that the magnitude of SAR spectra is
lower when either the significant wave height is lower, the wave period is higher, or the
wave direction is closer to the azimuth direction. The peak of SAR spectra is very close to
the range direction and the peak wavenumber of JONSWAP wave spectra, which result
from the azimuth cutoff and the nearest angular spread of JONSWAP. Moreover, according
to Formula (A16), the azimuth cutoff is narrower when either the significant wave height is
higher, the peak wave period is lower, or the wave direction is closer to the range direction.

Figure 3a–d shows how the significant wave heights significantly affect the azimuth
cutoff and magnitude but have a smaller influence on the overall pattern. Figure 3e–h
shows how wave direction significantly affects both the azimuth cutoff and magnitude
as well as the change part of the SAR spectrum pattern. Figure 3e–h shows how the
peak wavelength of a wave is closely related to the peak wavelength of SAR spectra.
However, if the wavelength of the wave is too low, the SAR spectra will not express the
wave linearly. This simple example could provide the basic relationship between wave
parameters and SAR. However, the actual ocean waves are much more complex. Further
analysis is essential.

In actual observation, there are many ocean waves in a single SAR spectrum. To
discuss the SAR spectrum, which has ocean waves in different wavelengths and wave
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heights, the calculation is also necessary. In this case, we use the JONSWAP and angular
spread functions to calculate different ocean waves for a single wave spectrum at the same
time, which have different wave heights and wavelengths.

Figure 4 shows the different input wave spectra, including one or two wave systems.
The significant wave heights, wave periods, and wave directions of the original wave and
the added waves are shown in Table 1.
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Table 1. The wave parameters for different input waves.

Significant Wave Height (m) Wave Period (s) Wave Direction (◦)

Original wave 2 12 135

Added long-wave 1 14 45

Added short-wave 5 5 45

Overall, Figure 4 shows that a wave longer than the original wave system could
significantly enhance the azimuth cutoff and reduce the magnitude of the calculated SAR
spectra while leaving the peak wavenumber of the SAR spectra unchanged. Simultaneously,
waves shorter than the original wave system can affect the pattern of the SAR spectra in
the lower wavenumber but not the magnitude or azimuth cutoff of the SAR spectrum. This
could be explained for a variety of reasons. First, although the pattern and magnitude of
SAR spectra may be similar to those of the wave system without an exponential power
term, the exponential power term distorts the pattern and magnitude of the wave expressed
in SAR spectra, as the derivation in Appendix C shows. The exponential power term is
determined by the Formula (A16). So, any power density in the wave system could increase
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the absolute value of the exponent in the exponential power term, thereby reducing the
magnitude of the SAR spectra and making the azimuth cutoff narrower. Since the values of
the velocity modulation function have a larger value at a high wavenumber, the influence
of the short wave system is more significant.

Furthermore, the short wave of lower power density at a higher wavenumber will
be affected by the stronger azimuth cutoff, which will further reduce the influence on the
pattern of SAR. This essentially creates a positive feedback system. Conversely, long waves
are less affected by azimuth cutoff, contributing little to it. So, it may affect the pattern of
SAR spectra and even result in a higher power density in SAR spectra.

Then, we calculate SAR spectra for VV-polarization by using the buoy’s significant
wave height, peak wave period, and peak wave direction. Since the JONSWAP wave spectra
are an empirical calculation of ocean waves based on sea surface wind speed, they may not
be exactly the same as the actual wave data. So, to establish the relationship between the
SAR spectra and the actual wave parameters, a method based on a much stronger feature
extractor, like deep learning, is necessary.

Figure 5 shows how the azimuth cutoff attenuates the original ocean wave power
density signal. There is a distorted power density at the same wavelength due to the
velocity of the original wave power. The shorter the wave, the more distortion there is, and
the stronger the azimuth cutoff is.
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Due to nonlinear effects like velocity bunching, SAR spectra cannot directly reflect
ocean waves. However, ocean waves of different wave heights, wavelengths, and wave
directions could be related to SAR spectra in different ways.

As Figure 3a–d shows, the higher the significant wave height is, the stronger the
azimuth cutoff is. The nonlinear phenomenon will appear when the significant wave
height is high enough. As Figure 3e–h shows, the closer to the azimuth direction the wave
direction is, the more distorted the SAR spectrum indicates. But the closer to the range
direction the wave direction is, the more complex the power density of the SAR spectrum
indicates. Figure 3i–l shows that if the wavelength of an ocean wave is short enough, the
nonlinear velocity bunching will make it more difficult for SAR spectra to reflect actual
ocean waves. As a result, nonlinear phenomena appear, especially in ocean waves with
high significant wave heights or low wave periods.

In conclusion, the ocean waves in very high and very low sea states have stronger
nonlinear imaging effects, which are not suitable for regression using a traditional linear
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feature extractor. Therefore, the deep learning method is necessary. And to improve the
results in a very high sea state, the VH images should also be used.

3.2. Relationship between Sea Surface Wind and SAR Images

As the main driving force of ocean waves, sea surface wind can also modulate the SAR
NRCS images by changing sea surface roughness. The CMOD GMF provides a relationship
between C-band SAR NRCS and wind parameters but was originally designed for wind
retrieval from the scatterometer. However, the NRCS value can be expressed as a nonlinear
function of the wind vector, radar incident angle, radar polarization, radar frequency, and
some secondary parameters of the sea surface. Therefore, the GMF has the following
format [22–26]:

σ0= b0(V, θ)[1 + b1(V, θ) cos ϕ + b2(V, θ) cos 2ϕ]p (2)

where b0, b1, and b2 are nonlinear functions of wind speed at a 10 m reference height (V)
and incident angle (θ), p is a constant, and ϕ is the relative wind direction.

The algorithm for C-band VH-polarized (signal transmits in the vertical direction but
is received in the horizontal direction) SAR data is presented to solve this issue due to
signal saturation of VV-polarization data under high wind speed conditions. In addition to
the methods based on GMF, the C3PO method is more simplistic:

σ0[dB] = (0.2983V − 29.4708)(1 + 0.07
θ − 34.5

34.5
) (3)

where σ0[dB] denotes the decibel value of NRCS, V denotes the wind speed at a 10 m
reference height, and θ denotes the incident angle.

This method suggests that wind speed, wind direction, and radar incident angle can
affect the NRCS of both VV-polarized and VH-polarized SAR data. The NRCS value for
wind speed inversion is generally taken as the statistical value of a sub-image to suppress
speckle noise. Additionally, wind speed inversion using a GMF needs wind direction as
an input, so it is harder for SAR imagery to detect wind direction.

Traditionally, wind direction from SAR images is retrieved by the fast Fourier trans-
form (FFT) and local gradients (LG) methods. They suppress the signals of short waves
by filtering out signals with high wavenumbers and reducing spatial resolution (same
as pooling in the CNN). This prevents the signals outside the azimuth cutoff area from
affecting the results. However, local winds can drive short ocean waves, which correspond
to low wave age and low phase speed in the ocean. This means that these methods are
more suitable for retrieving the mean wind direction.

In conclusion, when wind direction and radar incident angle are known, the nonlinear
GMF can extract wind speed from the SAR image. After removing low-wavelength signals,
wind direction can be obtained from SAR spectra or local gradients. Since the DL method
can capture more image features and regress the nonlinear relationship more effectively,
CNNs can also be used to retrieve wind parameters.

3.3. Inversion Method

The structure of CNNs has become deeper and more complex with the development
of DL methods. However, adding layers may not always improve the regression efficiency
but instead cause the network to converge on a higher training error. To solve these
problems, residual networks (ResNet) are used [45]. Since the imaging mechanism of SAR
for sea surface wind and waves is strongly nonlinear, ResNet can significantly improve the
convergence speed and training effect. Therefore, ResNet is used to construct the inversion
method in this study.

CNNs generally fit the desired feature maps directly using a succession of convo-
lutional layers, pooling layers, batch normalization layers, and activation functions. In
ResNet, a series of feedforward neural networks connect the feature maps, which skip one
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or more layers. For a single residual network, the stacked nonlinear layers fit the residuals
of the input and output instead of directly fitting the original output. The residuals are
easier to train than the original CNN output feature images. The CNNs without residual
networks need much more training iteration, but the CNNs with residual networks need
less iteration.

We take advantage of the residual network’s high regression efficiency in deep CNNs
and use ResNet34 (34 hidden layers) to determine sea surface wind and wave inversion
from SAR data. It consists of many residual blocks, whose structures are shown in Figure 6a.
A layer of the convolutional network includes the stack of convolutional, batch normal-
ization, and activation functions. The n denotes the size of convolutional kernels, and the
channels denote the number of output feature maps. The residual operation is inserted
before the activation function in the second layer of the convolutional network. If there is
a pooling of layers after the first layer of the convolutional network in a residual block, the
structure is converted to Figure 6b. The m denotes the size of the pooling. Figure 6c is the
complete ResNet34 structure. First, the input images will go through a 7 × 7 convolutional
network with a pooling of ×2. Second, they will go through 16 residual blocks of 3 × 3 con-
volution in sequence: 3 residual blocks with 64 channels, 1 residual block with 128 channels
and 2 × 2 pooling, 3 residual blocks with 128 channels, 1 residual block with 256 channels
and 2 × 2 pooling, 5 residual blocks with 256 channels, 1 residual block with 512 channels
and 2 × 2 pooling, and 2 residual blocks with 512 channels. Finally, the target parameters
could be derived after going through a 2 × 2 average pooling and a full connection layer.
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The structure of ResNet34 is provided, but the details of some parameters, activation
functions, and input and output need to be further defined. Since the magnitudes of wind
and wave parameters are different, each parameter is retrieved by a specific neural network.
According to the analysis of Sections 3.1 and 3.2, wave parameters and wind direction are
more closely related to the SAR spectra. In contrast, the wind speed is more closely related
to the statistical value of the SAR NRCS image. Both the wind GMF and wave imaging
functions vary with the incident angle, so the input image should include the incident
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angle. Moreover, the VH-polarized SAR image also contains wind and wave signals, so it
should also be included in the input data.

As a result, the input image is defined as follows: For the inversion of significant wave
height, mean wave period, mean wave direction, and wind direction, the VV-polarized
SAR spectrum, VH-polarized SAR spectrum, and incident angle images are chosen as
the input data. For the inversion of wind speed, the NRCS images for VV-polarized and
VH-polarized and the incident angle images are chosen as the input data. For CNN training,
the cost function is defined as the mean square error function. The activation function
is defined as the Gaussian error linear unit function, which performs more effectively in
nonlinear regression.

In summary, the training process is shown in Figure 7. The CNN is trained by the
corresponding training set for each wind or wave parameter, and the CNN retrieves the
wind and wave parameters after the training process.

Atmosphere 2023, 14, x FOR PEER REVIEW 12 of 25 
 

 
Figure 7. Flow diagram of the training process for the wind and wave parameters. 

4. Results 
4.1. Training and Validation 

Based on the analysis of sea surface wind and wave modulation and the powerful 
feature extraction capability of CNN, the training set of 2729 images is used for the signif-
icant wave height, mean wave period, mean wave direction, wind speed at a 10 m refer-
ence height, and wind direction. These parameters are trained using the adjusted Res-
Net34 network. Additionally, 119 samples matched with buoy data are used to verify the 
robustness and accuracy of the inversion method. The distribution of wind and wave pa-
rameters used in training and validation is presented in Figure 8. The top row denotes the 
distribution for the training wind and wave parameters, and the second row denotes the 
distribution for the validation wind and wave parameters. The validation set has the same 
distribution as the training set when the significant wave height is less than 7 m. The train-
ing set is trained by the adjusted ResNet34 with a single output. The batch size for training 
is 16, and the total training epoch is 1000. 

 

Figure 7. Flow diagram of the training process for the wind and wave parameters.

4. Results
4.1. Training and Validation

Based on the analysis of sea surface wind and wave modulation and the powerful
feature extraction capability of CNN, the training set of 2729 images is used for the sig-
nificant wave height, mean wave period, mean wave direction, wind speed at a 10 m
reference height, and wind direction. These parameters are trained using the adjusted
ResNet34 network. Additionally, 119 samples matched with buoy data are used to verify
the robustness and accuracy of the inversion method. The distribution of wind and wave
parameters used in training and validation is presented in Figure 8. The top row denotes
the distribution for the training wind and wave parameters, and the second row denotes
the distribution for the validation wind and wave parameters. The validation set has the
same distribution as the training set when the significant wave height is less than 7 m. The
training set is trained by the adjusted ResNet34 with a single output. The batch size for
training is 16, and the total training epoch is 1000.

Training and validation results are shown in Figure 9, where color denotes data
density. The top-row scatter plots represent the training results of various wind and wave
parameters, demonstrating the powerful regression ability of ResNet34. However, there are
some outliers when training the wind direction data set. The bottom row of scatter plots
shows the validation results for the inversion result out of the training set. Results indicate
that significant wave height, mean wave period, and wind speed obtained from data other
than the training set also have a good convergence trend. The validation results of error
parameters for significant wave height, mean wave period, mean wave period, wind speed,
and wind direction are shown in Table 2. However, the wind and wave direction results
show large errors and a high scatter index in the validation set, meaning more samples for
training might be necessary.
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4.2. Constraint for a Training Set

For this data set, the retrieval of significant wave height, mean wave period, and
wind speed is more suitable than the retrieval of wave direction and wind direction. The
homogeneity test was able to remove the majority of inhomogeneous images. On closer
inspection, inhomogeneous images have a central power density that is very high due to
the inhomogeneous signals suppressing the signals of short wavelengths. Therefore, the
weighted average wavenumber of the local maximum greater than 0.4 times the maximum
power density is calculated to remove these leftover images. The samples whose weighted
average wavenumbers of SAR spectra are less than 0.004 are further removed. The neural
networks with the best test set results are selected for output.

The distributions of the filtered dataset are shown in Figure 10 and show that there is
almost no change in the distributions compared to the original training set.
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A total of 1600 samples are used to train the CNN for the inversion of wind and wave
parameters, and 122 samples are used to verify the accuracy of the CNN. Figure 11 shows
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that the wind direction still cannot converge, but other parameters show better results
in the validation data set. The validation results of error parameters for significant wave
height, mean wave period, mean wave period, wind speed, and wind direction are shown
in Table 3. The results of the mean wave direction show improvement and tend to converge,
so it needs more training samples. Wind direction results did not converge in the training
and validation sets. As most wind direction inversion methods use wind-induced streaks
of larger wavelengths, the input images may need to have a larger spatial scale and be
augmented by digital filters.
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Table 3. The validation results of error parameters for different parameters.

Parameter Data Number RMSE Bias SI COR

Significant wave height 122 0.45 m 0.05 m 24% 0.90

Mean wave period 122 0.76 s −0.11 s 12% 0.88

Mean wave direction 122 39◦ −4◦ 40% 0.41

Wind speed 122 1.90 m/s 0.01 m/s 24% 0.81

Wind direction 122 52◦ 0◦ 58% 0.02

The results are also compared with former Sentinel-1 IW or SM mode SAR sea state
inversion methods, especially in significant wave height, which is shown in Table 4. The
inversion method using cutoff wavelength [17] validates the method using NDBC buoy
data. The RMSE of the mean wave period is 1.86 s, and the RMSE of the significant wave
height is 0.69 m. The CWAVE_S1-IW [46] method shows a 0.55 m RMSE of significant wave
height compared with buoy data. The CWAVE_EX [47] method shows a 0.57 m RMSE of
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significant wave height and a 0.91 s RMSE of mean wave period compared with hindcast
model data. The CWAVE_S1-IW and CWAVE_EX use rough spatial matching (>5 km)
and interpolation in the temporal domain. It could affect the precision of IW mode data
inversion results because IW mode data are distributed in the coastal area, whose sea states
vary in the spatial domain. The inversion using shallow CNN [40] excludes data whose
inhomogeneity parameters are higher than 0.5. Though it results in less available data, the
available data have a more stable sea state. The RMSE of significant wave height is 0.32 m
after using a lower homogeneity test threshold. The method proposed in this manuscript
removes spectra whose density power is not concentrated at the coordinate center. The
concentration of density power at the center means that the main signals of the spectra
are at the longest wavelength, which is half the size of whole sub-images. It results from
phenomena other than ocean waves, like fronts, oil spills, ships, etc. So, after removing
those data, the input data have clear wave signals. The results show that the RMSE of
the mean wave period is 0.76 s and the RMSE of the significant wave height is 0.45 m,
which is better than the result of traditional methods. Although the shallow CNNs, which
use lower inhomogeneity SAR data, have a lower RMSE of significant wave height, they
may remove some data containing wave signals. In conclusion, the method proposed
here not only archives multi-parameter inversion but also has better performance than
traditional methods.

Table 4. The comparison of different wave parameter inversion methods using IW or SM mode data.

Method Data Mode Compared Data Matching RMSE of Mean
Wave Period (s)

RMSE of
Significant Wave

Height (m)

Cutoff wavelength SM Buoy 20 m and 10 min 1.86 0.69

CWAVE_S1-IW IW Buoy 5–20 km and
interpolated in time \ 0.55

CWAVE_EX IW Wave model 1/12–0.25◦ and
interpolated in time 0.91 0.57

Shallow CNN IW Buoy 20 m and 1 h \ 0.32
This method IW Buoy 10 m and 1 h 0.76 0.45

4.3. Further Validation by Some Examples

The comparison between buoy measurements and results from ResNet shows that
ResNet is a very efficient tool for the inversion of significant wave height, mean wave
period, and wind speed using only 1637 training samples. However, the results have not
been verified for the spatial and temporal distribution, but some examples are provided in
this section.

The first example compares WaveWatch3 Hawaii regional model data with significant
wave height retrieved from SAR data by ResNet34. The grid size of WW3 data is 0.1◦.
To compare results in similar grids, here we use 1024 × 1024 sub-images, whose size is
10 km, to calculate the results. Figure 12 shows that the significant wave heights from
model data indicate a distinct northeast-to-southwest gradient, which is also shown in the
ResNet34 results. The significant wave heights from the CNN-based method could describe
the spatial distribution. However, results from SAR data show a different pattern in certain
areas. Some significant wave heights are higher than the model data, especially in the west.
And it may be caused by the model data differing from the actual situation.
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The second example compares the ERA5 reanalysis data temporal series located in
the northern Taiwan Strait (120.46◦ E 25.69◦ N) and wave parameters retrieved from SAR
data by ResNet34. The temporal variation in significant wave height, mean wave period,
and wind speed retrieved from ResNet34 is generally consistent with the temporal trend of
ERA5 data (Figure 13).
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period, and (c) wind speed.

Model and reanalysis data are not as reliable as measured data. Therefore, the CFOSAT
data are also used for validation, which contains wave directional spectra from SWIM
(a sensor that measures waves), wind speed from a scatterometer, and typical wave parame-
ters. The wave spectra from CFOSAT data also estimate the mean wave period. To compare
the spatial distribution in depth, four SAR images observed on 20 December 2020 on the
west coast of North America are used. The third sample is the spatial comparison between
along-track CFOSAT data and the ResNet34 inversion results, shown in Figure 14. The SAR
images are divided into sub-images of 1024 × 1024, and the parameters are retrieved from
the center 224 × 224 pixels of the sub-images. The significant wave height, mean wave



Atmosphere 2023, 14, 1272 17 of 23

period, and wind speed show the same spatial variation from CFOSAT and ResNet34 along
the track of CFOSAT. And the distribution also satisfies the law of ocean wave growth,
which states that as waves mature, their wave height and wave period increase while the
wind speed remains constant. Although the regions of 44–45◦ N and 126–128◦ W have
lower wind speeds, the waves are more mature. Therefore, it also expresses high and
significant wave heights in this region. However, there is a temporal interval of 1–2 h here.
So, the results of local wind have more differences between CFOSAT and SAR.
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Figure 14. Spatial distribution of (a) significant wave height, (b) mean wave period, and (c) wind
speed retrieved from SAR by ResNet34 on the west coast of North America on 20 December 2020.
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corresponding parameter.

The Sentinel-1 IW mode images covering the NDBC 46050 buoy located at 124.546◦ W
44.669◦ N on the west coast of North America are also in the same region as the northeast
SAR image in the former sample to verify the temporal variation using the buoy mea-
surement data. Only six images pass the homogeneity test, and the temporal variation in
wave parameters retrieved by ResNet34 is nearly the same as that observed by the buoy
(Figure 15a,b). As Figure 15c shows, the wind speed retrieved by ResNet34 seems to have
a large error on 20 December 2020. Both the ResNet34 results and buoy observations show
an initial decrease followed by an increase before 20 December 2020. Since the homogeneity
test may have little effect on wind speed inversion, the images that have not passed the
homogeneity test are also used for validation. Results show that the variation in wind
speed between ResNet34 and the buoy over time is almost the same (Figure 15d).
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5. Conclusions and Discussion

Since certain wave information may be reflected in SAR spectra, and the NRCS is
related to the wind vector, ResNet34 shows a powerful regression capability in regress-
ing SAR spectra or SAR images to winds and wave parameters. ResNet34 is trained by
1600 samples to retrieve the significant wave height, mean wave period, and wind speed
and is verified by other observational data. The result of significant wave height shows
a bias of 0.05 m, an RMSE of 0.45 m, a SI of 24%, and a COR of 0.90. The result of the mean
wave period shows a bias of −0.10 s, an RMSE of 0.76 s, a SI of 12%, and a COR coefficient
of 0.88. The wind speed result shows a bias of −0.01 m/s, an RMSE of 1.90 m/s, a SI of
24%, and a COR of 0.81. Moreover, the inversion results can also describe the spatial and
temporal variation, as verified by measured data, model data, and reanalysis data. Results
also conform to the ocean wave growth theory.

Using a lower homogeneity test threshold, the former CNN-based technique for
significant wave height inversion appears to perform well. However, SAR data containing
valid information can be removed, but the expansion of the application requires the input of
more training samples. The method in this study retrieves more wind and wave parameters,
which is more robust and scalable.

Although this method could retrieve significant wave height, mean wave period, and
wind speed from Sentinel-1 SAR dual-polarized data with 10 m pixel spacing, it can still be
further improved. First, the inversion of mean wind direction and mean wave direction is
not feasible using this process. The sub-image size in this article is too small to obtain wind
streak information caused by Langmuir circulation. And, since a single radar measurement
could not solve the wind direction inversion, the sub-aperture of the SAR image should
be used in the wind direction inversion. Furthermore, the cross-polarized images have
scalloping effects, which should also be further considered, though CNN may learn about
these effects on its own.

Second, the deeper structure of CNNs requires longer training times and more GPU
memory. The structure needs to be simplified, and the structure of the residual networks
needs to be preserved to enhance computing efficiency.

Third, since the incident angle of the SAR data used for training ranges only from
32.9◦ to 43.1◦, some of the imagery may not accurately invert these parameters while the
incident angles are outside of this range.

Furthermore, different satellites have different flight speeds and orbital altitudes,
which makes this method hard to extend to other satellites only trained by Sentinel-1
data. An attempt was made on Hisea-1, the first C-band SAR small satellite for ocean
remote sensing [48]. Hisea-1 is limited to VV-polarized data, so ResNet34 for only inputs of
VV-polarization data is trained by Sentinel-1 data. After unifying the azimuth cutoff (β),
parameters are retrieved from Hisea-1 data. Only a sample whose incident angle is from
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32.9◦ to 43.1◦ fits the buoy measurement, which is not enough to prove that this method
could be extended within a certain range of incidence angles. Therefore, collecting more
matching samples of the Hisea-1 data and the measured data is necessary. It could also be
used to train the new CNN for Hisea-1 inversion and verify this method’s scalability.

In conclusion, the inversion method based on ResNet34 can more precisely retrieve
significant wave height, mean wave period, and wind speed. Trained with 1600 samples,
this method can be extended to other regions and provide temporal variation and spatial
distribution for these parameters. Using transfer learning, this method can be further
improved with the accumulation of data in different situations. The pixel spacing of the
parameters retrieved by this method reaches 2.24 km, corresponding to 224 × 224 sub-
images. However, the results for a very high sea state should be further verified.
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Appendix A. Calibration and SAR

The digital number of SAR images read from geotiff files can be converted to the
NRCS by calibration parameters read from the extensible annotation markup language
(xml) file in the products. The look-up tables (LUT) of ‘sigmaNought’ and ‘noiseLut’
are used in the calibration. The complete calibration parameter matrix can be obtained
by two-dimensional linear interpolation of the LUT. For each pixel, the NRCS value is
calculated by the formula below:

NRCS =
DN2 − noise

sigma2 (A1)

where noise and sigma are the values of the interpolated ‘noiseLut’ and ‘sigmaNought’ for
each pixel, and DN is the original digital number of SAR images for each pixel. NRCS is
the calibrated value for each pixel.

After calibration, SAR images will be cropped to a size of 224 × 224, corresponding
to the buoy position. Since sea surface waves are more closely related to SAR spectra, the
NRCS images should be further processed. And SAR is not directly obtained by the 2D-FFT
of the NRCS image. The normalized image is defined as I:

I =
NRCS− 〈NRCS〉
〈NRCS〉 (A2)

〈•〉 represents the mean of the matrix inside the angle brackets, and the NRCS repre-
sents the NRCS values in the sub-image in size N = 224. Then, the 2D-FFT is applied to
the normalized image:

FI = f f t2D(I) (A3)

The SAR is the power density I, which is also the self-correlation I in a mathemati-
cal sense:

P = |FI |2 (A4)
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To make the integral in the wavenumber domain equal to the integral of the image in
the spatial domain, the SAR spectra are normalized by the following formula:

P =
P

∑ P · dkx · dky
(A5)

dkx and dky are the wavenumber intervals in the range direction and azimuth direction,
respectively, which could be calculated by the range pixel spacing dx and azimuth pixel
spacing dy:

dkx = 2π
N·dx

dky = 2π
N·dy

(A6)

Gaussian filtering is performed on the SAR spectra, whose standard deviation and
window size are 1.6 and 5, to make the SAR spectra appear smoother.

Appendix B. Homogeneity Test

The homogeneity test aims to check whether the image has stable features at various
spatial positions. Firstly, the 224 × 224 sub-image is further cropped to a size of 56 × 56.
The homogeneity of the 224 × 224 images can be judged by the statistics of the spectral
features of these 16 resulting sub-images.

As the distribution of power density values satisfies a negative exponential distribution
for each specific wavenumber pixel in the spectral domain, the square mean and the
variance of the power density for each wavenumber should be nearly equal. So, the
inhomogeneity parameter can be denoted as the weighted mean of variance divided by the
mean square. The expression is described as follows:

ξH =

∑
k

var
i
[Pi(k)]/mean

i
[Pi(k)]

∑
k

mean
i

[Pi(k)]
, (A7)

where i denotes the serial number of the 56 × 56 sub-images, k is the wavenumber,
var

i
[Pi(k)] is the variance of power density in different sub-images for the specific wavenum-

ber, and mean
i

[Pi(k)] is the average of the power density in different sub-images for the

specific wavenumber.

Appendix C. Nonlinear SAR Wave Imaging Theory

In general, there are four main modulations for SAR wave imaging: tilt modulation,
hydrodynamic modulation, range modulation, and velocity modulation in the slant range
direction, which can be expressed, respectively [8,9]:

Thydr
k = 4.5ω

k2
x(ω− iµ)
|k|(ω2 + µ2)

(A8)

Trange
k = −ikx cot θ (A9)

Tv
k = −ω(i cos θ +

kx

|k| sin θ) (A10)

TR
k = Ttilt

k + Thydr
k + Trange

k (A11)

where kx denotes the range wavenumber, ky denotes the azimuth wavenumber, θ is the
incident angle, ω is the circular frequency of the wave, and µ is the attenuation coefficient,
which is usually taken as 0.5. The first three modulations are the real aperture radar (RAR)
modulations. The last modulation represents the relative velocity in the direction of the
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slant range from the radar to the target. After some derivation, the nonlinear imaging
formula could be obtained. The power density (PS(k)) can be denoted as:

PS(k) = (2π)−2∫ dr exp(−ikr) exp[k2
yβ2 f v(r)− k2

yβ2 f v(0)]{
f R(r) + 1 + ikyβ[ f Rv(r)− f Rv(−r)] + k2

yβ2[ f Rv(r)− f Rv(0)][ f Rv(−r)− f Rv(0)]
} (A12)

where β = R/V, R is the slant range between SAR and target, V is the flight velocity, f R(r),
f v(r), and f Rv(r) denotes the correlation of the RAR part and slant range velocity part:

f R(r) =< IR(x + r)IR(r) >=
1
2∑ {F(k)

∣∣∣TR
k

∣∣∣2 + c.c.}eikrdk (A13)

f v(r) =< v(x + r)v(r) >=
1
2∑ {F(k)|Tv

k |
2 + c.c.}eikrdk (A14)

f Rv(r) =< IR(x + r)v(r) >=
1
2∑ {F(k)TR

k (T
v
k )
∗ + F(−k)(TR

−k)
∗
(Tv
−k)}e

ikrdk (A15)

The Formula (A12) for PS(k) is similar to 2D-FFT but ky is present in the Fourier
operator. It is not a Fourier transform unless ky is a constant or a function in the spatial
domain. To use the FFT to speed up the calculation efficiency of this integral formula, this
formula could be understood in another way: ky is only different on the azimuth axis. So,
for each specific azimuth wavenumber, the FFT can be calculated. Only the FFT results for
this azimuth wavenumber are selected as part of the final result. The amount of calculation
is determined by the side of the azimuth direction (224 in this study).

The nonlinearity of SAR imaging mainly results from the exponential power terms:
exp[k2

yβ2 f v(r)− k2
yβ2 f v(0)]. As Formulas (A14) and (A10) show,

f v(0) = ∑
k

ω2(cos2 θ + sin2 ϕ sin2 θ)F(k)dk (A16)

where ϕ represents the wave direction (0 denotes the positive azimuth wave number).
Assuming that the wave is a JONSWAP spectrum for infinite water depth, for a specific
significant wave height and a specific wave period, the power density of a wave in peak
wavenumber would vary with ϕ according to the angular spread function. The wave and
the angular spread function used in SAR simulation in this study are defined as follows
(Sun and Kawamura, 2009):

S(ω) = α
g2

ω5 exp[−1.25(
ω0

ω
)

4
]γ

exp[− (ω−ω0)
2

2σ2ω2
0

]
(A17)

G(ω, ϕ) = 0.5b sech2b(ϕ− ϕm) (A18)

where ω2 = gk, k =
√

k2
x + k2

y, and ϕ = arctan( kx
ky
) (ky > 0). α depends on the significant

wave height. And b denotes how the power density of the wave varies with ϕ, which is
defined as:

b =


2.61( ω

ω0
)1.3, 0.56 < ω

ω0
< 0.95

2.28( ω
ω0

)−1.3, 0.96 < ω
ω0

< 1.6
1.24, else

(A19)

The F(k) is expressed as:

F(k, ϕ) = S(ω)G(ω, θ) (A20)
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And the significant wave height is:

swh = 4
√

∑
k

F(k)dk (A21)
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