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#### Abstract

Electrostatic curtains can be simple and yet efficient devices to manipulate micronized particles on flat surfaces. This paper aims to investigate the motion of a $60 \mu \mathrm{~m}$ dielectric particle on the surface of a standing-wave conveyor. The study is based on a numerical model that accounts for the many forces that could potentially influence the particle motion. For that purpose, a numerical calculation of electric field and particle movement was carried out. The particle position above the curtain surface is obtained by a resolution of the dynamic equations using the Runge-Kutta method. The electric field distribution in the space above the curtain is obtained by a finite element calculation of the Laplace equation. The simulation results demonstrated a net dependence of the particle trajectory and movement modes on applied voltage frequency. Overall, low frequencies, typically below 50 Hz , allow for higher levitation and better displacement of the particle over long distances. Conversely, higher frequencies significantly reduce levitation and displacement distance. Moreover, at higher frequencies (around 500 Hz ), the particle can vibrate between electrodes without any displacement at all. It is then inferred that low frequency is needed to better carry particles using a standing-wave curtain.
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## 1. Introduction

Over time, photovoltaic (PV) panels and solar concentrators lose their effectiveness due to soiling; a phenomenon that arises from the buildup of dust on the surface and inhibits light from reaching PV cells or reflecting mirrors. Such situations are more frequently seen in arid, dusty places, such as the Sahara. The traditional solution-based systems, such as washing and brushing, despite their efficiency, have drawbacks related primarily to power and water consumption. Therefore, an efficient and economical solution is required to eliminate pollution and clean up flat surfaces [1,2]. Recent studies have shown the potential of electric curtains or electrostatic conveyors (EC) to transport fine particles, but also their ability to clean solar panels [3]. Electrostatic devices are comprised of several parallel electrodes that are incorporated into a dielectric substance and connected to high-voltage power sources [4]. The created electric field can levitate and move the charged particles over the surface without any noticeable energy consumption or moving parts [5]. The ability to move small particles is globally due to the spatial distribution of the electric field, which in turn results from the time variations and phase shifting of the applied voltages. Masuda et al. [6-8] demonstrated this method for confining and transporting charged particles based on particle behaviors in the presence of an alternating non-uniform electrostatic field. After the classic concept of electric curtains, originally proposed by Tatom et al. [9], Masuda calculated the electric potential evolution on the surface of an electric curtain. He highlighted the existence of the sum of sine waves called spatial harmonics and showed that only the two first harmonics are effective and propagate in
two opposite directions. Moreover, these harmonics could affect the particle trajectory in a three-phase system [10]. Depending on the number of applied AC voltage phases, the electric curtain can be of the single-phase type or the polyphase type. In the former, the electric potential distribution results in a pulsating wave formed by two opposite waves, whereas in the later type (polyphase), the electric potential results in a traveling wave along the surface of the curtain. This traveling wave concept is the electrostatic variant of the linear magnetic motor.

Based on the reported results by Masuda et al. [6-8,10,11] and Melcher et al. [12,13], many investigations have been performed to clarify the particle behavior. Schmidlin et al. [14] defined three typical particle transport modes in a traveling wave conveyor, which include "hopping mode", "surfing mode", and "curtain mode". Kawamoto et al. [15-17] conducted a series of particle-directed transport experiments and summarized the velocity and direction of particles in the case of the tetra-phase curtain for different conditions. Kawamoto et al. [17] confirmed that the Coulomb force is the predominant force compared to other forces. The particle transport direction is not only dependent on the traveling wave direction, but also depends on the frequency of the traveling wave, the particle diameter, and the electric field. Horenstein et al. [18] analytically calculated the trajectory of a single particle by solving Laplace's equation for the surface potential on a three-phase conveyor. The smaller particles followed the direction of the traveling wave smoothly, as expected, while certain larger particles moved chaotically and slowly in the direction of the impressed electrostatic potential surface wave. Zhang et al. [19] analytically calculated the electric field in the simulation of the levitation and transport of a particle in a traveling wave. They considered various forces acting on a small particle, including the Coulomb force, the dielectrophoretic force, the image force, the gravity and drag forces, as well as the adhesion force of van der Waals. Zhang et al. noticed the importance of the initial conditions on the particle trajectory. Gu et al. [20] looked into the influence of the key parameters on particle transport by an alternating four-phase traveling-wave electrostatic field. The investigation showed that in addition to frequency, voltage amplitude and the geometric characteristics have an impact on the direction of particle transport. The electric charge acquired by the PMMA spherical particles of $50 \mu \mathrm{~m}$ to $300 \mu \mathrm{~m}$ above a traveling wave conveyor was measured by Zouaghi and Zouzou [21]. According to the reported results, the particles had a specific charge-to-mass ratio ( $\mathrm{Q} / \mathrm{m}$ ) of less than $0.01 \mathrm{C} / \mathrm{g}$, and were primarily positively charged. The traveling wave electrostatic conveyor's efficiency declines as particle size increases because of an increase in gravitational force [22]. A discrete element method for simulating particle motion in electric curtains was discussed and applied by Chesnutt et al. [23] to study particle motion induced by an upward traveling wave on an inclined electric curtain. The electrodes are powered by a four-phase rectangular AC voltage. The upward particle motion induced by the traveling wave is opposed by a downward gravitational motion. It has been found that larger particle sizes have a higher velocity until some critical size is reached where the gravitational force dominates and the particles fall back downward.

In comparison to the large number of studies on traveling waves on electric curtains, relatively little attention has been paid to particle motion in a standing-wave electric curtain. According to Hemstreet [24] the particle motion in a standing-wave curtain can be subjected to two movement modes. In one mode, the particle levitates above the surface and oscillates back and forth without leaving the curtain. In the second mode, a higher levitation of the particles is observed, which allows their transport in both directions by the standing wave. Further experiments on dust mitigation systems for space applications by Sims et al. [25] and Atten et al. [26] demonstrated the existence of active dust transport by the standing wave. Recently, Zouaghi et al. [21] compared the impact of spatial harmonic waves on dielectric particle displacement in standing and traveling wave electric fields. Using electrostatic standing wave, a detachable photovoltaic panel electrostatic cleaning device was developed by Kawamoto et al. [27,28] as retrofitting existing PV panels with transparent electrodes can be cost-prohibitive. The device includes parallel screen electrodes mounted
on a plastic frame that applies a high AC voltage between upper and lower electrodes. Tests conducted in a PV plant in Doha, Qatar, showed that the device can effectively clean $80 \%$ of the dust when panels are tilted at an angle greater than $20^{\circ}$. Additionally, Altıntass et al. [29] improved the shape of the electrodes in electrostatic cleaning systems, resulting in an increase in cleaning efficiency from $65 \%$ to $75 \%$. Sun et al. [30] analyzed the mechanism of particle movement on a standing-wave electric curtain both by numerical simulation and experimental observation. The hopping and surfing modes during particle removal are shown to depend on the particle electric charge and its initial position. The charged particles are found to leap away from the tops of the electrodes with an intermittent burst of a half period. It is also shown that particles located in the gaps of the electrodes first move transversely toward the edges of the electrodes and then begin to leap up. A part of the particles can be trapped at the edges of the electrodes and this will affect the dust removal efficiency of the electric curtain technique. Despite the few cited studies on the standing wave, there is a need to carry out further investigation to identify the key factors influencing particles' motion. Such results are so important for the development and expansion of the use of standing-wave electric curtains. Aside from the simple design of their electrodes, the standing-wave type has the advantage of using less high-voltage sources over a traveling wave curtain. Therefore, a standing-wave curtain could be a good choice if similar performance compared to traveling wave can be reached.

In this paper, a dielectric particle motion in a double-phase horizontal standingwave curtain is numerically studied. The motion equations consider different electric and gravitational forces acting on the particle over the surface of the curtain. The main goal is the measure of the particle velocity and displacement distance and the focus on the influence of parameters such as frequency. The purpose behind this is to characterize the various modes of particles' movement and investigate the effect of frequency on some movement characteristics, such as maximum levitation height, displacement distance, and maximum velocity, reached by the particles.

## 2. Numerical Model

### 2.1. Electric Field and Electric Potential Distribution

The simulated electric curtain structure and parameters are shown in Figure 1. The electric field and potential distribution were calculated in a COMSOL Multiphysics ${ }^{\circledR}$ software (COMSOL, Grenoble, France). The simulated standing-wave conveyor (SWC) consists of parallel electrodes alternatively connected to two opposite voltages (Figure 1). The parallel copper electrodes were 1 mm width and 35 mm thickness, with a gap between two successive electrodes $g=1 \mathrm{~mm}$. The copper electrodes were supposed to be placed on a dielectric substrate of $10 \times 10 \mathrm{~cm}^{2}$ global surface. The geometrical periodicity is $\lambda=4 \mathrm{~mm}$ since the curtain is fed by two high-voltage supplies of 1 kV amplitude.


Figure 1. Illustration of the studied 2-phase standing-wave configuration ( $w=g=1 \mathrm{~mm}, e=35 \mu \mathrm{~m}$, $d=1.25 \mathrm{~mm}, \lambda=4 \mathrm{~mm}$ ).

Laplace's equation was solved in the space above the curtain. The Dirichlet conditions were imposed on each of the two successive electrodes. The potential was set to equal $V_{1}$ and $V_{2}$, expressed, respectively:

$$
\begin{gather*}
V_{1}=V_{0} \cos (\omega t)  \tag{1}\\
V_{2}=V_{0} \cos (\omega t-\pi) \tag{2}
\end{gather*}
$$

where $V_{0}=1000 \mathrm{~V}$ is the amplitude of the electric potential and $\omega$ is the angular frequency. The Neumann conditions were imposed on the boundary of the considered space in the $y$ direction, whereas periodic conditions were set on the boundary in the $x$ direction. The obtained electric field and potential distribution are shown in Figure 2.


Figure 2. Distribution of electric potential (a) and electric field (b) obtained by numerical simulation at $t=0$ s. Conditions: $V=1000 \mathrm{~V}, f=50 \mathrm{~Hz}$, and $\lambda=4 \mathrm{~mm}$.

By using the fast Fourier transform (FFT) in a Matlab ${ }^{\circledR}$ environment (MathWorks, Natick, MA, USA), the waveform of the electric potential $V(x)$ for a given height can be decomposed into multiple harmonics. Beyond the first harmonic, higher frequencies can be ignored since their amplitudes are too low. Therefore, the standing wave of the electric potential can be expressed as the sum of two waves having the same amplitude and the same frequency but propagating in two opposite directions:

$$
\begin{gather*}
V(x, y, t)=W_{R}+W_{L}=A(y) \cdot \cos \left(\frac{2 \pi}{\lambda} x-\omega t\right)+A(y) \cdot \cos \left(\frac{2 \pi}{\lambda} x+\omega t\right)  \tag{3}\\
A(y)=\frac{1}{2} V_{0} \cdot K_{1} \cdot e^{-\frac{2 \pi}{\lambda} y} \tag{4}
\end{gather*}
$$

where $V_{0}$ is the amplitude of the applied voltage waveforms. $\lambda=4 \mathrm{~mm}$ is the potential wavelength in a two-phase configuration. $K_{1}$ is the first Fourier transform coefficient.

The horizontal and vertical components of the electric field $E x(x, y, t)$ and $E y(x, y, t)$ can be determined using Equation (3) by using the formula $E=-\nabla V$ :

$$
\begin{equation*}
E(x, y, t)=\binom{E x(x, y, t)}{E y(x, y, t)} \approx\binom{\frac{2 \pi}{\lambda} \cdot A(y) \cdot \sin \left(\frac{2 \pi}{\lambda} x-\omega t\right)+\frac{2 \pi}{\lambda} \cdot A(y) \cdot \sin \left(\frac{2 \pi}{\lambda} x+\omega t\right)}{\left.\frac{2 \pi}{\lambda} \cdot A(y) \cdot \cos \left(\frac{2 \pi}{\lambda} x-\omega t\right)+\frac{2 \pi}{\lambda} \cdot A(y) \cdot \cos \frac{2 \pi}{\lambda} x+\omega t\right)} \tag{5}
\end{equation*}
$$

Figure 2 b illustrates the repartition and the amplitude of the electric field in the space over the electrodes for the two-phase configuration at $t=0 \mathrm{~s}$. The figure shows an intensification of the electric field near the electrodes' border, but a rather quasi-stable value is observed above the electrodes.

### 2.2. Motion-Governing Equations

Dust and other small particles on the surface of an electric curtain are subject to a variety of forces. The developed model took into account various electric and gravitational forces when calculating particle trajectories. This includes the Coulomb force, dielectrophoretic force, image force, drag force, gravity force, and van der Waals adhesion force. The latter is relevant only when the particle is in contact with the surface; otherwise, it is neglected. The Coulomb force $\vec{F}_{c}$ results from the interaction of charged particle with the electric field, given by:

$$
\begin{equation*}
\vec{F}_{c}=q_{p} \cdot \vec{E} \tag{6}
\end{equation*}
$$

where $q_{p}$ is the charge of the particle and $\vec{E}$ the electric field.
The SWC acts only on charged particles. This charge can be acquired through multiple mechanisms, such a triboelectricity, corona discharge or simply electric induction. Thus, particle charge cannot be predicted theoretically with precision because it depends on various charging parameters. When a particle is fully charged, it reaches a saturation value given by the relation of Pauthenier [31]:

$$
\begin{equation*}
q_{p s}=4 \pi r_{p}^{2} \varepsilon_{0} \cdot \frac{3 \varepsilon_{r p}}{\varepsilon_{r p}+2} \cdot E_{c} \tag{7}
\end{equation*}
$$

where $\varepsilon_{0}$ and $\varepsilon_{r p}$ are the permittivity of the vacuum and the particles, respectively. $E_{c}$ is the dielectric strength of air $\left(E_{c} \approx 3 \times 10^{6} \mathrm{~V} / \mathrm{m}\right)$.

The dielectrophoretic force represents the attraction of dielectric particles towards a non-uniform electric field region. It results from the induced dipole moment in a nonuniform or divergent electric field [32]. The dielectrophoretic force is given by:

$$
\begin{equation*}
\vec{F}_{D E P}=2 \pi r_{p}^{3} \cdot \varepsilon_{0} \cdot \varepsilon_{r m} \cdot \frac{\varepsilon_{r p}-\varepsilon_{r m}}{\varepsilon_{r p}+2 \varepsilon_{r m}} \cdot \nabla(E)^{2} \tag{8}
\end{equation*}
$$

where $r_{p}$ is the particle's radius. $\varepsilon_{r p}$ and $\varepsilon_{r m}$ are the relative permittivities of the particle and the medium, respectively. In this simulation, spherical PMMA particles are considered with $\varepsilon_{r p}=3.4$.

When a charged particle approaches a metallic surface by $y_{p}$, it induces an image force [33]:

$$
\begin{equation*}
\vec{F}_{i m g}=-\frac{q_{p}^{2}}{4 \pi \varepsilon_{0}\left(2 y_{p}\right)^{2}} \vec{n} \tag{9}
\end{equation*}
$$

where $\vec{n}$ is the normal vector perpendicular to the surface and oriented towards the particle [16].

The drag force $\vec{F}_{D}$, which describes the friction between a spherical particle and the gas, is given by Stokes relation [34]:

$$
\begin{equation*}
\vec{F}_{D}=6 \pi \cdot \eta_{g} \cdot r_{p} \cdot\left(\vec{U}_{g}-\vec{v}_{p}\right) \cdot \frac{1}{C u\left(r_{p}, \lambda_{g}\right)} \tag{10}
\end{equation*}
$$

In this equation, $\eta_{g}=1.85 \times 10^{-5} \mathrm{~kg} \cdot \mathrm{~m}^{-1} \cdot \mathrm{~s}^{-1}$ is the dynamic viscosity of the air. $\vec{U}_{\mathrm{g}}$ is the velocity of the flow, and $\vec{v}_{p}$ is the velocity of the particle. In this study, the particle size is a few orders of magnitude greater than the mean free path; therefore, $\mathrm{C} u=1$.

The gravity force $\overrightarrow{F_{g}}$ is simply the product of the mass to $\vec{g}$ :

$$
\begin{equation*}
\vec{F}_{g}=m_{p} \vec{g}=\frac{4}{3} \pi r_{p}^{3} \cdot \rho \cdot \vec{g} \tag{11}
\end{equation*}
$$

where $m_{p}$ and $\rho$ are the mass and the density of the particle. $\vec{g}$ is the gravity acceleration.
The van der Waals force $\vec{F}_{v d w}$ is an adhesion force exerted on a particle when it is in contact with the surface.

In the practical case, asperities can be found on the particle and substrate surfaces. As a result, surface roughness can have a significant impact on adhesion strength. The adhesion force between a smooth particle and a surface with nanometric roughness can be expressed as follows [35]:

$$
\begin{equation*}
\vec{F}_{v d w}=-\frac{A_{h} r_{0}}{6 D^{2}}\left[\frac{\gamma^{2}}{\gamma^{2}+58.14 \cdot R M S \cdot r_{p}}+\frac{D^{2}}{(D+1.871 \cdot R M S)^{2}}\right] \vec{n} \tag{12}
\end{equation*}
$$

with $A_{h}$ being the Hamaker constant (of the order of $10^{-19} \mathrm{~J}$ in vacuum) and $D$ being the shortest distance between the particle and the substrate (of the order of $10^{-10} \mathrm{~m}$ ). RMS is the quadratic mean value of the surface roughness $(\approx 3 \mathrm{~nm})$ and $\gamma$ is the mean distance between the peaks of the asperities $(\approx 20 \mathrm{~nm})$ [35].

Putting all aforementioned forces in the dynamic equation along the $x$ and $y$ axis:

$$
\left\{\begin{array}{l}
m_{p} \ddot{x}_{p}=F_{D}+F_{c x}+F_{D E P x}+F_{g x}  \tag{13}\\
m_{p} \ddot{y}_{p}=F_{D}+F_{c y}+F_{D E P y}+F_{g y}+F_{v d w}+F_{i m g}
\end{array}\right\}
$$

where $m_{p}$ is the mass and $\ddot{x}_{p}$ and $\ddot{y}_{p}$ are the two components of the particle acceleration.
To simplify the problem, we have considered the following assumptions:

- The particle keeps its initial charge during movement. There is no charge exchange between the particle and the conveyor surface;
- The resolution of the problem is two-dimensional space ( $O x, O y$ );
- The simulation is executed for one single particle, neglecting mechanical and electrical interactions between particles;
- The electrodes are extremely thin, so their thickness is neglected, and there is no dielectric barrier;
- At the surface, an elastic collision condition with a restitution coefficient of one is considered. This means that when the particle hits the surface, its velocity along the normal axis is inverted: $V_{y \text {-after }}=-V_{y-b e f o r e}$.
The system of equations solved in this modeling is as follows:
$x_{p}$ and $y_{p}$ are the coordinates of a particle's position. $\delta\left(y_{p}-r_{p}\right)$ is a function defined as:

$$
\delta\left(y_{p}-r_{p}\right)=\left\{\begin{array}{l}
1 \text { if } y_{p}=r_{p} \\
0 \text { elsewhere }
\end{array}\right\}
$$

To simplify the system of second-order differential Equation (14), it was decomposed into four first-order differential equations as follows:

$$
\left\{\begin{array}{rl}
V_{x} & =\frac{d x_{p}}{d t}  \tag{15}\\
a_{x}=\frac{d V_{x}}{d t} & =\frac{d^{2} x_{p}}{d t^{2}}=-T \frac{d x_{p}}{d t}+C \cdot E_{x}\left(x_{p}, y_{p}, t\right)+K \cdot\left[E_{x}\left(x_{p}, y_{p}, t\right) \frac{\partial E_{x}\left(x_{p}, y_{p}, t\right)}{\partial x_{p}}+E_{y}\left(x_{p}, y_{p}, t\right) \frac{\partial E_{y}\left(x_{p}, y_{p}, t\right)}{\partial x_{p}}\right] \\
V_{y} & =\frac{d y_{p}}{d t} \\
a_{y}=\frac{d V V_{y}}{d t} & =\frac{d^{2} y_{p}}{d t^{2}}
\end{array}=-T \frac{d y_{p}}{d t}+C \cdot E_{y}\left(x_{p}, y_{p}, t\right)+K \cdot\left[E_{x}\left(x_{p}, y_{p}, t\right) \frac{\partial E_{x}\left(x_{p}, y_{p}, t\right)}{\partial y_{p}}+E_{y}\left(x_{p}, y_{p}, t\right) \frac{\partial E_{y}\left(x_{p}, y_{p}, t\right)}{\partial y_{p}}\right]-g-W \cdot \delta\left(y_{p}-r_{p}\right)-M \cdot \frac{1}{y_{p}^{2}} .\right.
$$

where $\left(V_{x}, V_{y}\right)$ and $\left(a_{x}, a_{y}\right)$ are the particle velocity and acceleration components on the $(O x)$ and $(O y)$ axes, respectively. $T, C, K, W$, and $M$ are constants given by

$$
\begin{gather*}
T=\frac{6 \pi \eta r_{p}}{m_{p}}  \tag{16}\\
C=\frac{q_{p}}{m_{p}}  \tag{17}\\
K=\frac{4 \pi r_{p}^{3}}{m_{p}} \cdot \varepsilon_{0} \cdot \frac{\varepsilon_{r p}-1}{\varepsilon_{r p}+2}  \tag{18}\\
W=\frac{1}{m_{p}} \cdot \frac{A_{h} r_{p}}{6 D^{2}}\left[\frac{\gamma^{2}}{\gamma^{2}+58.14 r_{p} \cdot R M S}+\frac{D^{2}}{(D+1.817 \cdot R M S)^{2}}\right]  \tag{19}\\
M=\frac{q_{p}^{2}}{16 \pi \varepsilon_{0} m_{p}} \tag{20}
\end{gather*}
$$

The system of four differential Equation (15) is solved using the fourth order RungeKutta (RK4) MATLAB routine. This model is inspired by the PhD thesis of Zouaghi [36] and follows the solution steps shown in Figure 3. The Table 1 presents different values of parameters used during the simulation.


Figure 3. Algorithm used for calculating particle trajectory [36].

Table 1. Values of various parameters used during simulation.

| Parameters | Values | Units |
| :---: | :---: | :---: |
| Amplitude of the applied voltage waveforms, $V_{0}$ | 1000 | V |
| Lamda, $\lambda$ | $4 \times 10^{-3}$ | / |
| Particle radius, $r_{p}$ | 30 | $\mu \mathrm{m}$ |
| Particle relative permittivity, $\varepsilon_{r p}$. | 3.4 | / |
| Permittivity of the vacuum, $\varepsilon_{0}$ | $8.85 \times 10^{-12}$ | / |
| Dynamic viscosity of the air, $\eta_{g}$ | $1.85 \times 10^{-5}$ | $\mathrm{kg} \cdot \mathrm{m}^{-1} \cdot \mathrm{~s}^{-1}$ |
| Hamaker constant, $A_{h}$ (in the vacuum) | Of the order of $10^{-19}$ | J |
| Shortest distance between the particle and the substrate, $D$ | Of the order of $10^{-10}$ | M |
| Quadratic mean value of the surface roughness, RMS | $\approx 3$ | Nm |
| Mean distance between the peaks of the asperities, $\gamma$ | $\approx 20$ | Nm |

## 3. Results and Discussion

Figure 4 illustrates the trajectory of one single particle at different instants: 50 ms , $100 \mathrm{~ms}, 200 \mathrm{~ms}$, and 500 ms . This simulation was carried out under specific conditions: a low frequency fixed at 5 Hz and an applied voltage of 1000 V . The particle has a diameter $d_{p}$ of $60 \mu \mathrm{~m}$ and a positive charge of $10 \%$ of the saturation charge $q_{p s}$. In the beginning $(t=0 \mathrm{~s})$, the particle is located on an electrode at $x_{0}=4.3 \mathrm{~mm}$. As soon as the positive voltage is applied, the particle, with positive charge, jumps out and bounces back and forth along the curtain. The Coulomb force pushes it to take off from its initial position and to transport forward to the tenth electrode at $t=50 \mathrm{~ms}$. At 100 ms , the particle is pushed back with a small jump to reach the eighth electrode, and then, to the sixth electrode at $t=200 \mathrm{~ms}$. Finally, at 500 ms , it returns to the eighth, and then, the tenth electrode. In this case, the particle movement encompasses three distinct phases. The first is a levitation phase in which the particle is projected a few millimeters from the surface as soon as the voltage is applied. Because of gravity, the levitation phase is followed by a particle-fall phase. The final phase corresponds to the particle oscillation and forward and backward movements.


Figure 4. Trajectories of one single particle at several instants: (a) 50 ms , (b) 100 ms , (c) 200 ms , (d) 500 ms . Conditions: $V=1000 \mathrm{~V}, f=5 \mathrm{~Hz}, d_{p}=60 \mu \mathrm{~m}, q_{p}=10 \% q_{p s}$ (positive polarity), $x_{0}=4.3 \mathrm{~mm}$.

Figure 5 shows the variation of the particle's position and the horizontal component of the instantaneous velocity under the same conditions. It should be noted that the
synchronism velocity corresponds to the speed of the electric wave. The analysis of Figure 5 shows that during about the first 50 ms , the particle moves in hyper-synchronous motion. Hyper-synchronism appears at low frequencies during the particle's transient state of movement. The reason is that the particle is moved by the Coulomb force over long distances at high velocities. Because of the observed hyper-synchronism at the beginning of the movement, low frequencies are more suitable for velocity control and for achieving better displacement efficiency. More details about the modes of movement and the effect of frequency on the trajectory, maximum levitation height, distance crossed, and the velocity of particles are shown and discussed in the next section.


Figure 5. Evolution of the particle position $x_{p}(t)$ and its instantaneous displacement velocity $v_{x}(t)$ as a function of time at 5 Hz . Conditions: $V=1000 \mathrm{~V}, d_{p}=60 \mu \mathrm{~m}, q_{p}=10 \% q_{p s}, x_{0}=4.3 \mathrm{~mm}, \mathrm{t}=250 \mathrm{~ms}$.

Figure 6 illustrates the variation of the maximum levitation height of the particle ( $y_{\max }$ ) and the displacement distance $(d)$ as a function of the frequency in specific conditions; the applied voltage is fixed at 1000 V ; the dielectric particle has a size of $60 \mu \mathrm{~m}\left(\varepsilon_{r}=3.4\right)$ and a positive charge of $10 \% q_{p s}$. The results show that the two curves reach a maximum value. The maximum levitation height increases with the frequency until it reaches the maximum value of about 4.6 mm at 60 Hz frequency. Beyond this maximum value, the levitation decreases for frequencies in the range of 60 to 200 Hz , before a sudden jump between 200 and 300 Hz ; then, it decreases for higher frequencies. The displacement distance shows a similar evolution. The displacement of 17 mm is recorded at 20 Hz . The particle's distance crossed decreases between 20 and 40 Hz . Above $50-60 \mathrm{~Hz}$, the values rise slightly before falling back to very low values at higher frequencies. There are no negative values detected, showing that the particles are moving in one direction.

Figure 7 illustrates the variation of the average velocity of particles $V_{x-a v g}$ at a steady state, as well as the maximum speed $V_{x-\max }$ as a function of the frequency. The blue line curve represents the synchronism velocity, which is calculated by multiplying the frequency by the geometric period. There are two types of movements that can be observed: hyper-synchronous and hypo-synchronous. When the frequency is less than or equal to 20 Hz , the particle moves horizontally with an average velocity, which is nearly equal to the synchronism value. Above 20 Hz , the particle keeps a very low velocity and forward motion. The maximum instantaneous velocity curve (green line) shows that for frequencies less than or equal to 80 Hz , the particle can reach much higher instantaneous velocities than the synchronism velocity. For example, at approximately 10 Hz , the particle's velocity can exceed $0.6 \mathrm{~m} / \mathrm{s}$, while the synchronism velocity is limited to $0.01 \mathrm{~m} / \mathrm{s}$. For frequencies above 60 Hz , a hyper-synchronous motion does not exist because the maximum instantaneous velocity is less than the synchronism value.


Figure 6. Evolution of the particle's levitation height and its displacement distance as a function of the frequency. Conditions: $V=1000 \mathrm{~V}, d_{p}=60 \mu \mathrm{~m}, q_{p}=10 \% q_{p s}, x_{0}=4.3 \mathrm{~mm}, t=1 \mathrm{~s}$.


Figure 7. Evolution of the particle's average and maximum velocities as a function of the frequency. Conditions: $V=1000 \mathrm{~V}, d_{p}=60 \mu \mathrm{~m}, q_{p}=10 \% q_{p s}, x_{0}=4.3 \mathrm{~mm}, t=1 \mathrm{~s}$.

Figure 8 represents the particle trajectories for different frequency values ( 10 Hz , $20 \mathrm{~Hz}, 50 \mathrm{~Hz}$, and 500 Hz ). The conditions of the simulation are: $V=1000 \mathrm{~V}, d_{p}=60 \mu \mathrm{~m}$, $q_{p}=10 \% q_{p s}$, and $x_{0}=4.3 \mathrm{~mm}$. A hyper-synchronous motion appears at low frequencies during the particle's transient state of movement. The particle quickly makes the transition to a hopping synchronous mode. At 10 Hz , the particle moves backward, while at 20 Hz , it moves forward by jumping above the surface. The particle moves in a hopping synchronous mode at 50 Hz , but with bigger jumps. A movement over a very short distance can be observed at 500 Hz . However, because the horizontal movement comes to an end quickly and the particle only makes small jumps and vibrations without significant displacement, this movement can be considered a separate mode called the vibratory mode.


Figure 8. Particle trajectories for different frequency values ( $10 \mathrm{~Hz}, 20 \mathrm{~Hz}, 50 \mathrm{~Hz}$, and 500 Hz ). Conditions: $V=1000 \mathrm{~V}, d_{p}=60 \mu \mathrm{~m}, q_{p}=10 \% q_{p s}, t=500 \mathrm{~ms}$.

## 4. Conclusions

This investigation aims to gain a deeper understanding of the mechanics governing particle motion in a standing-wave curtain. The drag force, gravitational force, Coulomb force, dielectrophoretic force, image force, and van der Waals adhesion force were all taken into account when creating a numerical MATLAB code.

The results of this study, which concentrated on the frequency's influence, demonstrate that the trajectories are very sensitive to the frequency.

In terms of time-dependent particle motion, there are two states: a transient state with two phases and a stable state. Depending on the frequency, two types of movement can be observed: the hopping synchronous mode at low frequencies and the vibratory mode at high frequencies. These findings suggest that low frequencies are better suited for controlling particle velocity and obtaining longer displacement lengths. An optimal frequency value can be chosen corresponding to the maximum of the particle velocity and displacement distance. This study pointed out that 60 Hz frequency can achieve the maximum levitation height, about 4.6 mm . As for maximum displacement distances, lower frequencies, between 20 and 40 Hz , are the best values.

Future research is required to better understand a number of topics, such as the impact of particle size, initial position, charge, and environmental factors. The exchange of charges prior to and following the collision could be taken into account to enhance the numerical model. A three-dimensional analysis of the particle movement would be interesting.
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