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#### Abstract

Temperature inversions prevent the mixing of air near the surface with the air higher in the atmosphere, contributing to high concentrations of air pollutants. Inversions can be identified by sampling temperature data at different heights, usually done with radiosondes. In our study, we propose using the SMIXS clustering algorithm to cluster radiosonde temperature data as longitudinal data into clusters with distinct temperature profile shapes. We clustered 8 years of early morning radiosonde data from Ljubljana, Slovenia, into 15 clusters and investigated their relationship to $\mathrm{PM}_{10}$ pollution. The results show that high $\mathrm{PM}_{10}$ concentrations (above $50 \mu \mathrm{~g} / \mathrm{m}^{3}$, which is the daily limit value) are associated with early morning temperature inversions. The highest concentrations are typical for winter days with the strongest temperature inversions (temperature difference of $5^{\circ} \mathrm{C}$ or more in the inversion layer) while the lowest concentrations (about $10 \mu \mathrm{~g} / \mathrm{m}^{3}$ ) are typical for days with no early morning temperature inversion. Days with very strong temperature inversions are quite rare. We show that clustering temperature profiles into a distinct number of clusters adds to the interpretability of radiosonde data. It simplifies the characterization of temperature inversions, their frequency, occurrence, and their impact on $\mathrm{PM}_{10}$ concentrations.
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## 1. Introduction

The temperature usually decreases with increasing altitude. In this article, we discuss temperature inversions, which occur when there is a layer of air with increasing temperature and a layer of cold air trapped underneath [1]. The pocket of cold air near the ground does not mix with the warmer air above it, trapping air pollutants near the ground as well. The air near the ground becomes very stable, with high humidity and low wind.

A temperature inversion can start at the ground (surface inversion) or higher (an elevated inversion) [2]. On cold days, especially at night when surface cooling is fast and the air above it becomes warmer (it does not emit heat back as fast as the surface), temperature inversions form. These are called surface inversions and are common in valleys and basins where steep slopes contribute to the accumulation of cold air near the ground [3]. An elevated inversion occurs when the pocket of cold air is not near the ground but higher in the atmosphere. It is usually caused by the advection of warm air from low altitudes or warm air moving above a region [4]. Temperature inversions can be assessed by conducting vertical sounding, which involves measuring air temperature, humidity, wind speed, and direction at a specific location and different altitudes. This is most commonly done using a radiosonde attached to a weather balloon.

One of the main air pollutants largely influenced by temperature inversions is particulate matter (PM); it can harm human health when inhaled [5], especially affecting the cardiovascular and respiratory systems. $\mathrm{PM}_{10}$ consists of particles with a diameter of less
than $10 \mu \mathrm{~m}$, forming a heterogeneous mixture of tiny solid and liquid particles suspended in the air [5]. Its composition varies in size and chemical composition [6]. These particles can remain suspended for a long time [6] and can travel long distances [7,8]. Temperature inversion affects air pollutant concentrations significantly, which has been studied in a large number of works [1,3,9-17].

Many studies dealing with low-level inversions only identify the first inversion layer [18-20]. Huang et al. [18] and Guo et al. [21] identified low-level temperature inversions over China between 2011 and 2018 and between 2011 and 2017, respectively, using radiosonde data. In 2022, Li et al. [20], and in 2015, Li et al. [12] analyzed radiosonde data taken between 2001 and 2010 and between 2010 and 2015 from the Southern Great Plains. To process radiosonde data, these works used a procedure based on the first derivative [22]. The profile of the first derivative was scanned upwards from the surface to identify the points where the sign of the first derivative changed. As radiosonde data can be jumpy, a threshold was set to join two apparent layers (when the change in sign of the first derivative was short). This method allowed for the identification of the height and thickness of temperature inversions.

Clustering was used before for pre-processing radiosonde data for bias correction [23]. According to [24], it proved to be efficient in clustering diurnal cycles of temperature changes. In our work, instead of clustering trajectories depicting the change in temperature with time (as in [24]), we clustered trajectories of temperature changes with altitude. Truong et al. [25] used k-means clustering to cluster temperature profiles measured above the Southern Ocean according to a few extracted values to study the marine atmospheric boundary layer. Clustering enabled them to define the seasonality of different profiles. Clustering has also been used extensively for the analysis of meteorological parameters and air pollution [26,27]. Nidzgorska-Lencewicz and Czarnecka [28] used the methodology described in [29], which is very similar to [22], to assess the height, strength, and base height of the inversion. They clustered the attributes according to the corresponding $\mathrm{PM}_{10}$ concentrations. Clustering techniques have also been used for clustering air mass trajectories [8,30,31], where they proved to be great tools for processing many trajectories.

The aim of our work is to propose a method to increase the interpretability of radiosonde data and to make the analyses feasible even when dealing with large amounts of data. We wanted to preserve much of the information from radio-sounding (rather than condense it to a few points). The interpretability of clustered air mass trajectories was key to this approach. As seen in related work, atmospheric-sounding data can be quite tedious to process, as they are two-dimensional. Typically, the temperature data are plotted, and the temperature inversions are assessed manually, which is quite inconvenient when processing a large amount of data. The automated method of choice for processing radiosonde data is usually [22], which typically condenses trajectory data to a few numbers.

By using the Ljubljana, Slovenia, case study, we wanted to show that radiosonde data can be efficiently clustered using a novel non-parametric regression-based clustering algorithm named smooth mixture splines (SMIXS) [32]. We hypothesized that by clustering vertical temperature profiles as longitudinal data we could identify distinct clusters of temperature profiles that are characteristic of days with high $\mathrm{PM}_{10}$ concentrations. Temperature inversions have been known to affect pollutant concentrations in Ljubljana [33] but their characteristics have never been thoroughly evaluated. In general, inhabited valleys and bases are prone to air pollution in the winter because of high emissions and unfavorable meteorological conditions (temperature inversion, low wind conditions) and Ljubljana is a typical example of a city lying in a basin surrounded by mountains and exhibiting continental climate. We also hypothesized that the shapes of the temperature profiles differ significantly between different seasons, but do not differ significantly between different years. We thought that-especially in the winter-strong temperature inversions (with large differences between the minimal and maximal temperatures in the inversion layer)
are present. Each study of the factors affecting $\mathrm{PM}_{10}$ concentrations is very important because PM pollution is the main air quality issue in Slovenia [8,33,34].

The remainder of the paper is structured as follows. We first present the investigated data in Section 2.1 and data preprocessing in Section 2.2. We present the SMIXS algorithm in Section 2.3 and show how we use it for clustering our data in Section 2.4. In Section 3, we describe the clustering of radiosonde data from Ljubljana and investigate their relationship to $\mathrm{PM}_{10}$ concentrations. We summarize our study and the main findings in Section 4.

## 2. Data and Methodology

### 2.1. Data

Ljubljana is the capital of Slovenia. It has approximately 300 thousand inhabitants and it lies in a basin surrounded by mountains at an altitude of 295 m . Temperature inversions and low temperatures are very common in the winter, which affects air quality $[15,33,34]$. On days when the height of the temperature inversion is low (below 400 m ), $\mathrm{PM}_{10}$ concentrations can exceed the daily limit value of $50 \mu \mathrm{~g} / \mathrm{m}^{3}[11,33]$. There are also episodes of persistent temperature inversions similar to the Grenoble case study [35]. Similar conditions are typical for all Slovenian towns lying in valleys and bases in the continental climate and are common in most of central Europe. The Slovenian Environment Agency (ARSO) [36] is responsible for weather prediction, meteorological measurements, and air quality measurements. It also performs air quality prediction.

ARSO performs atmospheric-sounding [37] every day, early in the morning (at around 5) using high-resolution GPS radiosondes. They measure temperature (temperature profile), air humidity, and wind speed at different altitudes until a maximum altitude of around $19,913.7 \mathrm{~m}$ above sea level (m.a.s.l.). The radiosonde samples temperatures every second. As temperature inversions have a greater impact on air quality when they occur closer to the ground, we used 100 temperature measurements from altitudes ranging from approximately 300 m. .a.s.l. (the altitude of Ljubljana) to $750 \mathrm{~m} . a . s . l$. By focusing on lower altitudes, we ensured that we captured the most relevant air layer $[11,38]$ that affected air pollution. The height of low-level temperature inversions is usually between 75 and 150 m above the ground $[1,17,39]$. Prasad et al. [38] showed that the vertical distribution of aerosols is constrained by temperature inversions and that the boundary layer altitude is not the deciding factor in most cases.

We use the term temperature inversion height to denote the point where the temperature stops increasing with increasing altitude and starts decreasing (the "end" of temperature inversion); temperature inversion base is the height at which the temperature starts to increase with increasing altitude; temperature inversion strength is the maximal difference in temperature in the inversion layer [4].

The investigated $\mathrm{PM}_{10}$ daily concentrations were sampled at the same location as the starting point for atmospheric-sounding. $\mathrm{PM}_{10}$ concentrations were assessed as daily mean values measured with the reference method [40] that comprise active sampling and subsequent gravimetric analyses in the ARSO chemical-analytical laboratory. We focus on $\mathrm{PM}_{10}$ measurements from 2015 to 2022. Figure 1 shows the measured $\mathrm{PM}_{10}$ concentrations for different years and Figure 2 shows the distributions of the concentrations for different months. In this paper, when we discuss high and low $\mathrm{PM}_{10}$ concentrations, we refer to Figure 2. The investigated $\mathrm{PM}_{10}$ concentrations were also provided by ARSO. Table 1 shows the number of pairs of temperature profiles and $\mathrm{PM}_{10}$ concentrations available for each month while Table 2 shows the available pairs for each year. In total, we used 2197 clustered temperature profiles.


Figure 1. The $\mathrm{PM}_{10}$ concentrations used in our study for each year. The concentrations for days where sounding data were missing were removed.


Figure 2. The $\mathrm{PM}_{10}$ concentrations used in our study for each month. The concentrations for days where sounding data were missing were removed.

Table 1. Number of temperature profiles and $\mathrm{PM}_{10}$ concentration pairs available for each month.

| Month | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance | 206 | 189 | 204 | 183 | 204 | 179 | 179 | 184 | 159 | 160 | 174 | 176 |

Table 2. Number of temperature profiles and $\mathrm{PM}_{10}$ concentration pairs available for each year. Not all of the data for 2022 were available at the time this study was conducted.

| Year | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 | 2021 | 2022 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance | 296 | 254 | 266 | 313 | 335 | 321 | 273 | 139 |

### 2.2. Pre-Processing of Atmospheric-Sounding Data

Atmospheric-sounding data are not always reliable and, therefore, have to be preprocessed before further analysis can take place. Since our altitude interval of interest spanned from 300 to 750 m.a.s.1., samples that did not reach the maximum height were
discarded. Following this, we discarded samples where the difference between consecutive measurement altitudes was larger than 50 meters and where the temperature between consecutive measurements changed by more than $8{ }^{\circ} \mathrm{C}$. We believe these are reasonable constraints. Measurements taken by the radiosonde are typically conducted very frequently (every second) as the device ascends the atmosphere. Therefore, large deviations in temperature or measurement altitudes are highly unlikely and usually denote hardware issues or are consequences of other interferences. Altitudes at which temperature measurements are conducted by radiosondes vary between individual sounding samples. This means we cannot directly compare raw measurements between samples since they are not taken at the same altitudes. Therefore, we linearly interpolated measurements from each atmosphericsounding sample to a common set of 100 altitudes, equally spaced between 300 and 750 m in altitude. We found that 100 measurements resulted in a good resolution, retaining key changes in temperatures while not being computationally overbearing.

The obtained post-processed data were again checked for abnormal temperature deviations as errors could still occur. For example, interpolations might exhibit unexpected behaviors if many measurements are captured over a small difference in altitude, resulting in "jumpy" interpolated values.

When clustering the temperature profiles, we settled all of the trajectories so they had the same starting point. We only looked at the change in the temperature from the ground up and disregarded the absolute temperature (see Figure 3). In this way, we clustered the shapes of the trajectories disregarding the actual temperatures.

### 2.3. SMIXS

SMIXS [32] is a probabilistic algorithm for simultaneous clustering and regression; it is tailored for processing longitudinal data with multiple latent clusters. SMIXS extends the Gaussian mixture model (GMM) approach, resulting in a probabilistic clustering of the dataset. Therefore, each data sample is clustered based on its probability of belonging to a specific cluster. The SMIXS algorithm is based on the work by [41] and it differentiates itself from the original work by including speed-ups to crucial computational bottlenecks and an improved variance estimator, resulting in more stable and efficient performance. Additionally, SMIXS can produce smooth mean cluster curves describing the temporal development of the longitudinal data it processes. Because real word measurements usually include noise, SMIXS uses smoothing splines to remove the effects noise would have on the ultimate cluster mean estimates. The degree of smoothing is determined using crossvalidation and is dynamically adapted depending on the amount of noise in the dataset, on a per-cluster level. The smoothing procedure requires additional operations and, therefore, negatively impacts computational complexity. If the processing speed is important, one can fix the amount of smoothing applied to individual clusters, resulting in computational performance comparable to that of the base GMM, while still retaining the smoothing effects of SMIXS, albeit the smoothing might not be optimal. Therefore, there is a trade-off between optimizing for smoothness and the computational complexity of the algorithm.

To successfully analyze data using SMIXS, multiple initializations are required to produce reliable results. This is because SMIXS iteratively improves the initial clustering until convergence using the expectation-maximization algorithm [42]. Therefore, in large datasets with multiple latent clusters, SMIXS can produce different estimated clusters depending on the initialization. Since we are interested in one estimated clustering only, we select the one that maximizes the log-likelihood. However, we still have to determine the number of latent clusters in the dataset that SMIXS has to estimate. This is a consequence of SMIXS extending GMM, where the user is required to specify the number of clusters in the dataset. How to determine the appropriate number of clusters in a dataset is an open research problem. Based on the suggestion of [41], we used the Bayesian information criterion (BIC) [43] to estimate the number of latent clusters by selecting the model that minimized the criterion. This procedure is heuristic. However, it provides a good estimate
on the number of optimal clusters. In essence, it strikes a specific balance in the trade-off between interpretability (too many clusters are hard to interpret) and cluster homogeneity.


Figure 3. Temperature profiles from 2015 to 2022 clustered in 15 different clusters. The color of the temperature profile represents the logarithm of the measured $\mathrm{PM}_{10}$ concentration on the same day the vertical temperature profile was measured. All temperature profiles are settled so they all start at 0 . An increase in temperature with height has a positive slope.

SMIXS exhibits improvements in terms of regression accuracy and clustering performance in terms of regression and clustering accuracy compared to GMM when tested on a synthetic dataset. Its outperformance was especially evident when a large amount of noise was present (see [32]. SMIXS also showed good performance when clustering the COVID-19 time series [44], where we studied the similarity of COVID-19 development trends between different European countries. The latter example gave us the idea to use SMIXS for clustering atmospheric-sounding data. Noise is a common issue in all environmental measurements [45]. Due to the smoothing nature of SMIXS, we likewise believed that it would outperform other clustering algorithms, such as k-means, in terms of the regression accuracy of cluster mean estimates. This is because k-means does not explicitly handle the issue of noisy datasets and would therefore be subject to the same constraints as GMM.

### 2.4. Clustering Atmospheric-Sounding Data

Each trajectory composed of 100 temperature data (vertical measurements) represents one clustering instance. First, we assessed the adequate number of clusters with the BIC (BIC). We observed the plotted BIC curve for an increasing number of clusters from 2 to 19 and chose the number of clusters; after which, the decrease in BIC was not significant enough (where the BIC curve flattens, see Figure A1 in the Appendix A). In our case, we set a threshold of three percent in the BIC decrease when we increased the number of clusters. As this procedure is very time-consuming, we only used data from 2017 to 2019 in this part.

The estimation of the "optimal" number of clusters took 100 min to complete with 50 initializations per cluster number on a system with an Intel i9-9700K processor. In each iteration, we retained the best initialization in terms of the BIC.

After determining the number of clusters as described above, we reran the SMIXS clustering using the selected number of clusters and all of the temperature profiles (2015-2022) that passed the pre-processing phase (see Section 2.2). This took approximately 20 min . SMIXS assigned the most probable cluster to each trajectory and it gave us the typical temperature profile (centroid) for each cluster.

To assess if some temperature profiles were typical for different seasons, e.g., summer temperature profiles differed from winter temperature profiles, we assessed the occurrences of each cluster in each month for the period 2015-2022.

## 3. Results and Discussion

We determined the optimal number of clusters for our data to be 15 . Figure 3 displays the 15 clusters along with their corresponding temperature profiles. For each cluster, we calculated the average slope of the cluster centroid, which is the centroid of the Gaussian distribution and the regression result. We then ordered the clusters based on their average slope (refer to Table A2 in the Appendix A) so that the clusters in Figures 3-5 are arranged from the cluster with no temperature inversion to the one with the strongest temperature inversion. The average slope refers to the average temperature change between consecutive measurements, i.e., the temperature change every 4.5 m . Figure 3 only displays the temperature changes, with all trajectories starting at zero. A positive slope from zero upwards indicates increasing temperature with elevation. The colors of the trajectories represent the logarithm of the measured PM10 concentrations. As PM10 concentrations typically follow a log-normal distribution, we plot the logarithm of the concentrations. Figure 4 shows the trajectory distribution across different clusters in different months, with colors representing the logarithm of the mean concentrations for each month-cluster combination.

To characterize the clusters, we observed the calculated slopes for each centroid temperature profile and assessed the rate of change of the temperature at different heights. In Figure 3, the clusters that do not exhibit a temperature inversion (clusters 1-4) and the clusters where the centroid has a negative slope through the observed heights correspond to lower $\mathrm{PM}_{10}$ concentrations on average. Clusters that correspond to a very stable atmosphere are the clusters with temperatures almost constant through the observed air layer (alternating slope between -0.05 and 0.05 with a mean of 0 ), i.e., clusters 5,6 , and 7 . Clusters that exhibit an elevated temperature inversion are clusters where the slopes of their centroids are at first negative and then positive, i.e., clusters 8,9 , and 11 . Clusters showing stable situations and the ones representing elevated temperature inversions comprise a mixture of higher and lower $\mathrm{PM}_{10}$ concentrations. Clusters that correspond to surface inversions are the clusters where the slopes of their centroids are positive throughout the observed air layer (clusters 10, 12, 13, 14, and 15). These clusters exhibit the highest $\mathrm{PM}_{10}$ concentrations. In clusters 10 and 12-15, we can observe that the stronger a morning temperature inversion is, the higher the corresponding $\mathrm{PM}_{10}$ concentrations are on average. In Figure 3 and Table 3, we can also observe that in all clusters there are some $\mathrm{PM}_{10}$ concentrations that do not conform to the rule "the stronger the temperature inversion the higher the concentrations". This is because temperature inversion is one of the most important (but not the only) factors influencing $\mathrm{PM}_{10}$ concentrations. The depicted $\mathrm{PM}_{10}$
concentrations are daily values defined as the mean concentration from 0:00 one day to 0:00 the following day, while the temperature inversion is measured only once, i.e., early in the morning. Strong morning temperature inversions are linked to persistent temperature inversions when the weather is stable [15,35]. Largeron and Staquet [35] found that during persistent temperature inversions, there was a strong surface inversion close to the ground in Alpine valleys. Similar but less severe conditions can be observed in Ljubljana, which lies in a sub-alpine basin. However, during the day, the weather can change, e.g., the wind can intensify or it can rain, which dilutes $\mathrm{PM}_{10}$. Therefore, daily concentrations can be low even though there is a strong temperature inversion in the morning. Another cause of the discrepancy is likely the fact that the most important factor impacting $\mathrm{PM}_{10}$ concentrations is $\mathrm{PM}_{10}$ emissions. Emissions in Ljubljana are higher in the winter [46] because of indoor heating, which substantially contributes to $\mathrm{PM}_{10}$. Usually, the colder it is, the more $\mathrm{PM}_{10}$ emissions there are. This affects $\mathrm{PM}_{10}$ concentrations independent of the dispersion situation in the city (temperature inversion). According to the latest Slovenian emission inventory $70 \%$ of $\mathrm{PM}_{10}$, anthropogenic emissions are attributed to households [34] and the main source of $\mathrm{PM}_{10}$ households is indoor heating, which is present between October and April.

The relationship between concentrations and seasons can be observed in Figure 4. Winter months have higher concentrations regardless of the temperature profiles. The lowest $\mathrm{PM}_{10}$ concentrations are measured during the summer and spring months (see Figure 2 for typical summer and spring concentrations) when the atmosphere is well mixed. Trajectories with decreasing temperature profiles (clusters 1-4) are common throughout the year and are typical for unstable weather conditions (wind, rain). However, such profiles are more frequent in the summer. On the other hand, clusters 6, 7, and 9 depict very stable situations or elevated inversions, which are more common in the summer. These profiles are linked to much higher concentrations in the winter than in the summer, likely due to increased $\mathrm{PM}_{10}$ emissions in the winter, which agrees with observations from Poland [17]. The strongest inversions are present mostly during the winter months (clusters 14 and 15), and weaker temperature inversions are more frequent in autumn and spring (clusters 10, 12 , and 13). Clusters showing temperature inversions are not observed in the summer; the ones in Figure 4 are most likely a result of undetected outliers in the data. The early morning temperature inversions are common also in the warmer months, but they are more commonly elevated inversions, not strong, and break up easily, so they are not associated with high $\mathrm{PM}_{10}$ concentrations. Similarly, Xu et al. [4], Huang et al. [18] found that surface inversions were typical for winter months, while elevated inversions were more common in the summer months in two cities in the north of China.

Table 3 shows the mean and median $\mathrm{PM}_{10}$ concentrations per cluster with the associated standard deviations. The standard deviations for all clusters are large. As described before, $\mathrm{PM}_{10}$ concentrations are affected by many factors, not only by morning temperature inversions, so the same temperature profiles can be attributed to different $\mathrm{PM}_{10}$ concentrations. From Table 3, there is also a trend evident; the mean and median cluster concentrations (with a few exceptions) increase from clusters 1 to 15 . The mean and median values are the lowest for clusters 1-4 (no inversion), are higher for clusters 5-9 and 11 (stable and elevated inversion), and are the highest in clusters 12-15 (surface inversion), with some even in cluster 11.

In Figure 4, it is evident that for the same temperature profile, the concentrations in the summer are lower than in the winter, probably due to increased emissions and lower solar radiation. In Table 3, the median values are also lower than the mean values, which indicates that the values in clusters are not normally distributed. $\mathrm{PM}_{10}$ concentrations are generally gamma-distributed (limited by 0 with a heavy tail). Clusters display skewed distributions with a heavy tail toward higher concentrations.

Table 3. The number of temperature profiles clustered in each cluster; mean and median $\mathrm{PM}_{10}$ concentrations for each cluster and the standard deviation of the $\mathrm{PM}_{10}$ concentrations in each cluster.

| Cluster | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ | $\mathbf{1 1}$ | $\mathbf{1 2}$ | $\mathbf{1 3}$ | $\mathbf{1 4}$ | $\mathbf{1 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number | 147 | 231 | 286 | 211 | 121 | 209 | 189 | 133 | 169 | 99 | 141 | 62 | 98 | 57 | 44 |
| Mean conc. $\left(\mu \mathrm{g} / \mathrm{m}^{3}\right)$ | 21 | 17 | 16 | 19 | 21 | 24 | 22 | 29 | 25 | 26 | 31 | 31 | 37 | 44 | 54 |
| Median conc. $\left(\mu \mathrm{g} / \mathrm{m}^{3}\right)$ | 17 | 15 | 13 | 16 | 18 | 20 | 19 | 24 | 22 | 24 | 26 | 28 | 29 | 34 | 52 |
| std. $\left(\mu \mathrm{g} / \mathrm{m}^{3}\right)$ | 15 | 11 | 11 | 11 | 11 | 16 | 12 | 17 | 15 | 11 | 18 | 15 | 20 | 25 | 21 |



Figure 4. Histograms of the number of different temperature profiles per month for each cluster. Colors depict the logarithm of the mean concentration observed in a month in a cluster.

From the Ljubljana example, by clustering temperature profiles, we were able to analyze temperature inversions and their relationships to $\mathrm{PM}_{10}$ concentrations for a period of almost 8 years (from January 2015 to the end of June 2022) quite easily. Without clustering the data, a similar analysis would be much more time-consuming and the result would be more difficult to interpret.

Another application of the clustering of radiosonde data involves clustering the temperature profiles and then observing trends of different shapes of temperature profiles through the years (see Figure 5). Figure 5 shows that clusters are not identically represented between the years, but the yearly distributions between clusters or types of clusters are very similar in the observed period. The most represented are the clusters depicting a mixed atmosphere, especially clusters 2 and 3 . In the observed period, there is no evident trend in cluster manifestation. A 7-year period is likely not enough to establish a long-term trend, but clustering temperature profiles could enable us to do a similar analysis for a longer period and help us establish if there is a long-term trend in the occurrences of temperature inversions and their strengths. The cluster depicting the strongest temperature inversions is the least frequent in all of the years supporting the hypothesis that strong temperature inversions are rare. In this part of the analysis, we removed data from 2022 because data were available only until June.


Figure 5. Percentage of cluster instances (share in \%) for each year.

## 4. Conclusions

In our article, we proposed clustering temperature profiles obtained from radiosondes to study the relationship between temperature inversions and air pollutant concentrations. We chose the clustering SMIXS algorithm due to its flexibility and statistical interpretability. We analyzed the Ljubljana early morning radiosonde data provided by ARSO, clustered it into 15 clusters, and examined the relationship between $\mathrm{PM}_{10}$ concentrations and the assigned cluster.

As shown in the Ljubljana case study, clustering temperature profiles facilitated the interpretation of the relationship between temperature profiles and $\mathrm{PM}_{10}$. It also allowed for the evaluation of more frequent temperature profile shapes in different seasons, which is empirical evidence of predominant temperature profile shapes in different seasons, particularly in winter, in Ljubljana. In most related works, only some parameters of temperature profiles were investigated [12,18,20,21], and in [47], surface-based temperature inversions were assessed as the difference in temperature at 2 and 88 m clustering. Compared to these methods, clustering entire profiles enabled us to preserve more information and enabled a more refined interpretation. Clustering also enables the characterization of temperature profiles based on objective criteria without human decision-making. Cluster centroids generated by SMIXS are also smooth, making them easier to interpret. When clustering with SMIXS, we did not have to deal with individual profiles where the temperature profile is usually not smooth.

The main conclusions from the cluster analysis were in line with the related work about the relationship between temperature inversions and $\mathrm{PM}_{10}$ concentrations [1,7,10-12,14]. Morning surface temperature inversions are associated with high $\mathrm{PM}_{10}$ concentrations (depicted in red and orange in Figures 3 and 4, which corresponds to approximately above $40 \mu \mathrm{~g} / \mathrm{m}^{3}$ ), especially in the winter. The strongest temperature inversions (cluster 15; corresponding to approximately a temperature difference of $8{ }^{\circ} \mathrm{Cat} 750 \mathrm{~m}$ ) were present only in the colder months and were rare. The most representative temperature profiles in Ljubljana showed decreasing temperatures with the altitude (mixed atmosphere). These profiles are associated with the lowest $\mathrm{PM}_{10}$ concentrations (around $10 \mu \mathrm{~g} / \mathrm{m}^{3}$ ). Such situations are common year-round (not only in the summer). Morning temperature inversions in the summer are not associated with high $\mathrm{PM}_{10}$ concentrations probably because of lower summer PM emissions. The conclusions are in line with other studies on air pollution in Slovenia [33].

The cluster occurrence analysis of different years enabled us to estimate if there was a trend in the occurrences of temperature profiles. With the help of Figure 5, we were able to confirm the hypothesis that the predominant shapes of the temperature profiles do not differ substantially between different years in the observed period.

Temperature inversions are pertinent factors contributing to high $\mathrm{PM}_{10}$ concentrations, but other factors, such as the absolute temperature, precipitation, wind, and emissions have to be considered if we want to accurately forecast $\mathrm{PM}_{10}$ concentrations. In future work, we plan to integrate the cluster information in air quality prediction models, such as the ones described in Faganeli Pucer et al. [46]. Still, clustering temperature profiles are valuable tools when studying the effects of temperature inversions and the impact on $\mathrm{PM}_{10}$ concentrations in Ljubljana.
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## Appendix A. BIC Plot



Figure A1. BIC for a different number of clusters.
Table A1. Maximal temperature difference of the inversion layer to a height of 750 m . Only for clusters 10 and 12 were the maximal temperatures observed lower than at 750 m . For other clusters, the temperatures at 750 m are given.

| Cluster | $\mathbf{1 0}$ | $\mathbf{1 2}$ | $\mathbf{1 3}$ | $\mathbf{1 4}$ | $\mathbf{1 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Max. temp. $\left({ }^{\circ} \mathrm{C}\right)$ | 2.4 | 3.8 | 4.0 | 5.8 | 7.0 |

Table A2. Average slope of the centroids calculated as the average difference in two consecutive temperature measurements. The slope is defined as the average change in temperature every 4.5 m .

| Cluster | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ | $\mathbf{1 1}$ | $\mathbf{1 2}$ | $\mathbf{1 3}$ | $\mathbf{1 4}$ | $\mathbf{1 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mean slope | -0.04 | -0.03 | -0.02 | -0.01 | 0.00 | 0.00 | 0.00 | 0.01 | 0.02 | 0.02 | 0.03 | 0.03 | 0.04 | 0.06 | 0.07 |
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