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Abstract

:

This paper describes an ocean reanalysis system in the Indian and Pacific oceans (IPORA) and evaluates its quality in detail. The assimilation schemes based on ensemble optimal interpolation are employed in the hybrid coordinate ocean model to conduct a long-time reanalysis experiment during the period of 1993–2020. Different metrics including comparisons with satellite sea surface temperature, altimetry data, observed currents, as well as other reanalyses such as ECCO and SODA are used to validate the performance of IPORA. Compared with the control experiment without assimilation, IPORA greatly reduces the errors of temperature, salinity, sea level anomaly, and current fields, and improves the interannual variability. In contrast to ECCO and SODA products, IPORA captures the strong signals of SLA variability and reproduces the linear trend of SLA very well. Meanwhile, IPORA also shows a good consistence with observed currents, as indicated by an improved correlation and a reduced error.
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1. Introduction


The data assimilation combining numerical models with observations to obtain the statistically best estimate has been widely recognised as a powerful tool in oceanographic and meteorological research. Reanalyses are reconstructions of a long-term historical dataset for the states via data assimilation methods. Ocean reanalyses originate from the efforts of meteorologists in the 1990s to reconstruct the time evolution of the global atmosphere state [1]. One application of these atmosphere reanalyses is to provide surface forcing fields which the oceanographers use to drive ocean models [2,3,4,5]. Similar to atmosphere reanalyses, ocean reanalyses, which combine different types of observations with ocean models, have the potential to provide dynamically consistent and accurate estimates of the ocean states [6].



Ocean reanalyses at the global and regional scales have already become available and been an established activity in some research and operational centres with enhancements of ocean observing systems such as satellite data, Argo floats, and other observing platforms. The SODA (simple ocean data assimilation) ocean reanalysis was produced by the optimal interpolation method in the global oceans [2,3,7]. The ocean reanalysis systems developed at the European Centre for Medium-Range Weather Forecasts (ECMWF) used different assimilation methods including optimal interpolation and variational assimilation NEMOVAR in different versions [8,9]. The ECCO (estimating the circulation and climate of the ocean) reanalysis was generated by the four-dimensional variational (4DVAR) method [10,11]. The MOVE (Multivariate Ocean Variational Estimation) reanalyses were based on the three-dimensional variational (3DVAR) scheme [12,13,14,15]. The TOPAZ4 reanalysis was based on the ensemble Kalman filter in the North Atlantic and the Arctic [16,17]. The CORA (China Ocean Reanalysis) used a 3DVAR-based multi-scale scheme in the China coastal seas and global oceans, respectively [18,19]. The FORA-WNP30 reanalysis focused on the western North Pacific [20]. Dwivedi et al. [21] evaluated a 4DVAR assimilation system in the northern Indian Ocean. Additionally, some intercomparisons of established reanalysis products were made in the tropical Indian Ocean [22]. However, some ocean reanalyses do not use all observations due to the limitations imposed by the assimilation techniques and observation data types [7,14,15,23,24,25,26,27,28]. The advancement of the assimilation methods and the enhancement of observing networks promote the generation of reanalyses that allow for the use of a variety of observations [29,30,31,32]. Therefore, the improvements in the model resolution, physics, atmospheric forcings, observation data types, and assimilation methods will lead to the successive generation of ocean reanalyses. This paper is to fully utilise a variety of available observations to produce an ocean reanalysis via the ensemble-optimal-interpolation-based schemes in the Indian and Pacific oceans.



The aim of this paper is to provide detailed description and validation for the ocean reanalysis system in the Indian and Pacific oceans. Configurations of the data assimilation scheme are described in Section 2. The reanalysis setup and evaluation through comparisons with observations, SODA, and ECCO are presented in Section 3. The conclusion and discussion are given in Section 4.




2. Ocean Data Assimilation System


The ocean data assimilation system used here consists of an ocean circulation model, the ensemble-based assimilation schemes, and a variety of observations. The details are described in this section.



2.1. Ocean Model


The ocean model used here is version 2.2 of the hybrid coordinate ocean model (HYCOM) developed at the University of Miami [33,34] and updated by the Nansen Environmental and Remote Sensing Center in Norway [16,35]. It has three vertical coordinates corresponding to different depths. The isopycnic coordinates are applied in the open and stratified ocean and smoothly transit to z coordinates in the weakly stratified mixed layer to terrain-following sigma coordinates in shallow water regions, and back to z coordinates in very shallow water. The hybrid coordinates have a great advantage in good representation of ocean thermodynamic processes and ocean currents. The 28 hybrid z-isopycnal vertical layers are used in this paper. The top five layers remain z-level coordinate with a minimum thickness of 2 m. The model domain covers the Indian and Pacific oceans, spanning from 30° E to 70° W zonally and from 51° S to 61° N meridionally. The model has a horizontal resolution of about 1/3°. The K-profile parameterisation scheme [36] is used to compute the vertical mixing coefficient. A relaxation to climatological temperature and salinity with a restoring time scale of 30 days is applied at the sea surface and lateral boundary. The model is driven by the forcing fields including the 6-h air temperature, dew temperature, winds, mean sea level pressure, total cloud cover, and precipitation from the atmospheric reanalysis ERA-interim [37] at the surface.



The model is initialised from rest and climatological temperature and salinity fields used at the boundary. Then, a 10-year spin-up experiment that uses climatological atmospheric forcings from ERA-40 is carried out. The last day of the spin-up run provides the initial conditions for this reanalysis.




2.2. Observations


This reanalysis assimilates observations from satellite sea level anomaly (SLA), satellite sea surface temperature (SST), and in situ temperature (T) and salinity (S) profiles.



The SLA observations assimilated are sourced from the global gridded product with a horizontal resolution of 1/4° and a temporal resolution of 1 day delivered by the Sea Level TAC (Thematic Assembly Centre) of the Copernicus Marine Environment Monitoring Service (CMEMS) project. It is estimated by optimal interpolation, merging the L3 along-track measurement from all altimeter missions including Sentinel-3A, Jason-3, HY-2A, Saral/AltiKa, Cryosat-2, OSTM/Jason-2, Jason-1, Topex/Poseidon, Envisat, GFO, and ERS-1/2.



The SST observations assimilated come from the NOAA high-resolution daily analysis product OISST at a spatial resolution of 1/4° × 1/4° and a temporal resolution of 1 day with global coverage [38]. It was generated by combining the SST data from AVHRR (Advanced Very High Resolution Radiometer) infrared radiances and AMSR-E (Advanced Microwave Scanning Radiometer-EOS) microwave radiances which are available from June 2002 to October 2011 with in situ data from ships and buoys via the optimum interpolation method. Moreover, some improvements in the data sources, correction methods, and sea-ice-concentration to SST conversion methods were implemented for these analyses from April 2020 onwards [39,40].



All in situ temperature and salinity observations sourced from Argo, the Arctic Synoptic Basin-wide Oceanography (ASBO) project, the Global Temperature and Salinity Profile Programme (GTSPP), and the World Ocean Database 2018 (WOD18) are extracted from the ENSEMBLES EN4.2.2 dataset [41]. The Mechanical BathyThermograph (MBTs) and eXpendable BathyThermograph (XBT) data were corrected [42,43]. This dataset was collected, quality-checked, and released by the U.K. Met Office Hadley Centre.



These observations are pretreated before the assimilation. The super-observation method is applied in order to filter some noise or eliminate redundant information relative to the model. This method is widely employed in data assimilation [44]. For SST and SLA observations, a super-observation is generated by a simple weight average over all observations in every 2 × 2 model grid cell. For T and S profiles, a super-observation is a good profile selected from all profile observations falling in each 2 × 2 model grid bin since the horizontal average may cause some problems. According to the quality of the observations, the selection criteria are as follows: first Argo, then CTD, TAO, and, finally, XBT/MBT. These super-observations are used for the assimilation.




2.3. Assimilation Scheme


The ocean data assimilation schemes used in this paper are based on the ensemble optimal interpolation (EnOI) method [45]. The analysis fields are estimated by solving the following equations:


   x a  =  x b  + α ( L ∘  P  )   H  T    (  H  ( L ∘  P  )   H  T  +  R  )   − 1   ( y −  H   x b  )  



(1)




where   x =   [ t , s , d , u , v , u b , v b , p b ]  T    represents the model state vector including temperature, salinity, layer thickness, baroclinic and barotropic current fields, and barotropic pressure. The superscripts a, b, and T denote analysis, background, and matrix transpose, respectively. H is the observation operator that interpolates from model grids to observation locations. P is the background error covariance matrix. L is a correlation function used to localise the background error covariance. The circle between L and P denotes a Schur product. R is the observation error covariance matrix. Since the observation errors are assumed to be uncorrelated in space and time, R is a diagonal matrix.  α  is a scalar that can be used to tune the weights on the ensemble versus observations. Here it is taken as 0.4.



Estimates of the background error covariance matrix P are given by


   P  =  A    A  T  / ( n − 1 )  



(2)




where A is an ensemble anomaly from a long-term model integration with no data assimilation and n is the ensemble size (n = 120 here).



The assimilation schemes corresponding to different observations based on the EnOI method are employed. A different scheme is used to assimilate T/S profiles due to the isopycnic coordinate [46]. The layer thickness computed from temperature and salinity observations is assimilated to adjust the model layer thickness and current fields. Then, the temperature or salinity observations are assimilated to adjust the model temperature or salinity followed by diagnosing the salinity or temperature from the equation of the seawater state. A vertical localization technique, which confines the influence of SST observations to the mixed layer, is employed to assimilate SST [47]. The mean dynamic topography used in the reanalysis is the mean sea surface height calculated from the experiment with T/S assimilation, instead of the experiment without assimilation [48]. These schemes are combined to assimilate multi-source observations.





3. Results


This section describes settings and assessment of the reanalysis. To demonstrate the quality of the reanalysis dataset, we compare reanalysed fields with observations, with reanalysis products such as ECCO and SODA, as well as with a control experiment without assimilation. The independent observations such as observed current fields and withdrawn temperature and salinity profiles are used to further validate the performance of the reanalysis.



3.1. Reanalysis Settings


The reanalysis settings are summarised in Table 1. The reanalysis is generated by a data assimilation experiment in which temperature and salinity profiles, remotely sensed SST, and altimetry SLA observations are assimilated into HYCOM via EnOI at a 7-day assimilation frequency in the Indian and Pacific oceans during the period 1993–2020 (hereafter called IPORA). Moreover, the multi-year control experiment (CNTL hereafter) with no data assimilation is implemented to provide ensemble members for estimation of the background error covariance matrix and also to be used for validation of IPORA.




3.2. Temperature and Salinity


The SST data from OISST are used to evaluate the fit of IPORA to the observations. Meanwhile, some temperature and salinity profiles are withdrawn and not used in the IPORA. Therefore, they are regarded as independent observations to further validate the performance of IPORA. The root mean square error (RMSE) is used as a quality metric.



Figure 1 shows the time evolution of SST RMSEs in the model domain from all analyses. Note that the ECCO product is available only before 2012. It is version 4 release 2 of ECCO with a horizontal resolution of 0.5° [49,50]. The SODA product used here is the version 3.4.2 [7]. It has a uniform 0.5° × 0.5° horizontal grid on which the original 0.25° × 0.25° grid is regridded. The SST RMSEs of the control experiment without assimilation are approximately 0.95 °C during the period 1993–2020, and the RMSEs of the three reanalyses data are reduced to less than 0.7 °C. This result indicates that the fit to the observations may be improved greatly by the assimilation. The RMSEs of ECCO are larger than those of IPORA and SODA. IPORA slightly improves the fit compared with SODA. Additionally, the sudden reduction in RMSEs in 2020 may be associated with the improvements implemented in OISST due to the presence of biases. Figure 2 shows the spatial distribution of SST RMSEs against OISST over the period 1993–2020. The control experiment without assimilation demonstrates large RMSEs in regions with abundant eddies (e.g., the Kuroshio and Agulhas) and coastal regions. IPORA, ECCO, and SODA greatly improve the fit to observations in the Indian and Pacific oceans. Visually, IPORA has a good fit to the observations. The SST RMSEs from IPORA are reduced to less than 0.4 °C in most regions. The fit of SODA to the observations is also visibly improved but is not better than IPORA. ECCO presents larger RMSEs than both IPORA and SODA.



To further verify the accuracy of IPORA, the remaining temperature and salinity profiles after removing super-observations are used for comparison. These profiles are independent observations since they are not used in the IPORA. More than 200,000 profiles are not assimilated during the period 2010–2011 (Figure 3). The withheld observations are mainly distributed in the open sea, especially the north-western Pacific, while they are scarce in coastal regions. Figure 4 shows the vertical profiles of the RMSEs of temperature and salinity in different regions, respectively. It is clear that the fit to the temperature observations is improved in IPORA in terms of RMSEs, the improvement being most significant in the mixed layer and thermocline compared with the control experiment without assimilation in the Indian and Pacific oceans. Similar to temperature, the assimilation also distinctly improves the fit to the salinity observations in the entire upper 700 m. For salinity, the largest RMSEs occur at the sea surface, which is possibly associated with inaccurate fresh-water fluxes and mixing parameterisation. Overall, the RMSEs of IPORA are consistently smaller than those of CNTL for temperature and salinity. Moreover, the assimilation reduces the RMSEs in CTNL by about 44% for temperature and by about 33% for salinity. It indicates the advantages of assimilation. We also calculate the RMSEs of ECCO and SODA using the monthly mean data corresponding to the same temperature and salinity observations. The fit of SODA to the observations is better than IPORA, while ECCO is worse than IPORA. Possibly, the observations used for computing RMSEs are assimilated in SODA, which helps to reduce the RMSEs. Additionally, we also examine the performance of IPORA in different ocean basins. It is obvious that the modelled RMSEs of salinity in CNTL are visibly larger in the Indian Ocean than in the Pacific Ocean. Similarly, the assimilation may greatly reduce the RMSEs, but does not change the pattern with larger RMSEs in the Indian Ocean than in the Pacific Ocean. Both ECCO and SODA also present the same pattern. This result is probably associated with fresh-water fluxes and model configurations (e.g., the vertical parameterisation scheme and vertical and horizontal resolution) in the Indian Ocean. Particularly, the Bay of Bengal, being a part of the Indian Ocean, is affected by complicated factors such as precipitation, runoff, heating, winds, and currents, which induces a low-salinity surface layer to form and strong interannual variabilities of sea surface salinity. Therefore, the salinity in the Bay of Bengal is sensitive to forcing factors. These inaccurate factors can cause large errors. In both ocean basins, SODA still performs best with the smallest RMSEs for temperature. For salinity, there is little difference between IPORA and SODA in the Indian Ocean.




3.3. Sea Level


We next evaluated the IPORA data using the monthly mean SLA data during the period of 1993–2020. Figure 5 shows the time series of the average SLA estimated from the CMEMS dataset, CNTL, IPORA, ECCO, and SODA in the Indian and Pacific oceans. The average SLA from IPORA agrees with the observations well and presents a noticeably rising trend during the period of 1993–2020. The SLA from the control experiment without any assimilation also gradually increases with time, but the uptrend is not at all pronounced. The upward trend can be observed in ECCO, but the average SLA is prominently less than the observation. Note that no trend in SLA can be found in SODA. To explore the reason, we computed the linear trend in SLA over the past 28 years from the observations and analyses (Figure 6). It can be seen from the observations that the spatial distribution of the trend in SLA is not uniform. The mixture of significantly increasing and decreasing trends is observed along the path of the Kuroshio Extension and Antarctic Circumpolar Current. These complex phenomena are associated with active eddies. The western Pacific south of 18° N presents a relatively strong increase in SLA. In general, the SLA is basically increasing in the whole Indian and Pacific oceans, except a sporadic weak decrease in the Pacific. IPORA captures the primary features of the observed trend and demonstrates a spatial distribution and strength in the SLA trend similar to the observations. For the control experiment without assimilation, the complicated trend is not present or not evident in the regions with eddies. Although the increasing trend is observed in most regions, the signals are not strong enough. As a result, the uptrend in the region-averaged SLA from CNTL is not obvious. Similarly, a mixture of increased and decreased SLA cannot be found in ECCO. ECCO also shows an increase in SLA in most regions. However, both increase and decrease in SLA are more significant than the observations in the Pacific. Therefore, the resultant SLA averaged over the model domain has a pronounced uptrend for ECCO. SODA shows a notable decrease with extensive coverage and a notable increase to the south of 40° S, which are different from the observations. The resultant average SLA has no trend.



We also examined the variability of SLA for the period 1993–2020. The standard variance of SLA during the period of 1993–2020 is computed from the altimetry data, IPORA, CNTL, ECCO, and SODA (Figure 7). The variance of SLA is actually representative of the eddy kinetic energy. It indicates that a good representative of eddies is very important for an accurate reproduction of SLA variability. It can be seen that the altimetry data present large variability of SLA in the Kuroshio Extension, Agulhas, and East Australian Current regions. As known, these areas are characterised by plentiful eddies. IPORA shows good agreement with the observations by reproducing almost all of the strong signals in the observations. The SLA variability in CNTL is much lower than in IPORA, which can be taken as an indication of the effect of assimilation in reducing uncertainty. SODA, with a resolution of 0.25° × 0.25°, also captures local strong SLA variability, but the magnitude is a little weak in the Kuroshio region compared with IPORA. ECCO greatly underestimates the variability so that it misses local strong signals in the observations. ECCO used here has a 0.5° × 0.5° horizontal resolution, so some mesoscale eddies are not resolved well. Thus, the signals concerned with eddies are not captured well.




3.4. Current Field


To examine the performance of IPORA, the current field of IPORA is compared with the observations. The velocity information is not assimilated in the IPORA, allowing us to use this variable to carry out independent comparisons.



The Ocean Surface Current Analysis Real-time (OSCAR) project provides analyses of global ocean surface currents computed from satellite datasets [51]. Additionally, the Tropical Atmosphere Ocean (TAO)/TRITON array, the Research Moored array for African-Asian-Australian Monsoon Analysis and Prediction (RAMA), and Acoustic Doppler Current Profilers (ADCPs) provide vertical profiles of currents for the tropical oceans which are available from the TAO/RAMA Project office of NOAA/PMEL’s website. These current data and reanalysis products such as SODA and ECCO are used to validate the IPORA data.



Figure 8 shows the time correlation between the zonal current from OSCAR and the CNTL, IPORA, ECCO, and SODA analyses. For these analyses, the high correlation coefficients with OSCAR are mainly concentrated in the tropical Indian and Pacific oceans within 20° of the equator. It is obvious that IPORA has higher correlation values than CNTL throughout the entire model domain. This result indicates that the assimilation may greatly increase the positive correlation. Moreover, IPORA presents higher correlation coefficients with OSCAR compared to ECCO and SODA. In the equatorial central-eastern Pacific Ocean (0° N–10° N), the correlation values from IPORA are larger than 0.95, while they are smaller for ECCO and SODA. In the southern tropical Indian and Pacific oceans (20° S–0° N), IPORA demonstrates high correlation values larger than 0.9, while ECCO and SODA present lower values. IPORA also exhibits high correlation values in the regions with rich eddies such as the Kuroshio Extension and Agulhas, while they are not observed for ECCO and SODA. Overall, IPORA presents a wider coverage with high correlation than ECCO and SODA do. Figure 9 shows the correlation with OSCAR meridional currents from CNTL, IPORA, ECCO, and SODA data. Noticeably, the higher correlation coefficients from IPORA than those from ECCO, SODA, and CTNL are observed in the model domain. Compared with CNTL, IPORA greatly improves the correlation with OSCAR meridional currents in the Indian and Pacific oceans, except the equatorial regions. It highlights the benefits of the data assimilation. For ECCO and SODA, the good correlation with OSCAR meridional currents is mainly distributed in the tropical oceans (20° S–20° N) apart from the equatorial regions, while IPORA exhibits high correlation in most of the model domain. ECCO presents slightly better correlation with OSCAR zonal and meridional currents than SODA does. CNTL performs worst.



Figure 10 shows the vertical distribution of the RMSEs of the zonal and meridional currents from IPORA, CNTL, ECCO, and SODA with respect to ADCP data over five TAO moorings at positions (0° N, 147° E), (0° N, 165° E), (0° N, 170° W), (0° N, 140° W), and (0° N, 110° W), and two RAMA moorings at (0° N, 80.5° E) and (0° N, 90° E). For the zonal currents, different analyses show different vertical distribution. The RMSEs of IPORA are typically smaller than those of CNTL. Both CNTL and IPORA have similar distribution with large RMSEs (>0.2 m s−1) in the upper 100 m and small RMSEs below. However, the maximum RMSE from CNTL reaches 0.35 m s−1 at 30 m and is notably greater than that of IPORA (0.28 m s−1). ECCO exhibits a peak RMSE of 0.33 m s−1 at a depth of 105 m and relatively large RMSEs (>0.2 m s−1) in the upper 200 m. IPORA, CNTL, and ECCO have one peak RMSE. Note that SODA demonstrates two peak RMSEs (around 0.27 and 0.25 m s−1, respectively) at depths of 40 m and 200 m. On average, IPORA presents the smallest RMSE of 0.18 m s−1 and ECCO shows the largest RMSE of 0.23 m s−1, while both CNTL and SODA present a RMSE of 0.21 m s−1. Compared with the zonal currents, the RMSEs of meridional currents are much smaller. The maximum RMSE for meridional currents is smaller than 0.1 m s−1, while the minimum RMSE for zonal currents is larger than 0.1 m s−1. It is evident that SODA shows the largest RMSEs among all analyses in the upper 300 m for meridional currents. ECCO presents the smallest RMSEs in the upper 30 m and below 90 m. IPORA slightly outperforms CNTL. In general, SODA performs worst with a RMSE of 0.073 m s−1, and ECCO performs best with a RMSE of 0.06 m s−1, while it is 0.065 m s−1 for IPORA and 0.066 m s−1 for CNTL. In fact, these differences in meridional currents among analyses are relatively small.



Figure 11 shows the temporal mean profiles of the zonal currents from ADCP data, CNTL, IPORA, ECCO, and SODA for seven moorings in the TAO/RAMA array. It can be seen from the observations that from the western Pacific to the eastern Pacific, the depth of the peak speed of the eastward equatorial undercurrent gradually shallows from 230 m to 80 m, and the peak speed gradually strengthens. All analyses reconstruct this pattern of the undercurrent. Compared with CNTL, IPORA distinctly improves the strength of the equatorial undercurrent in the Pacific Ocean. The undercurrent from ECCO is basically the weakest among analyses, which results in large RMSEs of zonal currents. It is probably associated with the diffuse thermocline (Figure 4) from ECCO. In the eastern Pacific (140° W and 110° W), compared with the observations, the undercurrent from SODA is slightly strong, while those from IPORA, CNTL, and ECCO are too weak. However, IPORA is better than CNTL and ECCO. Meanwhile, the surface western currents are too strong in the analyses with the exception of SODA. Actually, the mean surface current in SODA flows eastward, which is different from the observations. In the central and western Pacific (147° E and 165° E), the undercurrent from all analyses is weaker than the observations, especially SODA. It is why SODA also has a peak RMSE at 200 m shown as Figure 10. IPORA presents a stronger undercurrent than other analyses do. In the Indian Ocean, there is not obvious undercurrent, and there is little difference in the mean current profiles from all analyses.





4. Discussion and Conclusions


In this study, we have produced an ocean reanalysis IPORA for the Indian and Pacific oceans over 28 years. IPORA uses the EnOI-based schemes to assimilate data from in-situ temperature and salinity, gridded SST, and altimeter-derived SLA observations into HYCOM. A long-term assimilation experiment was conducted using the ERA-interim atmospheric forcing to produce the reanalysis dataset during the period of 1993–2020.



An ocean model simulation without assimilating data was implemented as a control experiment to evaluate the quality of IPORA. We assessed the IPORA data by a variety of qualitative and quantitative comparisons with satellite data, independent temperature and salinity profiles, and observed current fields, as well as other reanalyses (e.g., ECCO and SODA).



Through the comparisons with the control experiment, IPORA consistently improves the fit to observations of SST, temperature and salinity, SLA, and currents in the Indian and Pacific oceans. The RMSEs in IPORA are significantly reduced, especially at the thermocline. Moreover, the interannual variability of the ocean estimate is also greatly improved in IPORA, as suggested by the improved standard variance of SLA and the improved temporal correlation with surface current fields. The growing tendency in SLA is reproduced better by IPORA. In comparison with ECCO and SODA, IPORA also exhibits a better agreement with the altimetry data, OSCAR, and ADCP. On the one hand, it is partly associated with the model resolution. On the other hand, it is also related to the assimilation method for SLA. IPORA is potentially a valuable dataset for better understanding of a variety of ocean research topics.



Although IPORA demonstrates reduced RMSEs for the zonal current, there is still discrepancy in the representative of the equatorial undercurrent in contrast with the ADCP data. The undercurrent is too shallow in the central-western Pacific, and it is too weak despite it being strengthened by the assimilation. Moreover, it is also observed in ECCO and SODA. It is a common feature for most ocean simulations and reanalyses. The robustness of this signal is probably associated with the model configurations, the wind stress, changes in SST, as well as other forcing fields. It will be investigated in future work.
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Figure 1. Time series of SST RMSEs (units: °C) in the model domain from CNTL, IPORA, ECCO, and SODA for the period of 1993–2020. 
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Figure 2. RMSEs of SST (units: °C) in the model domain over the period of 1993–2020 from (a) CNTL, (b) IPORA, (c) ECCO, and (d) SODA. 
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Figure 3. The distribution of temperature and salinity profiles withheld from the assimilation during the period of 2010–2011. 
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Figure 4. The vertical distribution of the RMSEs of temperature (a–c) and salinity (d–f) against the independent profiles over the period 2010–2011 from CNTL, IPORA, ECCO, and SODA in different regions. (a,d) the Indian and Pacific oceans, (b,e) the Pacific Ocean, and (c,f) the Indian Ocean. 
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Figure 5. Time series of the average SLA (units: m) from the observations, CNTL, IPORA, ECCO, and SODA in the Indian and Pacific oceans. 
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Figure 6. The linear trend (units: mm yr−1) of SLA during the period of 1993–2020 in the Indian and Pacific oceans from (a) observations, (b) IPORA, (c) ECCO, (d) SODA, and (e) CNTL. 
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Figure 7. The standard variance of SLA (units: m) during the period of 1993–2020 in the Indian and Pacific oceans from (a) observations, (b) IPORA, (c) ECCO, (d) SODA, and (e) CNTL. 
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Figure 8. Time correlation with OSCAR surface zonal currents from (a) CNTL, (b) IPORA, (c) ECCO, and (d) SODA for the period of 1993–2011. 
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Figure 9. Time correlation with OSCAR surface meridional currents from (a) CNTL, (b) IPORA, (c) ECCO, and (d) SODA for the period of 1993–2011. 
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Figure 10. Vertical distribution of the RMSEs of zonal (a) and meridional (b) currents from CNTL, SODA, ECCO, and IPORA with respect to the ADCP data over seven moorings in the TAO/RAMA array. 
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Figure 11. Temporal mean vertical profiles of the zonal current at seven moorings in the TAO/RAMA array compared with CNTL, IPORA, ECCO, and SODA. (a) (0° N, 147° E), (b) (0° N, 165° E), (c) (0° N, 170° W), (d) (0° N, 140° W), (e) (0° N, 110° W), (f) (0° N, 80.5° E), and (g) (0° N, 90° E). 
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Table 1. Reanalysis settings.
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	Reanalysis

Name
	Assimilation Method
	Assimilated

Data
	Assimilation Frequency
	Period





	IPORA
	EnOI
	T/S, SST, SLA
	7 days
	1993–2020
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