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Abstract

:

Our study aimed to test whether specific sensitive reactions in healthy males to the changes in geomagnetic activity (GMA) are different depending on the baseline self-regulation of the autonomic nervous system (ANS). In this study, the ANS response in the different phases of geomagnetic storms (GMSs) has been measured via the heart rate variability (HRV) using one-way ANOVA and the Bonferroni-adjusted t-test. In the case of high HRV, changes were found to indicate a significant intensification of both parts of the ANS: the sympathetic part (SP) showed increased stress levels and the parasympathetic part (PP) marked a self-regulation effort in the main and restoration phases of GMSs. In the case of low HRV, changes indicate a significant enhancement in the SP after the main phase of GMSs, with a day’s delay. GMA is a sufficient environmental factor for healthy males, causing stress reactions of the ANS in the main and restoration phases of GMSs. However, the different self-regulation of the ANS results in different dynamics in its variation depending on the individual’s character of the baseline ANS state; the optimal adaptation reactions of healthy males with baseline high HRV are achieved with decreased heart rate and increased HRV in the main phase of GMSs.
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1. Introduction


In recent studies, disturbing variations of the geomagnetic field (GMF), such as geomagnetic storms (GMSs), are considered environmental stress factors, affecting human physiology, especially the cardiovascular, central, and autonomic nervous systems [1,2]. Some studies argued that the influence of meteorological factors such as the variation in daily averages of atmospheric pressure, relative humidity, and air temperature is less biologically effective than the influence of geomagnetic activity (GMA) [3]. The most common explanation of the human reactions is considered to be the triggering effect of sharp changes in the GMF during GMSs. Because the GMF strength varies during GMSs and increases hundreds of times depending on the latitude, it can play a role in human life-supporting systems or human health. During GMSs, existing diseases are aggravated; cases of myocardial infarction and death rise 25% and 5%, respectively; blood flow and coagulation time change; and blood pressure and cases of different kinds of arrhythmias increase [4,5,6].



In healthy people, effects can be manifested in the elongation of simple sensorimotor reaction time concerning the visual information processing speed, which indicates a decline in the attention parameters, especially short- and long-term memory. It is revealed that during the second day of a GMS, mistakes in proof tests are increased compared to the first GMS day, and 3–4 days after the GMS, the number of mistakes decreases [7]. This argues that during a GMS, humans are under the influence of the irritating (stress) effect. Studies have shown that heart rate sharply increases on days before, during, and after GMSs [8]. During these days, heart rate variability (HRV) is also changed, and blood pressure and subjective psychophysiological complaints increase statistically significantly from day zero until the second day [9]. Changes in arterial pressure, pulse pressure, and participants’ subjective psychophysiological status were revealed before, during, and 2 days after GMSs [10].



GMA is caused by solar activity. Solar periodical activity encompasses a cyclical pattern of solar magnetic pole reversals defining periodic changes in the sector structure of interplanetary magnetic fields. The solar non-periodical activity includes solar storms, solar energetic particle events, and coronal mass ejections (CMEs). CMEs and co-rotating interaction regions of solar wind (CIRs) can cause solar wind highspeed streams that can interact with the Earth’s magnetosphere and consequently provoke disturbances. At the maximum of solar activity, GMSs are mainly caused by CMEs. CIRs mainly occur near the minimum of solar activity. Worldwide temporary disturbances of the GMF last over a period of several hours or days. GMSs can be characterized as having a sudden commencement, an initial phase, a main phase, and a phase of restoration [11,12]. GMA is maximal in the maximum or descending phases near the solar cycle maximum; in the minimum, it becomes minimal. Accordingly, the research results received in different solar phases are different.



The autonomic nervous system (ANS) response to GMF variations is measured via the HRV, mediated by the variation in the beat-to-beat interval of the heart [9,13,14]. Short-term rhythms in HRV are produced by the interactions between the autonomic neural activity, blood pressure, and respiratory control. HRV assesses the neurohumoral regulation of the heart and the relationship between the sympathetic and parasympathetic parts (SP and PP) of the ANS, and it is considered to be a measure of the neurocardiac function that reflects heart–brain interactions and ANS dynamics [15]. The main nerve of the parasympathetic nervous system is the vagus nerve; therefore, the parasympathetic activity is considered as vagal tone. The cardiac vagal tone as assessed by HRV measurement is also referred to as cardiac vagal control (CVC) [16].



According to the polyvagal theory, the vagus can rapidly regulate cardiac output to foster engagement and disengagement with the environment [17]. It is a complex of two directional systems that regulate homeostasis as well as associated responses to environmental challenges (i.e., stress); the adaptation function directly relates to the different levels of autonomic regulation in individuals [18]. In healthy adults, CVC is considered a physiological marker of emotion regulation; studies show that high baseline CVC is associated with better down-regulation of negative affect, the use of adaptive regulatory strategies, and more flexible emotional responses. Regarding phasic changes, decreased HRV/CVC indicates a stress response, while CVC increases have been shown to reflect either self-regulatory efforts or recovery from stress [19].



According to the standards of the European Cardiological Society and North American Society of Electrophysiology [20], the statistical characteristics of a dynamic number of cardio intervals include HR—Heart Rate, SDNN—Standard Deviation Normal to Normal R-R interval, RMSSD—the square root of the sum of squares of different values, and PNN50—the percentage of successive normal sinus RR intervals more than 50 ms. In short-term resting recordings, the primary source of the variation in SDNN is the parasympathetically mediated respiratory sinus arrhythmia (RSA). The RMSSD reflects the beat-to-beat variance in HR and is used to estimate the vagally mediated changes reflected in HRV; PNN50 is correlated with the RMSSD and HF power [21].



The spectral analysis of HRV records obtains quantitative data on oscillatory and wave processes in the cardio intervals, including high-frequency (HF—0.15–0.4 Hz), low-frequency (LF—0.04–0.15 Hz), very low-frequency (VLF—0.0033–0.04 Hz), and ultra-low-frequency (ULF—below 0.0033 Hz) bands. HF is related to the respiratory cycle mediating RSA and reflects parasympathetic or vagal activity. At resting conditions, both the SP and PP of the ANS are active with the vagal tone dominant [21]. SP inhibition reduces peripheral resistance, while PP activation depresses HR (reflex bradycardia) and contractility. In recent studies, several researchers [22,23] have argued that in the rest and short-term recordings, the LF band mainly reflects baroreflex and vagal activity and not cardiac sympathetic innervation [24]. Therefore, earlier suggestions that the LF band also reflects sympathetic activity and that the LF/HF ratio can be used as an assessment of the balance between sympathetic and parasympathetic activity [25] are currently controversial.



According to the Task Force, measuring the total power of frequencies and VLF from short-term recordings is physiologically ambiguous, and for this reason, their use is not recommended [20]. However, in the experimental works [26,27], the VLF rhythm is generated from the heart’s intrinsic cardiac nervous system, and the amplitude and frequency of these oscillations are modulated by efferent sympathetic activity. Normal VLF power indicates healthy function, and their increase may reflect the increased sympathetic activity. The modulation of this rhythm during short-term recordings indicates that there is a significant stressor [28].



Reduced parasympathetic (vagal) activity has been found in many cardiac pathologies and patients under stress and anxiety. Low HRV has been confirmed as a strong predictor of future health problems and correlated to all causes of mortality because it reflects reduced regulatory capacity, which is the ability to adaptively respond to challenges like exercise or stressors [29,30,31].



According to the conceptual framework by Laborde et al. [32], CVC is reflected in four parameters of HRV: RMSSD, pNN50, the peak–valley analysis, and HF. In addition, there is another HRV indicator—RSA.



GMSs are also found to decrease HRV, indicating a possible mechanism of the GMF’s influence on humans. This explains cardiovascular system aggravations as we described above because a reduced HRV is a prognostic factor for coronary artery diseases and myocardial infarction [5,33,34,35].



All above-mentioned studies investigated the effects of GMSs on humans, often including clinical populations without the inclusion of a healthy control group, and do not take into account the character of self-regulation of the investigated persons; only in a few studies have authors mentioned different physiological stress reactions on GMSs which are based on the ANS regulation type. These include studies performed on astronauts [2], on people living in the circumpolar region [36], and the studies performed on both healthy populations and people with cardiovascular diseases supporting the hypothesis that GMSs have different impacts on individuals, which is based on their sensitivity, health, and self-regulation type [13].



Based on this, the objective of our current study was to reveal the character of the induced reactions of healthy humans due to the changes in the different phases of GMSs, that can be different depending on the different baseline states of the ANS.




2. Materials and Methods


Our study was performed at a middle geomagnetic latitude (41°41′38″ N) in Tbilisi, Georgia, in 2022, corresponding to the ascending phase of the current solar cycle 25.



We examined n = 61 18 to 24 year-old healthy male medical students (volunteers). In order to receive a high reliability of the results, we only included the male group in the study, excluding females, taking into account specific physiological changes of females associated with the menstrual cycle which may alter HRV parameters during the study period [37].



Using the medium sample size for HRV studies [38], the group of participants was divided into two blocks (subgroups A and B), regarding their baseline autonomic states, into high and low HRV/CVC based on the above-mentioned variables: SDNN, RMSSD, pNN50, HF, and HR ˂ 80 or HR > 80. Recordings were conducted in the light- and sound-shielded experimental room at the central scientific research laboratory (CSRL) of David Tvildiani Medical University (DTMU). Students were recorded on the days with different outdoor GMA, including days before and after GMSs and days with GMSs, which correspond to the initial, main, and restoration phases of GMSs. The study lasted for 3 months in spring. The detailed datasets used for analysis are available in the supplementary materials (Table S1).



The 1 h measurements of ANS responses to different GMA via comparison of the HRV indices with the Planetary K-index (index of magnitude of GMSs) were performed according to the appropriate methodical guidelines and recommendations [20,39], using the ArguSys++ Holter monitoring system by Innomed. hu.



The data on the current GMA for the middle latitude were obtained from the data of the Analysis Center for Geomagnetism and Space Magnetism Graduate School of Science, Kyoto University [40], for the classification of magnetically active days; days with Kp ≤ 3 were ascribed as magnetically quiet, and those with Kp ≥ 5 were ascribed as magnetically disturbed days [41].



Measurements were conducted after breakfast (at least by 1.5–2 h), with a constant temperature of 20–22 °C in the room, in a supine position with quiet breathing. A period of 10 min for the adaptation of volunteers to the local environmental conditions preceded measurements. In the 2 days before the recordings, a prerequisite precondition for the test volunteers was avoiding any negative influences resulting from emotional and physical excitation, heavy nutrition, alcohol, etc.



For statistical analysis of the data obtained, the “Primer of Biostatistics” software by Stanton A. Glantz (seventh edition) was used based on one-way analysis of variance—ANOVA—and multiple comparisons were conducted via the Bonferroni-adjusted t-test concerning the results of the homogeneity of variance. The significant level was taken as 0.05.



To check if our hypothesis was true, we summarized and computed the abovementioned HRV parameters; evaluated their means and standard deviations in the initial, main, and restoration phases of GMSs; and explained the differences between them.




3. Results


The variations in HRV indices in two subgroups in the cases of days before and after the main phase of GMSs (−1; + 1; Kp ≤ 3) and those with GMSs (0; Kp = 5) are shown in Table 1 and Table 2.



As shown in Table 1, statistically significant differences between specific HRV indices are observed in subgroup A at the main and restoration phases of GMSs. A comparison of HRV indices between days −1, 0, and +1 clearly reveals the presence of sensitive reactions among those investigated. In the main phase of GMSs (0 days), there is a significantly reduced HR, which indicates the enhancement of the PP of the ANS, then HR significantly increased in the restoration phase of GMSs (+1 day), to return to baseline values.



PNN50 significantly increased in the main phase of GMSs, indicating the activation of the PP of the ANS. In the restoration phase of GMSs (+1 day), it decreased to the baseline values.



SDNN increased in the main phase of GMSs, indicating the presence of parasympathetically mediated respiratory sinus arrhythmia (see above), which is significantly canceled in the restoration phase of GMSs (+1 day). Interestingly, the value of SDNN in the restoration phase of GMSs (+1 day) is lower compared to the baseline values, and low values indicate a pronounced stress level and increased SP activities of the ANS because a higher SDNN is associated with a higher probability of survival [42].



The same trend is shown for RMSSD which increased in the main phase of GMSs, indicating the activation of the PP of the ANS. In the restoration phase of GMSs (+1 day), it decreased less compared to the baseline values. There was also significantly depressed LF in the main phase of GMSs, which returned to the baseline values in the restoration phase of GMSs (+1 day), also indicating the activation of the PP of the ANS.



VLF significantly increased in the main phase of GMSs, and then it significantly decreased in the restoration phase of GMSs (+1 day); as we described above (see Section 1), the modulation of this rhythm during short-term recordings indicates a significant stressor [27].



This means that GMSs are a significant environmental stress factor causing all the above-mentioned changes in healthy males’ ANS during the main phase of GMSs, which are canceled by the self-regulation effort during the restoration phase of GMSs.



As presented in Table 2, differences between certain indices were observed in subgroup B compared to the baseline values. HR increased during the main phase of GMSs but it was not statistically significant and then returned statistically significantly to the baseline values during the restoration phase of GMSs.



SDNN was the same as the baseline value in the main phase of GMSs and then reduced statistically significantly in the restoration phase of GMSs (+1 day), indicating increased stress level and SP activities of the ANS.



The same trends show that RMSSD, PNN50, and HF reduced in the main and restoration phases of GMSs, indicating decreased PP and increased SP activities of the ANS.



We interpreted some HRV indices that are related to the CVC. We did not interpret the LF/HF ratio due to its physiologically controversial meaning as we described above.



Based on the analysis of the data received, it was determined that many indices of HRV that are related to the vagus nerve are sensitive to changes in different phases of GMSs; these include the HR and time domain (SDNN and PNN50) components of HRV. In addition, we found that the heart’s intrinsic VLF rhythm, which is related to the efferent sympathetic activity, was changed significantly in the different phases of GMSs, indicating the presence of the pronounced environmental stress factor.



Figure 1 and Figure 2 show significant changes in HRV parameters indicating cardiac vagal tone (HR, SDNN, RMSSD, and PNN50) and sympathetic activity (VLF) during different phases of GMSs in the case of initial high/low HRV, respectively.




4. Discussion


As shown by the results of our study, in the case of high HRV/CVC (subgroup A), changes were found to indicate a significant intensification in PP on the GMS days, as an immediate self-regulatory effort. This is associated with down-regulation of the negative effect of GMSs manifested in the substantial intensification in the SP (VLF rhythm), using adaptive regulatory strategies [19].



In the case of low HRV/CVC (subgroup B), changes indicate increased stress levels and a significant intensification of SP on days after GMSs; the delay is one day.



It seems that the volunteers with a baseline high HRV/CVC compared with the low HRV/CVC are more adaptable to the impact of different phases of GMSs. The adaptation reactions are manifested in decreased HR and increased HRV. This fact could be explained by the high regulatory capacity and the better ability to adapt to environmental changes in volunteers having a higher baseline HRV/CVC.



The results of our study confirm the polyvagal theory of Porges [17,18], concerning the mechanisms of regulation of the heart rhythm, namely that the organism’s autonomic nervous system supports adaptive responses to safety. The vagus nerve inhibits the influence of the SP on heart activity and reduces the stress response to the environment. The SP of the ANS, together with the endocrine system, responds to threats to our safety through the mobilization of an adaptive system. The SP responds more slowly and for a longer period than the vagus system.



The given results coincided with the neurovisceral integration model by Thayer et al. [43], which considers heart rate variability as the central autonomic network, providing the output from the brain structures. This network remotely regulates the interplay of sympathetic and parasympathetic influences on the heart and is associated with self-regulation processes. By this model, in cases of threat or stress, the sympathoexcitatory circuits activate the organism to respond to the threatening event.



Results are found that confirm the concept by Bernston et al. [44], that the PP and SP competitively regulate HR (accentuated antagonism), where increased sympathetic activity is paired with decreased parasympathetic activity and that both branches of the ANS are simultaneously active.



The findings of this study confirm the concept that vagally mediated HRV has been linked to optimal psychophysiological well-being in normal people, because HRV is increased at rest or when experiencing relaxation in a safe environment; conversely, in the case of stress, HRV is decreased, with a following increase in sympathetic activation (reflecting the activation of the defensive system). A reduced HRV in response to an environment marks stress, while an increased HRV underlies the positive states [19,33,35,42,45].



Our outcomes partly confirm earlier results from Dimitrova et al. [9], for the periods of minimal solar activity where HR increased during and after the storms, with significantly varied HRV parameters on these days.



Furthermore, the obtained results strengthen results received by Dimitrova [10], for the periods of maximal solar activity, which reveal an increase in significant average values of systolic, diastolic blood pressure, pulse pressure, and subjective complaints of the examined compared with geomagnetic activity increment.



Based on the given results, we confirm the findings of previous studies by [36,46], who determined that the character of resting self-autonomic regulation of local inhabitants living in subarctic areas caused different reactions to the impact of GMSs and the graded response of HRV is associated with an alteration of geomagnetic activity.



By comparing our findings with other research, our results coincide with the results of Breus et al. [2], who revealed that the initial autonomic regulation state in astronauts together with the duration of the flight causes a character of adaptation.



The received results confirm those found by Alabdulgader et al. [13], who examined long-term relationships between changes in solar and magnetic activity and ANS responses, revealing different manners of people’s reactivity depending on an individual’s autonomic state and capacity for self-regulation.



The current study has some limitations due to the inability of continuous monitoring of research subjects, in the university lab conditions, taking into account medical students’ hard learning courses/routine/practice.




5. Conclusions


The performed study consistently showed that increased GMA such as GMSs produce real health effects. Interpretations of the received results are summarized here:




	
GMSs are a sufficient environmental stress factor for healthy males’ ANS in the ascending phase of the solar cycle.



	
ANS response to the exposure to GMSs showed an intensification of both parts of the ANS, though baseline types of ANS self-regulation resulted in different dynamics of alterations during different phases of GMSs.



	
The volunteers with high resting HRV/CVC compared with low HRV are more adaptable to the impact of different phases of GMSs, and the adaptation reaction is manifested in a decreased heart rate and increased HRV.








These conclusions give support for the hypothesis that the character of the induced reactions of healthy humans to the changes of different phases of GMSs is different depending on the different self-regulation of the ANS. This issue is closely related to the problem of developing criteria for assessing the level of an individual’s response to geomagnetic disturbances.



The methodology used in this study will allow for the prediction of sensitive reactions in both healthy and ill persons during different phases of GMSs. Therefore, taking into account autonomic self-regulation types in healthy humans will play a role in choosing those individuals whose work environment is connected to stress and raised risks during GMSs (pilots, astronauts, drivers, air traffic controllers, high voltage line operators, etc.). This way, the effectiveness of their work and a reduction in errors will be achieved.



Furthermore, the methodology could be used in magneto-sensitive patients for the correction of drug-therapy regimens to facilitate the restoration of the balance between the sympathetic and parasympathetic parts of the ANS.



We propose to continue such studies by collecting and analyzing more data. Indeed, a coordinated multi-nation analysis study to search systematically for correlations with variations in solar-induced geomagnetic activity and human autonomic self-regulation would provide more data that would either support or refute the current results.
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Figure 1. Changes in cardiac vagal tone and sympathetic activity during different phases of GMSs in the case of initial high HRV. 
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Figure 2. Changes in cardiac vagal tone during different phases of GMSs in the case of initial low HRV. 
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Table 1. Comparison of means and standard deviations of HRV parameters in subgroup A (high HRV/CVC) during different phases of GMSs.
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	Days
	A
	HR
	SDNN
	RMSSD
	PNN50
	VLF%
	LF%
	HF%





	−1
	13
	75.5 ± 5.2
	84.9 ± 17.4
	58.4 ± 19.1
	25.9 ± 9.4
	30.4 ± 7.4
	40.2 ± 9.6
	29.2 ± 6.4



	0
	11
	62.4 ± 8.7
	94.9 ± 23
	68.2 ± 20.1
	34.9 ± 12.8
	36.6 ± 8.4
	34.02 ± 7.3
	29.4 ± 8.1



	1
	9
	70.4 ± 7.9
	69.9 ± 12.9
	52.1 ± 18.2
	27 ± 14.7
	26.7 ± 4.6
	40.6 ± 5.1
	32.6 ± 4.7



	Between
	SS
	652.2
	3110
	1330
	548.3
	510.5
	296.2
	72.09



	Between
	DF
	2
	2
	2
	2
	2
	2
	2



	Between
	MS
	326.1
	1555
	665.1
	274.2
	255.2
	148.1
	36.05



	Within
	DF
	30
	30
	30
	30
	30
	30
	30



	
	F
	6.25
	4.53
	1.81
	1.86
	5.04
	2.41
	0.82



	
	P
	0.005
	0.019
	0.181
	0.173
	0.013
	0.107
	0.452



	t
	I to II
	4.781 *
	4.244 *
	1.62
	2.559 *
	2.910 *
	2.641 *
	0



	t
	II to III
	3.486 *
	1.862
	2.626 *
	1.814
	3.978 *
	2.407
	1.419



	t
	I to III
	0.903
	2.463
	1.021
	0.269
	1.374
	0
	1.471







Remarks: * indicates statistically significant differences; A—subgroup A; HR—heart rate, heart beats in min. (b/m); SDNN—Standard deviation of all Normal to Normal RR intervals in ms; RMSSD—the square root of the arithmetical mean of the sum of the squares of differences between adjacent NN intervals in ms; pNN50—the percentage of adjacent NN intervals that differ from each other by more than 50 ms; VLF—very low-frequency band; LF—low-frequency band; HF—high-frequency band; SS—sum of squares; DF—degrees of freedom; MS—mean squares; F—F value; P—p value.













 





Table 2. Comparison of means and standard deviations of HRV parameters in subgroup B (low HRV/CVC) during different phases of GMSs.
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	Days
	B
	HR
	SDNN
	RMSSD
	PNN50
	VLF%
	LF%
	HF%





	−1
	5
	82.8 ± 1.6
	54.4 ± 7.8
	32.4 ± 16.1
	10.8 ± 13.6
	26.2 ± 7.6
	45.7 ± 5.9
	28.1 ± 7.1



	0
	11
	86.5 ± 3.9
	54.6 ± 8.6
	30.7 ± 8.4
	7.5 ± 5.1
	28.1 ± 6.5
	46.5 ± 7.5
	25.5 