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Abstract: Accurate simulation of boundary layer surface meteorological parameters is essential to
achieve good forecasting of weather and atmospheric dispersion. This paper is devoted to a model
sensitivity study over a coastal hyper-arid region in the western desert of the United Arab Emirates.
This region hosts the Barakah Nuclear Power Plant (BNPP), making it vital to correctly simulate local
weather conditions for emergency response in case of an accidental release. We conducted a series of
high-resolution WRF model simulations using different combinations of physical schemes for the
months January 2019 and June 2019. The simulated results were verified against in-situ meteorological
surface measurements available offshore, nearshore, and inland at 12 stations. Several statistical
metrics were calculated to rank the performance of the different simulations and a near-to-optimal
set of physics options that enhance the performance of a WRF model over different locations in this
region has been selected. Additionally, we found that the WRF model performed better in inland
locations compared to offshore or nearshore locations, suggesting the important role of dynamical
SSTs in mesoscale models. Moreover, morning periods were better simulated than evening ones.
The impact of nudging towards station observations resulted in an overall reduction in model errors
by 5–15%, which was more marked at offshore and nearshore locations. The sensitivity to grid cell
resolution indicated that a spatial resolution of 1 km led to better performance compared to coarser
spatial resolutions, highlighting the advantage of high-resolution simulations in which the mesoscale
coastal circulation is better resolved.

Keywords: hyper-arid region; Barakah nuclear power plant; WRF model; physical parametrizations;
station nudging; statistical evaluation

1. Introduction

The United Arab Emirates (UAE) is situated in a hyper-arid region on the north coast of
the Arabian Peninsula and is adjacent to the Arabian Gulf, a shallow warm water body [1].
Hyper arid regions are fragile climatic regions that are, according to climate projections,
expected to expand in a warmer world [2] and may experience more frequent severe
weather conditions in the future [3]. It is therefore vital that regional weather forecasts and
regional climate simulations correctly simulate essential surface meteorological quantities
that characterize extreme events, and in particular, surface temperature, humidity, wind,
and precipitations in such regions. However, model verification and sensitivity studies in
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the context of a hyper-arid environment, like that of the UAE, have not been extensively
addressed in the literature.

The target region of the present study is the coastal hyper-arid region in the western
desert of the UAE. This particular region is of great importance as it hosts the Barakah
Nuclear Power Plant (BNPP), the first commercial nuclear power plant in the Arabian
Peninsula. This makes it also imperative to correctly simulate local weather conditions in
this hyper-arid region for emergency response in case of an accidental release. The BNPP
is an important component of the UAE’s efforts to diversify its energy resources. Being
located in a hyper-arid region, the environment around the nuclear power plant has unique
characteristics compared to those of other sites, as it has an arid ground surface with low
surface roughness [4], relatively flat terrain, extremely low precipitation [5,6], relatively
high humidity with the presence of radiation fog during the cold season [7,8], intense
solar radiation, and high temperature in the daytime during summer [9], sea/land breeze
activity and frequent dust storms [10,11].

In the event of an accidental release of radionuclides into the atmosphere from BNPP,
3D Atmospheric Transport and Dispersion Models (ATDMs) would be used for disper-
sion calculations to model the consequences and to assist in determining appropriate
countermeasures. However, besides uncertainties originating from the source term and
parameterization in such models, an accurate representation of local weather conditions
around the site is needed for a reliable dispersion simulation (e.g., Abida and Bocquet,
2009) [12]. Local weather conditions, particularly wind field patterns and boundary layer
structure, determine the transport of a radioactive plume in the atmosphere, as well as its
vertical and horizontal expansion [13,14]. For example, when the prevailing winds blow
continuously in one direction, generally the radioactive materials are concentrated down-
wind from the source. By using a machine learning approach to characterize radionuclide
dispersion from the Fukushima Daiichi accident release, Yoshikane and Yoshimura [15]
pinpointed that radioactive plume directions and extensions can be estimated effectively
by wind patterns. In a second study, Yoshikane et al. [16] showed that nocturnal local
wind patterns around the Fukushima site had played a notable role in the long-distance
transport of radioactive plumes. Thus, reliable meteorological forecasting representing
local circulation and physical processes at a high resolution around the nuclear site is vital
for emergency radionuclide monitoring.

High-resolution 3D non-hydrostatic numerical simulations with different physics
parameterizations have been increasingly used to better understand various driving physi-
cal mechanisms for local meteorological phenomena. In opposition to coarse resolution
simulations with convective parameterization, non-hydrostatic models have the advantage
of resolving convection overturning explicitly. In particular, the state-of-the-art mesoscale
model; Weather Research and Forecasting Model (WRF) is widely used to explore the
formation and evolution of many local meteorological features, such as sea/land breeze
circulation, and sea/land fog [17–24].

The WRF model incorporates complete physics for convection, boundary-layer turbu-
lence, radiation, and land-surface processes, which play an important role in capturing the
detailed evolution and structure of different atmospheric systems (e.g., Powers et al., 2017) [25].
For instance, Planetary Boundary Layer (PBL) turbulence diffusion plays a major role in the
evolution of the lower atmosphere. Particularly, it drives atmospheric dispersion and its
transport and deposition [26]. Thus, in addition to other important physical schemes, PBL
parameterization schemes are particularly essential for accurate simulations of turbulence,
wind components, and air pollution in the lower part of the atmosphere [27–29].

The WRF model has a large amount of available physical schemes, which makes it
a suitable tool to thoroughly investigate physical processes under various land and atmo-
spheric conditions. This large variability can help to explore which processes play a more
dominant role in particular weather situations. However, it is worth mentioning that
physical schemes present a principal source of uncertainty in high-resolution weather simu-
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lations [30]. Hence, it is crucial to find an optimal combination of different physical options
that reduce this source of uncertainty and subsequently improve the modeled results.

A variety of sensitivity studies have been carried out using the WRF model for investi-
gating the performance of the various available physical parameterizations in accurately
simulating weather conditions in varied geographic regions. All these studies have em-
phasized the role of the choice of the appropriate physical options to improve the model
skill score for different applications [28,31–33]. For example, Yang et al. [24], in their WRF
sensitivity study, pointed out that, with appropriate initial conditions, the PBL scheme, and
microphysics scheme are the most important for sea fog formation and evolution. Carvalho
et al. [34], Dzebre et al. [35], Chadee et al. [36] conducted sensitivity studies by varying
different physical options in the WRF model to assess potential wind resources at different
sites. Tyagi et al. [37], Boadh et al. [38], using the WRF model, analyzed the sensitivity of
PBL schemes in simulating boundary layer flow parameters.

Nevertheless, there are very few sensitivity studies over the UAE regions. One was
carried out by Chaouch et al. [18] to analyze the sensitivity of the WRF model to planetary
boundary layer (PBL) schemes during fog conditions around Abu Dhabi airport and
only used inland station observation to assess the performance of the model. The authors
stressed that Local PBL schemes showed better performance compared to non-local schemes.
On a larger scale, Taraphdar et al. [39] conducted a sensitivity study to assess the impact
of physical parameterizations and model resolution on precipitation simulations over the
UAE and the Middle East at the convective gray-zone resolution.

Moreover, it should be noted that non-hydrostatic short-scale simulations are known to
be highly case-specific and geographically dependent (e.g., Yu et al., 2014) [40]. Commonly,
all previous sensitivity studies using the WRF model showed that the performance of
the model changes with different physical schemes and varies when the study region is
changed. Thus, choosing the best set of physics options for the region and period under
consideration is an essential step for calibrating the model simulations.

In this regard, the focus of the present work was to carry out a sensitivity study over
the coastal hyper-arid region of the UAE where the BNPP is located. This study aimed to
quantify the uncertainty in the WRF model using different physical schemes. To this end,
various parameterization schemes were tested to determine the best combination for the
forecasting of realistic boundary layer meteorological parameters, which are critical for
dispersion calculations. The lack of a comprehensive evaluation of meteorological models
in hyper-arid and coastal regions such as the BNPP site fosters the need to conduct such
a thorough evaluation. The schemes that were investigated in this study included the
planetary boundary layer (PBL), land-surface (LS), radiation, and microphysics (MP). WRF
model simulations were performed with a 1 km horizontal resolution around BNPP, and the
results were compared against available in-situ surface measurements, offshore, nearshore,
and inland, at 12 stations distributed within a radius of 150 km around BNPP. The use of
offshore observations, to our knowledge, adds to previous sensitivity studies in the region,
such as that of Chaouch et al. [18], which focused on inland processes. The present study
period covered the months of January and June 2019, which were representative of the
prevailing winter and summer weather conditions at the site, respectively. Eventually, this
work should lead to improving WRF forecasting performance around the BNPP site, which
is essential for modeling atmospheric radionuclide dispersion.

2. Materials and Methods
2.1. Study Area and In-Situ Measurements

BNPP is a coastal desert site located in the Al Dhafra region of the Emirate of Abu
Dhabi on the Arabian Gulf. Besides being in a hyper-arid region, BNPP is subject to land
and sea breezes occurring daily. These mesoscale wind circulations are generated by local-
thermally induced winds due to the contrast in heat capacities of land and seawater along
the coastal lines. For instance, onshore winds carry maritime air masses towards the site
during the night and early morning with a shallow maritime boundary layer. When reach-
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ing the coast, an internal boundary layer develops and increases in depth progressively
during daytime and as it moves inland. It is worth recalling that these mesoscale atmo-
spheric wind circulations present important issues for coastal air environments because of
their significant role in the transport and dispersion of air pollution [41].

Figure 1 shows the study area within a radius of 150 km from the nuclear site, rep-
resented by the innermost WRF domain. The available surface in-situ measurements are
collected from twelve surface weather stations distributed at different distances from BNPP.
Eleven of them are part of the UAE National Meteorology Center’s (NCM) observing sys-
tem network. The remaining one is a land-based 60-m weather tower operated by Nawah
Energy Company in the UAE. Barakah NCM station and Nawah weather tower are located
east-southeast of BNPP at distances of approximately 3.8 km and 1.2 km, respectively.
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Figure 1. Study area for the experiments. (Left) The WRF domain configuration consists of three tele-
scoping nests centered at BNPP. The star symbol depicts the BNPP location. The outermost boundaries
denote the parent grid (D01). D02 and D03 are the nested domains. (Right). Left panel is a zoom
of the innermost domain showing the model terrain height along with the spatial distribution of
the 12 surface stations around BNPP. Each station is denoted by a red disk symbol and labeled by
a number.

The meteorological parameters measured from NCM stations are air temperature
and humidity at 2 m above the surface, wind speed and wind direction at 10 m, and
solar radiation. This data is recorded every 15 min. While the weather tower gathers
measurements every 10 min at three reading levels: air temperature and humidity at 2 m,
temperature, wind speed, and wind direction at 10 m and 60 m. The overall considered
stations are located in flat terrain environments, except inland stations which are located at
higher elevations above sea level, as depicted in Figure 1 and Table 1.
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Table 1. List of the weather stations used for the model validation.

Station ID Station
Name Latitude Longitude Elevation

(m)
Station

Type

Distance
from
BNPP

Cardinal
Direction

from
BNPP

Provider

1 Qarnen 24.9416 52.8497 32 offshore 125 NE NCM

2 Dalma 24.4908 52.2913 25 offshore 58 NNE NCM

3 SirBaniYas 24.3169 52.5977 14 offshore 54 NE NCM

4 Yasat 24.1722 51.9883 12 offshore 34 NW NCM

5 Nawah
Tower 23.9599 52.2387 4 nearshore 1.2 ESE NCM

6 Barakah 23.9552 52.2663 5 nearshore 3.8 ESE Nawah

7 AlRuwais 24.0933 52.6227 32 nearshore 42 ENE NCM

8 AlGheweifat 24.1211 51.6269 69 nearshore 64 WNW NCM

9 Aljazeera 23.2911 52.2888 70 inland 75 S NCM

10 Owtaid 23.3955 53.1027 180 inland 109 SE NCM

11 Mukhariz 22.9347 52.8777 145 inland 132 SSE NCM

12 MadinatZayed 23.6816 53.6986 118 inland 152 ESE NCM

For this study, the in-site measurement stations around BNPP are categorized as
follows: four offshore stations, four near-shore stations, and four inland stations. Table 1
gives the station names and their locations. Observations for January and June 2019 as
representative months for winter and summer in the region were used for the present
short-term validation study. It is worth mentioning that these data were also used to better
constrain the initial conditions of the WRF model through the surface nudging technique.

2.2. Meteorological Model

The model used in this study to carry out the numerical simulations is the Advanced
Research WRF (ARW) v4.2 [42], a largely used community mesoscale model developed by
the National Center for Atmospheric Research (NCAR). It represents the current state of
the science in mesoscale weather modeling. It consists of a Eulerian mass solver with fully
compressible non-hydrostatic primitive equations. The model is terrain-following vertical
coordinate with the top of the model being a constant pressure level. It uses the staggered
Arakawa C-grid along with Runga-Kutta third-order scheme for the time integration. The
model is conservative for scalars and incorporates multiple options for various physical
parametrization schemes.

To better resolve local-scale atmospheric circulation around BNPP, the WRF model is
designed with three two-way interactive nested domains of resolution 25 km, 5 km, and
1 km, and 45 unequally spaced sigma-pressure vertical levels. There are approximately
11 vertical levels below 1 km above-ground level. Figure 1 depicts the three telescoping
nested domains centered on BNPP’s location (23.9696◦ N, 52.2359◦ E). The parent domain
(D01) consists of 61 × 91 grid points and covers the Arabian Gulf, Gulf of Oman, portions
of the Arabian Sea, the Empty Quarter, and parts of Iraq and Iran. The second inner domain
(D02) comprises 131 × 201 grid points and covers large portions of the Arabian Gulf and
Empty Quarter desert. The innermost domain (D03), which represents the study area,
consists of 311 × 311 grid points and encompasses a region within a radius of 150 km
from BNPP.

Meteorological analysis from the National Centre for Environmental Prediction (NCEP)
Global Forecast System (GFS) with a horizontal spatial resolution of 0.25◦ and with a time
resolution of 6 h were used to provide initial and boundary conditions to WRF simulations.
MODIS 20 classification category land-use data were used for generating topography
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and land use with a spatial resolution of 30 arc-second (~900 m). Besides atmospheric
fields, time-varying analyzed SSTs (Sea Surface Temperature) within NCEP GFS were
also supplied to the model. Once initialized each day, the SST field was kept constant
throughout the model integration period. The integration time step on the parent domain
was set to 120 s. Table 2 summarizes the modeling domains and model configuration.

Table 2. WRF model configuration around BNPP.

Non-Hydrostatic Model Advanced Research WRF v4.2

Driving data NCEP GFS at 0.25◦ spatial and 6-hourly temporal resolution, and 32 pressure vertical levels.
Time-varying analyzed GFS SST. Held constant during the model integration time period

Land use data 20-category MODIS at 30 arc-seconds

Geographical
projection scheme Mercator

Horizontal grid system Arakawa-C grid

Horizontal resolution (km) 25 5 1

Domain size (grid-points) 61 × 91 131 × 201 311 × 311

Vertical resolution 45 terrain-following sigma-pressure vertical levels

Integration time step 120 s

Time integration scheme 3rd order Runge-Kutta scheme

Spatial differencing scheme 6th order center differencing

Spin-up time period 12 h

Integration time period 36 h

2.3. Experimental Sensitivity Design

The WRF model incorporates multiple options for various physical parametrization
schemes. Finding a close-to-optimal set of physical options which ensures WRF forecast-
ing simulations with sufficient accuracy around BNPP is crucial. However, performing
an exhaustive combinatorial optimization of the physical parameters of WRF was outside
the scope of this study due to the large number of scheme combinations that need to
be tested (there are more than 5000 possible combinations in WRF v4.2) which is a very
challenging task [43]. In the present work, we created 13 WRF experiments based on
trial runs and considering the most relevant physical settings based on previous stud-
ies [17,18,33,34,36–38,43,44]. The scheme types investigated were boundary layer, land
surface, radiation, and microphysics.

Overall, we used six PBL parameterization schemes. These schemes have different
formulations for mixing the boundary layer and for PBL height determination, which
affect the reconstruction of dispersion and ground concentrations of various pollutants [45]
There are four TKE closure schemes—Mellor-Yamada-Nakanishi-Niino level-2.5 model
(MYNN2.5) [46], Mellor-Yamada-Nakanishi-Niino level-3 model (MYNN3) [46], Mellor-
Yamada-Janjic (MYJ) [47], Quasi-Normal Scale Elimination-Eddy Diffusivity Mass Flux
(QNSE-EDMF) [48]—and two first-order closure schemes, Yonsei University (YSU) [49],
asymmetric convective model 2 (ACM2) [50]. We considered three parameterization
schemes for the microphysics: WRF Single Moment 3 Class (WSM3-Class), Purdue Lin
scheme, and Thompson graupel scheme. The main difference between the microphysics
schemes is the amount of water species that they consider and their size distribution and
mixing ratios. For radiation, we considered Dudhia [51] and RRTMG [52] for shortwave
radiation schemes, and RRTM [53], RRTMG for longwave radiation schemes. RRTM
and RRTMG are similar but show slight differences in the microphysics interactions and
RRTMG has a higher background CO2 concentration.
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For the surface layer, we included five schemes: Revised MM5 Monin-Obukhov [54],
Mellor-Yamada-Nakanishi-Niino (MYNN), Quasi-Normal Scale Elimination (QNSE), Monin-
Obukhov, and Pleim Xiu scheme. Regarding land surface physics, we considered three op-
tions: 5-layer thermal diffusion, unified Noah land-surface model, and Noah-MP land-
surface model. For cumulus parametrization, we used two schemes: Betts-Miller-Janjic
(BMJ) and Kain-Fritsch (new Eta) schemes. For the description and physical working prin-
ciple of each of the chosen schemes, one can refer to the WRF user guide manual (chapter
5). Table 3 summarizes the constructed experiments. Note that Experiment 13 (EXP13)
has the same physical parameters as Experiment 8 (EXP08) except that it includes, in ad-
dition, a topographic correction for surface winds to represent the additional drag of the
sub-grid topography.

Table 3. Physical scheme options used for the different 13 WRF experiments.

Simulation ID Microphysics LW RAD SW RAD Surface
Layer Land Surface PBL Cumulus

EXP01 WSM 3-class RRTM Dudhia Revised
MM5

Thermal
Diffusion YSU BMJ

EXP02 Thompson
graupel RRTMG RRTMG MYNN Unified

Noah Model MYNN 2.5 BMJ

EXP03 Thompson
graupel RRTMG RRTMG Revised

MM5
Unified

Noah Model YSU Kain-Fritsch

EXP04 Thompson
graupel RRTM RRTMG QNSE Unified

Noah Model
QNSE-
EDMF Kain-Fritsch

EXP05 Thompson
graupel RRTM RRTMG Monin-

Obukhov
Unified

Noah Model MYJ Kain-Fritsch

EXP06 Thompson
graupel RRTM RRTMG MYNN Unified

Noah Model MYNN3 Kain-Fritsch

EXP07 Thompson
graupel RRTM RRTMG Revised

MM5
Thermal
Diffusion YSU Kain-Fritsch

EXP08 WSM 3-class RRTM RRTMG Revised
MM5

Thermal
Diffusion YSU Kain-Fritsch

EXP09 Perdue Line RRTM Dudhia QNSE Unified
Noah Model

QNSE-
EDMF Kain-Fritsch

EXP10 Perdue Line RRTM Dudhia QNSE Thermal
Diffusion

QNSE-
EDMF Kain-Fritsch

EXP11 Thompson
graupel RRTM RRTMG Pleim Xiu Unified

Noah Model ACM2 Kain-Fritsch

EXP12 Thompson
graupel RRTM RTTMG Revised

MM5
Noah-MP

Model YSU Kain-Fritsch

EXP13 WSM 3-class RRTM RRTMG Revised
MM5

Thermal
Diffusion

YSU with
topo_wind

option
enabled

Kain-Fritsch

For every single experiment, we performed a 36-h model simulation for each calendar
day of January and June 2019. Explicitly the model was initialized 12 h before 00 UTC each
day. It should be noted that the model initialization time has an impact on the simulated
results as was demonstrated, for example, in Chaouch et al. [18]. The spin-up period was set
at 12 h, which was assumed to be long enough for allowing the model to generate sufficient
mesoscale information that is absent from the coarser boundary conditions [55]. Moreover,
during the first 6 h of the spin-up period, the model was integrated with digital filter
initialization (DFI) activated. This helped to further reduce the initial model imbalance.
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For each single simulation experiment, we created a twin experiment in which the
station nudging technique was applied in the innermost domain, but only during the
spin-up period. Station nudging is an option of the WRF 4D data assimilation (FDDA)
system, that consists in keeping the model close to the observations during the integration
period. The nudged surface variables were air temperature and relative humidity at 2 m,
and horizontal wind components at 10 m. The nudging was set to spread the influence
of innovations calculated from surface observations throughout the PBL with decreasing
weight with height. The observations were fed into the model every 15 min. The strength
of the nudging term was set to gradual decrease over the pre-forecast period to minimize
the noise that might be caused by turning the station nudging off abruptly. It is worth
mentioning that for all the conducted simulations, cumulus parametrization was enabled
only in the outermost domain (25 km) while microphysics were activated only in the inner
nests (5 km, and 1 km).

2.4. Error Metrics for Model Validation

The instantaneous hourly data for the essential meteorological surface parameters
obtained from the different model experiments were used to compare against the available
surface meteorological data to assess the model performance for each physical configuration.
Namely, the model-simulated air temperature and relative humidity at 2 m height, wind
speed, and wind direction at 10 and 60 m heights, along with solar radiation flux were
interpolated to the station locations and compared to the corresponding observation data
using different statistical metrics.

Various statistical metrics can be used for model-to-observation quantitative compar-
ison. However, there is no special error statistic that encapsulates all aspects of interest
because each statistical metric gives a different piece of information. For that reason, it is
important to use different error statistics and to understand the type of information they
might provide. For this study, different performance statistics were computed to rank
the physical combinations for the different conducted simulations. These error statistics
characterize the strength of correlation, systematic error, and random error [35,56]. The
statistic considered are detailed as follow:

• the unbiased Pearson correlation coefficient (ρ)
• the Root Mean Square Error (RMSE)
• the Mean Absolute Error (MAE)
• the Mean Bias (MB)
• the Standard Error (STDE)

The correlation coefficient (ρ) is a measure of the linear correlation between the model
and observations and is calculated as:

ρ =
1

(N − 1) ∑N
i=1

(
Mi −M

σM

)(
Oi −O

σO

)
,

where Mi, Oi represent model and observation time series, respectively, M, O are the
arithmetic means of the model and observation, σM, σo are the standard deviations for
model and observation, and N stands for the number of data points in the series.

The RMSE and MAE are a measure of the model’s prediction accuracy, and determine
the mean error between the model and observation regardless of whether it is an over or
underestimate. Notice that RMSE is very sensitive to larger errors, while MAE gives the
same weight to all individual errors. RMSE and MAE are calculated as:

RMSE =

(
1
N ∑N

i=1 ∆2
i

)0.5
, MAE =

1
N ∑N

i |∆i|,

where ∆i = Mi −Oi, stands for individual errors.
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MB is a measure of the systematic error and determines whether the model is over or
underpredicting. It is calculated as:

MB =
1
N ∑N

i ∆i.

STDE is a measure of the random error and is used to evaluate the spread in the
prediction error. A smaller value of STDE is preferred. Low STDEs can be taken as
an indication of consistency in model performance [34]. STDE is calculated from RMSE
and MB as:

STDE =
(

RMSE2 −MB2
)1/2

Note that since the wind direction is a circular parameter (0◦ = 360◦) and not a linear
one, and the absolute differences between the model and observations, |∆i|, should not
exceed 180◦ in modulus. Thus RMSE, MAE, MB, and STDE for wind direction are calculated
by using a different formulation for the differences ∆i [57]:

∆i =

{
Mi −Oi i f |Mi −Oi| < 180◦

(Mi −Oi ) ∗
(

1− 360◦
|Mi−Oi |

)
i f |Mi −Oi| > 180◦

}

The correlation between the modeled and measured wind directions are determined
with a Circular Correlation Coefficient [58].

Furthermore, to compare and rank the conducted WRF experiments, we computed
another statistical metric (MSS) according to [59] which quantifies the model skill score
as follows:

MSS = ρscaled + (1− RMSEscaled) + (1−MAEscaled) + (1− STDEscaled) + (1− |MBscaled|), (1)

where the metrics were scaled as:
Xscaled =

Xl − Xmin
Xmax − Xmin

For a particular metric X, and a given station, Xl spans all the physical configurations. Xmax
and Xmin refer to maximum and minimum values for that metric. MSS ranges from 0 to 5. A model
experiment with higher MSS is ranked as the best physical combination, and vice versa. The statistical
metrics were calculated for the various surface meteorological parameters using hourly data for
January and June 2019.

3. Results and Discussion
3.1. Overall Model Performance Assessment

The goal of this section is to conduct a statistical evaluation to assess the overall performance
of each model experiment around BNPP. To this end, the model-generated surface meteorological
variables such as air temperature (T2), relative humidity (RH2) at 2 m, and wind speed (WS) and
wind direction (WD) at 10 m above the ground are directly compared with the surface meteorological
observations from the 12 ground-based stations available within a radius of 150 km from Barakah
nuclear site. This allows us to determine how the WRF model performs at different locations around
the nuclear site for a given physical setting. Particularly, at offshore, nearshore, and inland locations.
The statistical metrics were calculated using hourly data for June 2019 and January 2019 separately.
Each calculated metric was represented in a matrix form to summarize the model to observation
comparison for the 13 model experiments. In this metric matrix, the columns depict the 13 model
experiments, and the rows represent the 12 ground-based stations. These are ordered later based on
their types as described in Table 1, and on their distances from BNPP, so that the onshore stations
which are far from the site are represented in the upper rows, while the inland stations are represented
in the bottom rows. The statistical metric matrix is built in this way to help diagnose any sea to land
transition in WRF model performance. In this section, we only show the results for June 2019, since
the computed statistics for January 2019 led to the same main conclusions.

Figures 2–4 show, respectively, the correlation metric matrix, the mean bias metric matrix, and
the mean absolute error metric matrix calculated using June 2019 hourly data for the surface variables:
T2, RH2, WS and WD at 10 m. The first interesting finding that we can spot on Figures 2 and 4
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is the presence of a noticeable sign of a sea-to-land transition in the model’s performance when
inspecting the ρ and MAE metric matrices. This transition is particularly more marked for 2 m air
temperature and relative humidity. Notice that this signature is less stressed in 10 m wind speed
and is not prominent in 10 m wind direction. All the performed model simulations exhibited this
signature with relatively different strengths. Generally, we observed that, regardless of the used set
of physical options, the inland locations were better simulated than onshore or nearshore locations.
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Figure 2. Correlation coefficient (ρ) between station data and the conducted model experiments
calculated using June 2019 hourly data for the surface parameters 2 m air temperature (T2) and
relative humidity (RH2), wind speed (WS), and wind direction (WD) at 10 m above the ground. The
last lines of the heatmaps show average values over all stations.

This result is in line with previous WRF model evaluation studies, particularly, with the one car-
ried out by Tyagi et al. [37] aiming to analyze the sensitivity of different boundary layer parame-
terization schemes in the WRF model over southern Italy. This result pinpoints that the physical
processes in the marine boundary layer are not sufficiently resolved by the WRF model compared
to its performance over land. This could be explained by the fact that much of the development of
PBL schemes has been focused on land rather than over sea, in part due to the scarcity of marine
observations. In addition to this, another parameter that could impact the performance of the model
at onshore and nearshore locations is the SST forcing field. This is kept constant throughout the
model integration period, and might partly reduce the quality of model prediction over sea locations
because SSTs in this region can vary by up to 1.5 ◦C on average between the morning and evening
periods, as pointed out by Nesterov et al. [1]. Needless to say, sea surface roughness length (z0) has
a direct impact on the quality of sea surface wind simulations. In the WRF model, z0 is calculated
using the Charnok formulation [60]. Lee et al. [61] by coupling WRF single-column model with
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a Kalman filter, pointed out that an optimal estimation of z0 can improve offshore wind forecasts by
4–22%.
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Figure 3. Mean Bias metric (MB) between station data and the conducted model experiments
calculated using June 2019 hourly data for the surface parameters 2m air temperature (T2) and
relative humidity (RH), wind speed (WS), and wind direction (WD) at 10 m above the ground. The
last lines of the heatmaps show average values over all stations.

Additionally, it should be noted that high-resolution non-hydrostatic simulations are known to
be highly case and geographically dependent. This general statement is confirmed by the calculated
metric matrices which show that the performance of the model changes with different physical
schemes and varies from one location to another. This means that an optimal combination of physical
options for a particular location might not be a good choice for another location.

The correlation maps (Figure 2) show that all the experiments reproduced the variability of
the observed data reasonably well since the proportion of the explained variance (ρ2) by the model
was between 40 and 92%. However, for the 10 m wind direction parameter, we noticed that all
experiments failed to capture the observed variability at Al Ghweifat station (ID 8) where higher
values of MAE and MB (Figures 3d and 4d) in all experiments compared to other stations were
reported. This shortcoming is likely related to an existing artifact in the wind direction measurements,
as none of the different model configurations led to a realistic reproduction of the observed data at
this peculiar station.

Interestingly, the mean bias metric matrix (Figure 3a) for the T2 parameter highlights that the model,
on average, had an overall cold bias with respect to the 12 weather stations (i.e., model-observation <0).
All the experiments exhibited this inherently cold mean bias with relatively different magnitudes. This
systematic cold bias is probably due to the higher longwave surface cooling rate in the PBL schemes
compared to the observation (e.g., Fonseca et al., 2020) [62]. On the other hand, Figure 2b shows that
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commonly all the model experiments simulated a higher magnitude of RH2. The overestimation
of RH2 may be attributed to the model cold bias. For WS and WD parameters, we observe from
Figure 3c,d that the model has a systematic mean bias that sign and magnitude vary with the station
location and the physical settings.
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Figure 4. Mean Absolute Error (MAE) between station data and the conducted model experiments
calculated using June 2019 hourly data for the surface parameters 2m air temperature (T2) and relative
humidity (RH), wind speed (WS), and wind direction (WD) at 10 m above the ground. The last lines
of the heatmaps show average values over all stations.

In addition, a joint analysis of the statistical metric matrices shows that the EXP01, EXP08,
and EXP13 achieve better performance than all other experiments. In the subsequent sections, we
illustrate how the ranking of the experiments is carried out. EXP08 utilizes WSM 3-class microphysics,
RRTM for longwave radiation, RTTMG for shortwave radiation, Kain-Fritsch cumulus, YSU PBL,
revised MM5 surface layer Monin-Obukhov, and thermal diffusion scheme. It should be noted that
EXP13 has the same physical parameters as in EXP08 except that the topographic correction for
surface winds to represent the additional drag of the sub-grid topography is activated in EXP13 but
not in EXP08. EXP01 only differs from EXP08 in cumulus and shortwave radiation schemes. Instead,
it uses Betts-Miller-Janjic (BMJ) cumulus scheme and Dudhia scheme for shortwave radiation.

3.2. Impact of Station Nudging
In this section, we investigate the added value of dynamic initialization through station nudging

and horizontal resolution on improving the model performance. Recall that for each single model
simulation of the thirteen model experiments, a twin experiment having the same physical settings
was created in which the station nudging technique was applied in the innermost domain. The
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surface observations were taken into the model every 15 min. Station nudging was applied only
over the spin-up period to allow mesoscale processes in the PBL to develop freely during the model
integration time period. The benefit of station nudging on improving the model-to-observation

statistics is measured by the quantity 100 ∗
∣∣∣m∗

m − 1
∣∣∣, where, m, m∗ stand for a given statistical metric

calculated for the reference experiment and the one with station nudging, respectively. Here we
only show the results obtained for June 2019 since the results calculated for January 2019 led to
similar conclusions.

Figure 5 depicts the increase in correction coefficient (ρ), and the decrease in the mean absolute
error (MAE) for 2 m air temperature and 10 m wind speed. This figure demonstrates an overall
positive impact of the surface station nudging in enhancing the model-to-observation statistics.
Interestingly, for the 2 m air temperature parameter, we notice that the model corrections made
through nudging are more pronounced on onshore and nearshore stations than on inland locations.
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igate the initial model imbalance by extracting the mesoscale information from the surface 
stations, and subsequently reduce the model errors of surface parameters. This finding 
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Figure 5. Impact of dynamic initialization through station nudging on model-to-observations statis-
tics. (a,b) represent respectively the increase in the correlation for 2 m air temperature and 10 m wind
speed; (c,d) depict the decrease in the mean absolute error for the same two surface parameters.

There was a small improvement in the correlation of less than 4% at inland sites, whereas at
onshore and nearshore locations, we saw a noticeable increase in the correlation of around 6–14%.
In addition, we observed an overall reduction in model error of about 8% to 14%, which was more
marked at onshore and nearshore sites. This gain in the model performance at onshore and nearshore
sites is explained by the fact that the model initially simulated 2 m air temperature with sufficient
accuracy over land than over sea. Hence the corrections brought by the station nudging are more
focused on sea sites. For 10 m wind speed, we observed an increase in the correlation by 2–8% and
an overall decrease in the model error by 11–14%, except at Al Ghweifat station where the reduction
was about 2–8%.
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Finally, these results show that station nudging—especially when surface observations are
assimilated into the model at high temporal frequency—has the potential to mitigate the initial model
imbalance by extracting the mesoscale information from the surface stations, and subsequently reduce
the model errors of surface parameters. This finding agrees with other studies, and in particular, with
that carried out by Dzebre et al. [35] to study the impact of nudging options on WRF surface wind
simulation at a coastal site.

3.3. Sensitivity to Horizontal Resolution
In addition to the effect of surface nudging, we also investigated the impact of the horizontal

resolution on model performance. To this end, we calculated three versions of the statistical metrics
using the 1 km, 5 km, and 25 km model outputs of the EXP08 which seem to have, according to the
findings mentioned in the previous section, the optimal combination of physical parameterization
options. Figure 6 shows the correlation (ρ) and root mean square error (RMSE) for 2 m air temperature
and 10 m wind speed parameters calculated for the twelve surface stations using June 2019 data.
Results for January 2019 were similar and therefore are not shown. We observed a clear benefit of
the high horizontal resolution on the model performance. The statistics calculated for a resolution of
1 km were much better than those calculated for the resolutions of 5 km and 25 km. Note that the
statistics for the underlying resolutions get gradually better when moving from onshore towards
inland stations. Particularly, over the onshore stations, Dalma, Qarnen, SirBaniYas, and Yasat, we
observed a noticeable discrepancy in the values of the statistics between the high-resolution and the
coarse-resolution. This is attributed to the fact that the coarse-resolution simulation is dominated by
large-scale conditions that do not contain realistic vertical motions associated with mesoscale coastal
circulations. Conversely, these characteristics are better represented in the high-resolution simulation.
It is interesting to note that at Aljazeera station, located inland, there was a small difference in the
performance of the model of the three resolutions. This could indicate that horizontal resolution has
a low impact on model performance, especially in inland areas characterized by simple flat terrain
and located far from the direct effect of the coast or elevated terrains.
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3.4. Statistical Model Evaluation at Barakah Station
The goal of this section is to present an intercomparison of the performance of the various

model experiments near BNPP to choose the best combination of physical parametrization options
which guarantee a better simulation of surface meteorological variables such as T2 (◦C), RH (%),
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WS (m/s), and WD (◦). To this end, the statistical model performance indicators were calculated
using the hourly in-situ observations at Barakah station which is in the east-southeast of the nuclear
site at 3 km (see Table 1 and Figure 1).

3.4.1. Air Temperature and Relative Humidity
Statistical evaluations for Barakah station for June and January 2019 are summarized, respec-

tively, in Tables 4 and 5. For temperature, we can note that the EXP01, EXP08, and EXP13 simulations
were satisfactory in terms of statistical evaluation because they reported the lowest values of MB,
RMSE, MAE, and STDE, and the highest correlations with the observations. Notice that the statistics
for January 2019 are slightly better than those for June 2019. In addition, we note that all model
simulations with the different combinations of the physical parametrizations showed a cold bias,
especially for June. Conversely, for January, we observed a warm bias except for EXP06, and EXP10
which reported a minor cold bias. For relative humidity, we noticed that the simulations EXP01,
EXP08, EXP13, EXP11, and EXP12 showed better performance than the other simulations. All the
model simulations indicated positive biases of about 10–20%. The values of the statistical metrics
for January were much better than those calculated for June, which may be due to the more com-
plex atmospheric circulation over the region during summer with the development of the Arabian
Heat Low Fonseca et al., 2022 [63], the Intertropical discontinuity region [64] and sporadic localized
convective systems [6].

Table 4. Statistical metrics calculated for June 2019 hourly data at Barakah station.

EXP01 EXP02 EXP03 EXP04 EXP05 EXP06 EXP07 EXP08 EXP09 EXP10 EXP11 EXP12 EXP13

2 m Air Temperature (◦C)

ρ 0.954 0.883 0.895 0.865 0.871 0.861 0.947 0.964 0.878 0.948 0.878 0.813 0.962

MB −0.836 −1.185 −1.037 −1.730 −1.076 −2.113 −0.816 −0.821 −1.754 −1.597 −0.935 −1.255 −0.802

MAE 1.363 1.988 1.973 2.339 2.096 2.629 1.396 1.208 2.273 1.880 1.991 2.519 1.219

RMSE 1.723 2.544 2.428 2.952 2.592 3.243 1.759 1.545 2.880 2.236 2.472 3.057 1.575

STDE 1.507 2.251 2.196 2.392 2.358 2.460 1.559 1.309 2.284 1.564 2.289 2.788 1.355

2 m Relative Humidity (%)

ρ 0.854 0.848 0.854 0.836 0.870 0.832 0.863 0.887 0.843 0.837 0.858 0.828 0.890

MB 11.846 13.721 14.068 15.302 11.938 20.411 12.330 10.917 14.987 14.771 10.739 15.011 10.444

MAE 13.481 14.755 15.158 16.658 13.309 20.690 13.512 11.942 16.266 15.829 12.613 16.398 11.730

RMSE 17.424 17.712 17.994 19.614 15.952 23.614 17.301 15.276 19.249 19.578 15.668 19.444 15.040

STDE 12.778 11.201 11.218 12.271 10.580 11.875 12.136 10.684 12.080 12.850 11.409 12.360 10.823

10 m wind speed (m/s)

ρ 0.891 0.829 0.860 0.836 0.854 0.820 0.888 0.916 0.836 0.869 0.836 0.850 0.906

MB 0.207 −0.208 −0.212 −0.375 −0.298 −0.347 0.162 0.09 −0.347 −0.031 −0.319 0.143 −0.17

MAE 0.840 1.033 0.960 1.024 0.974 1.097 0.844 0.721 1.016 0.915 1.033 0.963 0.771

RMSE 1.074 1.313 1.208 1.329 1.246 1.380 1.078 0.935 1.321 1.164 1.315 1.231 0.997

STDE 1.054 1.297 1.190 1.275 1.209 1.336 1.066 0.931 1.274 1.164 1.276 1.222 0.983

10 m wind direction (◦)

ρ 0.732 0.715 0.723 0.725 0.731 0.720 0.744 0.781 0.706 0.704 0.732 0.715 0.790

MB 10.028 11.989 11.080 11.983 10.522 10.909 11.483 9.624 10.253 10.581 13.394 12.331 9.787

MAE 30.293 31.569 31.459 27.635 27.559 33.349 30.198 26.950 28.781 28.858 28.568 31.763 26.379

RMSE 47.542 49.677 49.508 43.151 44.245 53.065 47.803 44.141 44.837 46.331 45.050 48.756 43.173

STDE 46.472 48.209 48.252 41.454 42.976 51.932 46.403 43.078 43.649 45.106 43.013 47.171 42.049
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Table 5. Statistical metrics calculated for January 2019 hourly data at Barakah station.

EXP01 EXP02 EXP03 EXP04 EXP05 EXP06 EXP07 EXP08 EXP09 EXP10 EXP11 EXP12 EXP13

2 m Air Temperature (◦C)

ρ 0.952 0.951 0.952 0.945 0.959 0.960 0.958 0.965 0.944 0.940 0.952 0.943 0.962

MB 0.138 0.488 0.680 0.444 0.501 -0.250 0.443 0.304 0.217 -0.120 0.836 0.977 0.179

MAE 1.050 1.140 1.193 1.247 1.042 0.942 1.084 0.949 1.202 1.211 1.315 1.475 1.003

RMSE 1.418 1.452 1.503 1.521 1.344 1.264 1.401 1.240 1.484 1.557 1.595 1.798 1.296

STDE 1.411 1.367 1.337 1.455 1.247 1.239 1.328 1.202 1.468 1.552 1.359 1.510 1.284

2 m Relative Humidity (%)

ρ 0.896 0.890 0.901 0.908 0.904 0.883 0.901 0.919 0.906 0.893 0.907 0.902 0.913

MB 7.133 1.545 0.997 3.772 3.302 7.140 6.295 5.929 3.539 10.083 0.487 0.644 6.230

MAE 8.796 6.051 5.543 6.371 6.537 9.435 8.154 7.433 6.372 10.797 5.501 5.320 7.853

RMSE 11.201 8.486 7.775 8.757 8.470 11.441 10.418 9.498 8.637 13.207 7.595 7.538 10.014

STDE 8.636 8.344 7.711 7.903 7.801 8.940 8.302 7.419 7.879 8.530 7.579 7.510 7.840

10 m wind speed (m/s)

ρ 0.840 0.822 0.829 0.823 0.831 0.823 0.839 0.867 0.815 0.819 0.823 0.822 0.863

MB 0.353 0.289 0.255 0.248 0.335 0.210 0.395 0.283 0.177 0.144 0.180 0.674 0.003

MAE 0.941 0.965 0.939 0.994 0.974 0.952 0.950 0.834 0.975 0.970 0.928 1.127 0.813

RMSE 1.254 1.309 1.268 1.318 1.292 1.292 1.269 1.135 1.326 1.305 1.274 1.439 1.117

STDE 1.203 1.277 1.243 1.294 1.248 1.275 1.206 1.099 1.314 1.297 1.261 1.271 1.117

10 m wind direction (◦)

ρ 0.862 0.863 0.868 0.879 0.886 0.841 0.867 0.894 0.880 0.876 0.891 0.850 0.896

MB 14.298 15.017 16.288 15.853 16.461 17.127 15.373 12.789 16.075 15.516 14.939 15.553 12.878

MAE 25.197 25.892 25.639 23.810 24.240 27.830 25.444 22.559 24.211 24.210 23.762 26.116 22.167

RMSE 39.332 40.075 40.480 36.092 36.415 42.514 39.745 36.067 36.090 36.097 37.143 39.670 36.129

STDE 36.641 37.155 37.058 32.424 32.483 38.912 36.651 33.724 32.313 32.593 34.006 36.494 33.756

Figure 7 displays mean diurnal variations for T2, and RH calculated for observations and the
model simulations for January and June 2019. For June 2019, we note that all model simulations
showed a noticeable consistent underprediction of the temperature, and the spread between the model
simulations in the daytime is larger than during night-time and early morning. This underestimation
indicates that the model has a systematic cold bias in this semi-arid region. This could probably be
attributed to the higher cooling rate near the surface in the model compared to the observations which
could be due to deficiencies in the physical parameterization schemes, in particular in the land surface
model and radiation schemes, and/or a simplified representation of the atmospheric composition in
the current WRF set up. Aerosol load and associated radiative impact [9] are known to exhibit an
annual maximum during summer over the UAE [65]. This cold bias was also highlighted in the study
carried out by Branch et al. [66] to assess the seasonal and daytime performance of daily forecasts
with WRF in the United Arab Emirates. Note that the observed diurnal cycle was well simulated by
EXP01, EXP08, and EXP13 than in the other model simulations, particularly during daytime.

However, for January 2019, we noted that the discrepancies between the different simulations
are smaller compared to that of June 2019. All the simulations showed that the model tended to have
a warm bias, but of less magnitude compared to that of June. This warm bias is probably due to
an overestimation of downwelling surface shortwave in the WRF model, as previously highlighted
in some studies over the UAE [62,65]. We noted the presence of a short reversal to a cold bias that
occurred around 4 a.m. This switch usually occurred roughly around the twice-daily transition times
of the boundary layer between stable and convective states [66].
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Figure 7. Mean diurnal variations for 2 m air temperature and relative humidity at Barakah station
calculated for June and January 2019. The curve in black color shows the observation, while the
others depict the different model simulations.

Regarding relative humidity, we note that for both January and June 2019, the observed diurnal
cycle was overestimated (positive biases) by almost all the model simulations. This overestimation
was more marked in June than in January. This could be attributed to the large cold bias in summer.
The observed diurnal variation of RH is lower in June because this region is hot and dry during
summer; however, most of the simulations could capture a similar trend of diurnal variation during
both months. Notice that during January, exceptionally EXP11, and EXP12 showed a short shift in
the sign of the bias occurred between 12 p.m. and 8 p.m. We also noticed that during the day, the
observations were better reproduced by EXP08 and EXP13 in June, while in January, we note that the
observations were well simulated by EXP11 and EXP12, instead.

3.4.2. Wind Speed and Direction
Statistical analysis of 10-m AGL wind speed (WS) and wind direction (WD) at Barakah station

is presented in Tables 4 and 5. Is well known that surface wind speed and wind direction are
significantly affected by local fluctuations particularly in highly unstable conditions [28]. However,
the reported values indicate that the model using the different combinations of the physical options
could reproduce the observed wind speed and direction with sufficient accuracy for June and January
2019. However, a general consistent overprediction in wind direction was observed in all simulations
for both months. For June, we note that the model tended to underpredict the wind speed as indicated
by the most of model configurations. Conversely, in January, all the model simulations indicated
that the model had a general tendency to overpredict the wind speed. In addition, notice that
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simulations EXP01, EXP08, and EXP13 performed better in terms of statistical evaluation than the
other model experiments.

Figure 8 illustrates mean diurnal variations for WS and WD calculated for observations and
the model using the different combinations of physical options for January and June 2019. Firstly,
it can be noted that for both months, lower wind speeds were observed during the early morning
and evening, while higher wind speeds occurred during the daytime. Lower and higher wind
speeds are attributed to land and sea circulations, respectively. Note that the diurnal variation in the
observations of WS and WD was more pronounced in June than in January. The spread between the
model simulations for WS was also larger in June than in January, especially during the daytime.
In general, we notice that the observed mean diurnal cycles of WS and WD were reasonably well
reproduced by the model as observed in all the simulations. We note that EXP01, EXP08, and EXP13
were much closer to observations compared to the others. For January, we remark that the model
showed a consistent overprediction of the WS. Inversely for June, we observed a shift from positive
to negative bias that occurred around 9 a.m. This switch in the sign of the model bias is attributed to
the change in the wind direction caused by sea and land breeze circulations. Specifically, the model
overestimates wind speed with a magnitude of about 1 m s−1 in the morning and early morning
hours and underestimates it in the afternoon and evening hours with a magnitude of about 1.5 m s−1.
The overproduction and underprediction of wind speed by the WRF model have been pointed out in
many earlier studies [44,67–71].
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In addition, the near-surface wind distribution is an important aspect to analyze to gain more
insight into model wind simulation. To this end, using hourly data from the simulated and observed
WS and WD, we calculated wind roses to represent the joint frequency distribution of WS and WD as
well as wind speed histograms for June and January 2019.

Figures 9 and 10 depict the calculated wind roses for June and January respectively. The
observed wind rose during June 2019, revealing that winds around BNPP blow mostly from northeast,
north, and north-northeast. This is attributed to the sea breeze circulation which is very active during
the summer and enhanced by large-scale weather patterns such as the Shamal winds. In June, we
observe that all simulations showed similar patterns of wind direction but with relatively larger
magnitudes compared to observations and could capture the main directions of the prevailing winds
at Barakah station. Particularly, in the north direction, all simulations overestimated the wind
speed frequency in 3–6 m s−1. From wind roses, however, simulation EXP10, which contains the
QNSE-EDMF scheme for PBL, was the closest to the observed pattern in terms of both direction and
wind speed.Atmosphere 2022, 13, 985 21 of 35 
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Figure 10. 10-m Wind roses at Barakah calculated for model simulations and observations for
January 2019.
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In January, the observed wind rose showed the prevailing winds were mostly from north,
north-northeast, and southeast directions. The southeasterly winds are most likely generated by land
breeze circulation. Similarly, we note that all the model experiments produced comparable wind
direction patterns with relatively larger magnitudes compared to the observed wind rose. Note that,
all the simulations are satisfactory for capturing the bimodal distribution of the wind observations
reasonably well. In particular, we observe that the wind rose simulated from the EXP04 which also
uses the QNSE-EDMF scheme for PBL, was the closest to the observed wind rose.

Figure 11 shows the calculated wind speed histograms for both January and June 2019. We note
that all the simulated WS histograms are very comparable, and generally the observed distribution
of WS was reasonably well reproduced by all the model simulations. Principally, we notice that
the distribution of high wind speeds between 4 and 10 m s−1 was better captured by the model as
observed by all simulations compared to the distribution of low wind speeds (0–4 m s−1). For both
months, it can be seen that the model showed a tendency to overestimate and underestimate lower
and higher winds respectively. We observe that the simulated histograms from EX10 and EXP04 were
the closest to the observations for June and January, respectively.
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Figure 11. Histograms of simulated 10 m wind speed at Barakah for June (a) and January (b). The black
line denotes the observed wind speed histogram. The orange lines depict the simulated histograms.
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3.4.3. Model Simulations Ranking at Barakah
This section aims to rank the model simulations with respect to 2 m air temperature, relative

humidity, and wind speed and direction at 10 m. However, it should be stressed that finding the
optimal model options for a given parameter and season is application-dependent. For instance, the
best performing options of temperature and relative humidity are relevant for fog studies, while the
best performing options for wind velocity are preferred for dispersion applications. The relative
rankings of different simulations can be changed if we look at different variables separately. One that
performs in the simulation of 2 m air temperature might underperform for other thermodynamic
variables. For example, EXP08 was found to better simulate 2 m air temperature but showed inferior
outcomes for 2 m relative humidity.

To rank the various simulations, we combined statistical metrics calculated for the underlying
surface parameters into Model Skill Scores (MSSs) as described in Section 2.4. Next, we averaged the
calculated MSS values for the different variables. This way, each simulation was assigned a single
scalar quantity. Hence, the simulation with the highest averaged MSS value (close to 5) was ranked
as the best simulation and vice versa.

Figure 12 depicts the MSS calculated for each model simulation using hourly data during June
and January 2019. MSS was calculated for morning and evening periods. Panels (a), (b) denote the
MSS calculated with respect to the wind speed. While panels (c), and (d) show the averaged MSS.
Panels (e), (f) depict the averaged MSS calculated for morning and evening periods. This figure
shows a noticeable disparity in the relative ranking of the various simulations between summer and
winter. The performance ranking of the simulations with respect to the wind speed—which is crucial
for dispersion applications—shows that EXP08 and EXP13 constituted close to optimal combinations
of model physics options. They had the highest MSS values among all other simulations for both
June and January 2019. Specifically, we note that EXP08 performed better than EXP13 in June, while
in January we observe the opposite. This result indicates that the topographic surface wind correction
included in the EXP13 setting helps to better simulate the wind speed during winter. However, the
relative ranking against all the variables again highlights that EXP08 and EXP13 still performed better
than the other simulations for both June and January. These two simulations performed slightly
better in summer.
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It is worth mentioning that the simulation EXP06, which contains the MYNN3 scheme for PBL
and the Unified Noah Model for land surface, showed the lowest value of MSS, especially during
summer. Therefore, this combination of model options is not appropriate for this coastal location.
Panels (e), (f) show MSS values during morning and evening periods. Interestingly, during summer,
we notice that optimal model simulations, EX08 and EXP13 performed better during the morning than
in the evening. This indicates that the structure of the PBL is better simulated in the morning when
it is more developed than in the evening. However, during winter, these two model experiments
showed comparable performances during morning and evening periods.

3.5. Statistical Model Evaluation at a Downwind Site
This section aims to assess the performance of the model at a downwind location of BNPP. To

this end, the statistical evaluation metrics were calculated for Aljazeera which is a downwind station
located to the south of the nuclear site at 75 km.

Tables 6 and 7 summarize the calculated performance metrics for June and January 2019,
respectively. It can be seen that the simulations EXP08 and EXP13 performed better compared to
the others because they showed the lowest model errors and highest correlations for T2, RH, WS,
and WD. However, for January, EXP11 proved to be more efficient for RH compared to the others.
It is interesting to note that the calculated statistics for each model simulation were better than
their corresponding statistics calculated for Barakah station. This result was already mentioned in
Section 3.1, in that the model performed better inland compared to onshore or nearshore locations.
For air temperature, we observe that all the simulations reported a negative mean bias (MB) with
magnitudes in the range 0.4–1.7 ◦C in June. Inversely, during January most of the simulations showed
a positive bias. This indicates that the WRF model in this semi-arid region tends to underestimate and
overestimate air temperature in summer and winter, respectively. However, the model overestimated
the relative humidity in both months, but with a larger magnitude in summer. Moreover, in both
months, the model showed a tendency to underpredict the wind speed and overpredict the wind
direction, as observed in all the simulations.

Table 6. Statistical metrics calculated for June 2019 hourly data at Aljazeera station.

EXP01 EXP02 EXP03 EXP04 EXP05 EXP06 EXP07 EXP08 EXP09 EXP10 EXP11 EXP12 EXP13

2 m Air Temperature (K)

ρ 0.986 0.982 0.985 0.977 0.977 0.977 0.986 0.990 0.978 0.980 0.980 0.981 0.992

MB −0.785 −0.724 −0.703 −0.978 −0.567 −1.426 −0.739 −0.738 −0.981 −1.687 −0.443 −0.497 −0.643

MAE 1.129 1.116 1.037 1.355 1.147 1.604 1.039 0.957 1.337 1.845 1.040 1.104 0.863

RMSE 1.424 1.483 1.323 1.740 1.516 1.987 1.342 1.212 1.708 2.172 1.398 1.464 1.115

STDE 1.189 1.294 1.121 1.439 1.406 1.384 1.121 0.961 1.398 1.369 1.326 1.377 0.911

2 m Relative Humidity (%)

ρ 0.946 0.943 0.938 0.928 0.934 0.922 0.944 0.956 0.936 0.920 0.939 0.936 0.961

MB 7.549 6.990 6.624 6.148 4.898 11.595 7.867 7.167 5.718 11.476 5.060 7.050 6.167

MAE 8.175 7.817 7.694 7.589 6.536 11.820 8.418 7.598 7.324 11.929 6.556 8.131 6.737

RMSE 11.423 11.026 10.666 10.945 9.681 15.644 11.456 10.266 10.522 15.216 9.611 11.317 9.297

STDE 8.573 8.527 8.360 9.055 8.351 10.502 8.329 7.350 8.833 9.991 8.171 8.853 6.956

10 m wind speed (m/s)

ρ 0.89 0.887 0.888 0.858 0.877 0.885 0.890 0.918 0.859 0.864 0.890 0.875 0.914

MB −0.408 −0.336 −0.429 −0.648 −0.553 −0.510 −0.458 −0.469 −0.560 −0.852 −0.420 0.058 −0.727

MAE 1.084 1.103 1.128 1.256 1.162 1.177 1.105 0.977 1.238 1.344 1.103 1.102 1.101

RMSE 1.426 1.439 1.469 1.673 1.551 1.534 1.449 1.290 1.634 1.735 1.438 1.461 1.427

STDE 1.366 1.401 1.405 1.542 1.449 1.446 1.374 1.202 1.535 1.511 1.376 1.460 1.228

10 m wind direction (◦)

ρ 0.715 0.707 0.726 0.698 0.757 0.707 0.711 0.787 0.685 0.662 0.724 0.687 0.799
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Table 6. Cont.

EXP01 EXP02 EXP03 EXP04 EXP05 EXP06 EXP07 EXP08 EXP09 EXP10 EXP11 EXP12 EXP13

MB 12.528 13.661 11.115 9.316 10.763 12.385 12.741 10.266 8.971 9.181 11.716 13.459 8.492

MAE 25.759 26.374 26.231 25.998 24.109 26.999 25.499 22.068 26.306 26.774 24.981 27.048 20.942

RMSE 39.262 40.873 40.187 39.104 35.788 41.818 39.668 34.604 39.153 41.015 38.138 41.570 33.733

STDE 37.210 38.522 38.619 37.978 34.131 39.942 37.566 33.046 38.111 39.975 36.294 39.331 32.646

Table 7. Statistical metrics calculated for January 2019 hourly data at Aljazeera station.

EXP01 EXP02 EXP03 EXP04 EXP05 EXP06 EXP07 EXP08 EXP09 EXP10 EXP11 EXP12 EXP13

2 m Air Temperature (K)

ρ 0.981 0.978 0.984 0.973 0.983 0.979 0.982 0.986 0.970 0.976 0.976 0.978 0.986

MB 0.482 0.263 0.433 0.117 0.417 −0.170 0.771 0.604 −0.183 0.032 0.525 0.606 0.543

MAE 0.947 0.968 0.887 1.091 0.890 0.920 1.082 0.901 1.101 0.978 1.112 1.151 0.892

RMSE 1.223 1.244 1.119 1.343 1.145 1.179 1.330 1.129 1.409 1.262 1.375 1.409 1.125

STDE 1.124 1.216 1.032 1.338 1.067 1.166 1.084 0.953 1.397 1.261 1.271 1.272 0.985

2 m Relative Humidity (%)

ρ 0.915 0.924 0.929 0.920 0.921 0.893 0.920 0.935 0.923 0.913 0.927 0.926 0.935

MB 5.127 1.700 1.046 3.186 2.605 7.138 4.422 4.098 3.541 9.846 1.180 2.158 3.991

MAE 7.416 5.922 5.355 6.363 6.410 9.136 7.026 6.321 6.418 10.609 5.821 6.068 6.320

RMSE 10.221 8.193 7.629 8.898 8.631 12.429 9.651 8.703 8.802 13.115 7.893 8.581 8.601

STDE 8.842 8.014 7.557 8.308 8.228 10.176 8.579 7.677 8.058 8.663 7.804 8.305 7.618

10 m wind speed (m/s)

ρ 0.841 0.868 0.857 0.845 0.876 0.854 0.853 0.885 0.845 0.844 0.870 0.853 0.886

MB −0.090 −0.045 −0.032 −0.291 −0.155 −0.054 −0.026 −0.092 −0.338 −0.438 −0.086 0.377 −0.332

MAE 0.878 0.891 0.867 0.879 0.818 0.944 0.853 0.768 0.891 0.913 0.832 0.960 0.801

RMSE 1.242 1.161 1.200 1.260 1.125 1.215 1.196 1.080 1.271 1.302 1.151 1.253 1.133

STDE 1.239 1.160 1.200 1.226 1.114 1.214 1.196 1.076 1.225 1.226 1.148 1.195 1.083

10 m wind direction (◦)

ρ 0.871 0.870 0.867 0.833 0.864 0.878 0.875 0.906 0.837 0.847 0.865 0.846 0.915

MB 13.465 13.323 12.718 8.788 11.687 15.240 13.305 11.929 7.900 8.980 11.983 14.440 10.784

MAE 21.983 22.759 23.041 23.013 22.087 23.335 22.079 19.218 23.329 22.023 22.068 23.988 18.370

RMSE 32.489 33.940 34.995 37.305 34.217 32.511 32.595 28.930 37.167 35.095 34.573 35.415 28.104

STDE 29.568 31.216 32.602 36.255 32.159 28.718 29.756 26.356 36.318 33.927 32.430 32.337 25.952

Figure 13 depicts mean diurnal variations for T2, RH, and WS calculated at the Aljazeera
location for June and January 2019. For air temperature, the observed diurnal cycle was globally well
reproduced by the model within a range of error less than ±2 ◦C for both months. Specifically, we
remark that the model showed consistent cold and warm biases in June and January respectively.
Notice that spread between the various simulations is smaller compared to that of Barakah. For
relative humidity, we note the values of the observed diurnal cycle were higher in January than in
June. Generally, it can be noted that for both months, the model had an overall consistent positive
bias as observed in most simulations. This systematic bias was particularly more pronounced in the
early morning and evening. Yet, in January, we observe that some model simulations for example
EXP11, EXP12 showed a switch from positive biases in the early morning and evening to negative
biases in the daytime but with lower magnitudes.
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Figure 13. Mean diurnal variations for T2, RH, and WS calculated at Aljazeera station calculated for 
June and January 2019. The curve in black color shows the observation, while the others depict the 
different model simulations. 

Table 6. Statistical metrics calculated for June 2019 hourly data at Aljazeera station. 

Figure 13. Mean diurnal variations for T2, RH, and WS calculated at Aljazeera station calculated for
June and January 2019. The curve in black color shows the observation, while the others depict the
different model simulations.

Regarding wind speed, we note that the diurnal variations in the observations were reasonably
well captured by all the model simulations with errors of less than 2 m s−1. However, also note that
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most simulations underpredicted the observed diurnal cycle with different magnitudes. This indicates
that the model tends to underestimate the wind speed at that inland location, particularly during
summer. In addition, note that the amplitudes of the observed and simulated diurnal variations were
greater at this location than at Barakah. Interestingly, note that in both months, the EXP12 simulation,
in terms of average bias was closest to the observed diurnal cycle. EXP12 used the YSU scheme for
PBL, the Noah-MP model for the land surface, and the revised MM5 for the surface layer scheme.

Additionally, to investigate how the model performed in terms of simulating the wind distribu-
tion at Aljazeera station, we calculated wind roses at that location to represent the joint frequency
distribution of WS and WD as well as wind speed histograms for June and January 2019. Figure 14
depicts the simulated and observed wind distribution at Aljazeera site. The wind roses calculated
for the different simulations showed very similar wind distribution patterns, and the same is true
for the simulated histograms. Therefore, we only show the simulated wind roses and wind speed
histograms of EXP13, which showed better performance in terms of model errors (see Tables 6 and 7).
In June, the observed wind rose indicates that winds at al Jazeera are mostly from north-northeast,
north, and north-northwest. This pattern in wind directions is most likely associated with the active
sea breeze circulation during summer

Atmosphere 2022, 13, 985 30 of 35 
 

 

(a) Wind roses calculated for observations and model for summer (June 2019) 

 
(b) Wind roses calculated for observations and model for winter (January 2019) 

 
(c) WS histograms for summer (June 2019) (d) WS histograms for winter (January 2019) 

  

Figure 14. 10-m wind roses and wind speed histograms calculated for model and observations at 
Aljazeera for June and January 2019. (a,b) denote the observed and the simulated wind roses for 
June and January respectively. (c,d) show respectively the observed (black curve) and the simulated 
(orange curve) histograms for June and January 2019. 

  

Figure 14. 10-m wind roses and wind speed histograms calculated for model and observations at
Aljazeera for June and January 2019. (a,b) denote the observed and the simulated wind roses for
June and January respectively. (c,d) show respectively the observed (black curve) and the simulated
(orange curve) histograms for June and January 2019.



Atmosphere 2022, 13, 985 27 of 31

We notice that the model captured the main prevailing wind directions but mostly overestimated
the frequency of the wind direction. In January, the wind rose of the observations showed that winds
were mainly blowing from north-northwest, northwest, and east-southeast. This wind direction
distribution at Aljazeera is principally attributed to the transition between sea breeze and land breeze
in the course of the day during the winter season. Note that the model reproduced the bimodal wind
distribution reasonably well in the observations. However, the model tended to overestimate the
frequency of wind speed especially in the range 3–6 m s−1. Additionally, the wind speed histograms
for both months, show that the model could simulate with sufficient accuracy the high wind speed
distribution (4–10 m s−1). However, we observe that the model generally tended to overestimate the
frequency of the low wind speeds (0–4 m s−1).

Model Simulations Ranking at Aljazeera
In this section, we present the results related to the statistical ranking of the various model

simulations at Aljazeera. Figure 15 shows the relative ranking calculated for June and January 2019.
Panels (a), and (b) show the relative ranking with respect to the wind speed, while (c) and (d) depict
the relative ranking considering all the surface variables: T2, RH, WS, and WD. Globally we notice
more variability in Model Skill Score (MSS) values, especially during June. The ranking against wind
speed shows that EXP08 outperformed other simulations in June, whereas in January we notice that
EXP13 worked better instead. However, the relative ranking against all the variables, shows that
EXP08 and EXP13 outperformed the other simulations in both months. In June, EXP13 behaved
slightly better than EXP08 while the opposite was observed in January. In addition, the averaged
MSS calculated during the morning and the evening periods highlights that globally, the model
performance was better in the morning than in the evening periods.
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hyper-arid region in the western desert of the UAE. This specific region is of great importance as it
hosts the BNPP. This makes it paramount to correctly simulate local weather conditions in this region
for emergency response in case of an atmospheric accidental radioactive release occurring at BNPP.

In this regard, a series of high-resolution model simulations using different combinations of
physical schemes were conducted over January and June 2019 over the targeted region.

The simulated results were verified against the in situ meteorological surface measurements
available within a radius of 150 km around the nuclear site. Several statistical metrics were calculated
to quantify the impact of the various model runs on the modeled results and then find a near-
optimal set of physics options that optimize the WRF model over this region and particularly at the
BNPP location.

The overall performance of the WRF model was assessed at different locations around BNPP.
The first results revealed a gradual transition in the performance of the model when moving from
sea to land. Explicitly, it was found that the model performed better at inland locations than at
sea locations. This sea-to-land transition in model performance was found to be essentially more
pronounced in 2 m air temperature and relative humidity. These results also ascertain that the
performance of non-hydrostatic short-scale simulations is highly region-dependent and that no single
set of physical options can be designated as an optimal model setup for all the locations in the studied
region. Yet, globally, it was found that WSM 3-class microphysics, RRTM for longwave radiation,
RTTMG for shortwave radiation, Kain-Fritsch cumulus, revised MM5 Monin-Obukhov surface layer,
thermal diffusion scheme, and YSU PBL combination generated better results at most locations
compared to other sets of physical options.

In addition to the sensitivity to physics options, we also investigated the impact of two dynamics
options on the model performance: surface station nudging and horizontal model resolution. It
was found that the station nudging has the potential to alleviate the model imbalance by extracting
mesoscale information from surface stations and subsequently reducing the model error. Particularly,
the nudging results showed an overall reduction in model errors, which was more marked at onshore
and nearshore locations. Moreover, it was found that the higher horizontal resolution had a clear
benefit on the model performance. Specifically, statistics calculated with a spatial resolution of 1 km,
were significantly better than those calculated with a spatial resolution of 5 or 25 km. This result
indicates that the mesoscale coastal circulation is better resolved in high-resolution simulation than
at coarse spatial resolution. In addition, it was noticed that the benefit of high spatial resolution was
particularly more pronounced at onshore and nearshore sites compared to inland sites.

Additionally, the relative rankings of the various sensitivity simulations were calculated by com-
bining all the statistical performance indicators into Model Skill Scores. The relative ranking obtained
by considering all surface variables was presented for Barakah and Al Jazeera stations. The results
indicate that globally the following physics options: WSM 3-class microphysics, RRTM for longwave
radiation, RTTMG for shortwave radiation, Kain-Fritsch cumulus, revised MM5 Monin-Obukhov
surface layer, thermal diffusion scheme, and YSU PBL constitute a near to optimal combination of
physical parameterization schemes that optimizes the WRF model at these two locations during
summer and winter periods. However, the ranking of the different simulations with respect to the
wind speed parameter revealed that adding the topographic correction option for surface winds to
the previous physical options had a positive impact on wind speed simulation, especially in winter.
It was also found that the WRF model performed better in the morning than in the evening periods.

This study will be extended to include surface radiative fluxes and upper air meteorological
measurements at BNPP. We aim to use the best-performing combination of physical options found in
this study as the basis for a new series of sensitivity tests in which additional sets of physical options
will be explored.
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